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Abstract—General-purpose topic models have widespread industrial applications. Yet
high-quality topic modeling is becoming increasingly challenging because accurate models
require large amounts of training data typically owned by multiple parties, who are often
unwilling to share their sensitive data for collaborative training without guarantees on their data
privacy. To enable effective privacy-preserving multi-party topic modeling, we propose a novel
federated general-purpose topic model named Private and Consistent Topic Discovery (PC-TD).
On the one hand, PC-TD seamlessly integrates differential privacy in topic modeling to provide
privacy guarantees on sensitive data of different parties. On the other hand, PC-TD exploits
multiple sources of semantic consistency information to retain the accuracy of topic modeling
while protecting data privacy. We verify the effectiveness of PC-TD on real-life datasets.
Experimental results demonstrate its superiority over the state-of-the-art general-purpose topic
models.

TOPIC MODELING is a powerful technique
for unsupervised analysis of large document col-
lections. It has been widely applied in tag rec-
ommendation, text categorization, opinion min-
ing and statistical language modeling. In fact,
general-purpose topic models such as Latent
Dirichlet Allocation (LDA) [1] have become the
de facto in many industrial applications [2].

Despite its widespread adoption, topic model-
ing faces a new challenge in the era of big data.
Learning an accurate generic-purpose topic model
requires large amounts of training data, which
is typically owned by multiple industrial parties.
For example, several hospitals need to categorize
their medical records by topic modeling. Since
these data may contain sensitive information, data
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owners are usually reluctant to share their data for
collaborative topic model learning without guar-
antees on their data privacy. The enforcement of
the General Data Protection Regulation (GDPR)1

further sharpens the need for privacy-preserving
multi-party topic modeling, since collaborative
modeling without privacy protection may now
even be considered illegal.

A conceptual solution to privacy-preserving
multi-party machine learning is federated learn-
ing [3], [4], [5], which aims to provide quanti-
fied privacy guarantees such as differential pri-
vacy [6], while still allowing effective collab-
orative model training among multiple parties.
The principle to ensure differential privacy is to
add controlled noise to the raw data, which may
impair the accuracy of model learning. Hence
remedies to recover model accuracy are also
necessary. Despite the generic concept, it needs
dedicated technical design to realize federated
learning of topic models. This is because there
are no universal data perturbation mechanism and
model accuracy recovery methods. Hence new
techniques tailored for topic models are compul-
sory.

In this paper, we propose Private and Consis-
tent Topic Discovery (PC-TD), a new federated
general-purpose topic model. To protect data pri-
vacy, we devise a data perturbation mechanism
that ensures differential privacy and can be seam-
lessly integrated into topic modeling. To retain
model accuracy, we rely on two observations.
First, general-purpose topic models discover top-
ics solely based on word co-occurrence in docu-
ment without considering other semantic relations
of linguistic phenomena. Thus, we model the
linguistic phenomenon as semantic unit whose
content is generated by a single topic to incor-
porate the local semantic consistency into topic
modeling. Second, external knowledge base can
improve the topical coherency and interpretabil-
ity. Thus, a flexible mechanism is proposed to
introduce any word relation of external knowl-
edge base into the procedure of topic modeling
to ensure the global semantic consistency. The
main contributions of this paper are as follows.
• We propose a novel federated general-purpose

topic model named Private and Consistent

1https://gdpr-info.eu/

Topic Discovery (PC-TD) which effectively
protects data privacy with proven guarantees.

• We design techniques to retain the accuracy of
topic modeling by considering global and local
semantic consistency.

• We conduct extensive experiments on real-
world datasets to evaluated the proposed meth-
ods. The results demonstrate the validity and
superiority of PC-TD.

Compared to our preliminary version, this
paper makes the following new contributions:(1)
We study the federated scenario of topic mod-
eling, where documents are owned by multiple
industrial parties. (2) We extend the stand-alone
topic modeling method to a federated framework.
(3) We conduct new evaluations on real-world
dataset. The rest of this paper is organized as
follows. In Section 2, we review the related work.
Then we elaborate the technical details of PC-
TD in Section 3. We present the experimental
evaluations in Section 4 and finally conclude the
paper in Section 5.

Related Work
In this section, we briefly summarize the

related work from the following three fields: fed-
erated learning, topic modeling and differential
privacy.

Federated Learning
Federated learning is a privacy-preserving

collaborative learning paradigm, which can co-
construct the model with multiple participants.
During the training process, the data privacy
of participants can be held. Federated learning
is proposed by Google [7] for training models
collaboratively on Android mobile phones and
extended by Yang et al. in 2019 [3]. Because
of the reasonable privacy preserving property,
federated learning has been applied gradually to
industrial applications such as language modeling
of mobile keyboards.

Topic Modeling
Topic modeling [8] aims to find a series of

abstract “topics” in a set of documents. Within
the topic modeling framework, we can represent
each document by the topics and cluster these
documents according to their respective topic
distributions.

2 IEEE Intelligent Systems
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Research on topic modeling dates back to
the Latent Semantic Analysis (LSA) [9] which
is a model for excavating the latent associa-
tion between the text and the words. To ad-
dress the statistical unsoundness of LSA, a gen-
erative latent-variable model called Probabilistic
Latent Semantic Analysis (PLSA) is proposed
[10], where the latent variables are topics in
documents. As an improvement of PLSA, Latent
Dirichlet Allocation (LDA) [1] is a more general
Bayesian probabilistic topic model, which models
each document as a multi-membership mixture
of K corpus-wide topics, and each topic as a
multi-membership mixture of the terms in the
corpus vocabulary. By applying additional con-
straints on the basic LDA, more variants of LDA
such as Sentence LDA [11] and Labeled LDA
[12] have been proposed. These topic modeling
methods have been proved their applicability in
industry and have been successfully applied in
collaborative filtering for generating personalized
recommendations in Google News [2] and real-
time Q&A systems in Baidu [13]. However, with
the popularity of these two general-purpose topic
models in industry, little work has been done to
further enhance them by fixing the challenge that
is discussed in the introduction.

Differential Privacy
Differential privacy [6] is a formal definition

of the privacy properties of data analysis algo-
rithms. It is defined in terms of the application-
specific concept of adjacent databases. In this
paper, the training dataset is a set of documents.
Thus, we say that two of these datasets are
adjacent if they differ in a single entry, that is,
if one word is present in one document in the
first dataset and absent in the other.

Definition 1 ((ε, δ)-differential privacy). A ran-
domized mechanism M : D → R with domain
D and rangeR satisfies (ε, δ)-differential privacy
if for any two adjacent inputs d, d′ ∈ D and for
any subset of outputs S ( R it holds that

Pr[M(d) ∈ S] ≤ eεPr[M(d′) ∈ S] + δ

We use the variant of differential privacy in-
troduced by Dwork [6], which allows for the pos-
sibility that plain ε-differential privacy is broken
with probability δ. Intuitively, the definition states
that the output probabilities must not change very
much when a single individual’s data is modified,

thereby limiting the amount of information that
the algorithm reveals about any one individual.

A common paradigm for approximating a de-
terministic real-valued function f : D → R with
a differentially private mechanism is via additive
noise calibrated to f ’s sensitivity Sf , which is
defined as the maximum of the Euclidean norm
||f(d)− f(d′)||2 where d and d′ are adjacent in-
puts. For instance, the Gaussian noise mechanism
is defined by

M(d) , f(d) +N (0, S2
f · σ2) (1)

where N (0, S2
f · σ2) is the normal distribution

with mean 0 and standard deviation Sfσ.

Private and Consistent Topic Discovery
We propose a generative model to discover

the topics of documents. As shown in Figure 1,
to achieve the local semantic consistency, the PC-
TD organizes the words of documents into seman-
tic units. We use a federated framework to infer
the latent parameters based on the semantic units
and protect the data privacy of documents with
Gaussian noise. On the other hand, we introduce
external knowledge base to help us improving
the effectiveness of topic modeling. We get the
word similarity matrix via the external knowledge
base and integrate it into the M-step to ensure the
global semantic consistency.

In this section, we first introduce the as-
sumptions and definition of semantic units of
our model in Section 3.1. Then we propose the
federated inference method of our model with dif-
ferential privacy in Section 3.2. Next, we consider
the global semantic consistency by introducing
the similarity of words in Section 3.3. Finally, the
analysis of privacy is provided in Section 3.4.

Model Assumptions
We utilize d to denote a “document”, w a

“word” and z a latent topic. Based on these no-
tations, we introduce the following probabilities:
p(di) is the probability of a particular document
di , p(wj|zk) is the conditional probability of
a specific word wj conditioned on the latent
topic variable zk and p(zk|di) is a document-
specific probability distribution over the latent
topic zk. A subtle issue of the assumption of PC-
TD is that we need to consider the local linguistic
phenomena for the local semantic consistency.
Therefore, we introduce a concept of semantic

May/June 2019 3
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Figure 1: Federated Framework of Private and Consistent Topic Discovery

unit, whose contents are generated by a single
topic. Based upon the application scenarios, the
semantic unit can be flexibly interpreted as n-
gram, sentence, paragraph, etc. We present the
generative process of PC-TD as follows:

1) Select a document di with probability
p(di);

2) For each semantic unit sij in di, pick a
latent topic zk with probability p(zk|di);

3) For each position in sij , generate a word w
with probability p(w|zk).

Translating the generative process into complete
data logarithm likelihood results in the following
expression:

L(d, s, z) =
D∑
i=1

Si∑
j=1

Z∑
k=1

log p(di, sij, zk)

=
D∑
i=1

Si∑
j=1

Z∑
k=1

log
(
p(di)p(zk|di)p(sij|zk)

)
(2)

where D is the number of documents, Si is
the number of semantic units in the ith document
and Z is the number of topics. Essentially, to
obtain Eq. (2) one has to sum over the possible
choices of zk. Hence, the goal of our model is
to identify conditional probability mass functions
such that the document-specific word distribu-
tions are as faithfully as possible approximated
by convex combinations of these topics.

Federated Inference Framework
We now propose a federated EM algorithm to

infer the latent parameters of PC-TD.

E-step In the E-step, the posterior estimation
of the latent topic zk of semantic unit sij in doc-
ument di is straightforwardly obtained as follows:

p(zk|di, sij) =
p(zk|di)p(sij|zk)∑Z

k′=1 p(zk′ |di)p(sij|zk′)
(3)

where p(sij|zk) =
∏W
w=1 p(w|zk)

Nijw and
Nijw is the number of w in sij .

In this step, we will access the training data
by counting the number of Nijw. Thus, perturb-
ing Nijw leads to perturbing the parameters of
interest. To achieve this goal, we add a Gaussian
noise to Nijw:

N̂ijw = Nijw + Ω (4)

where Ω ∼ N (0, (∆N)2σ2) and ∆N is the
sensitivity.

Since we say two of these datasets are adja-
cent if one word is present in one document in the
first dataset and absent in the other, it is obviously
that the sensitivity ∆N = 1.

After we add the noise to statistics Nijw, we
can calculate the perturbed posterior estimation:
r̂ijk = p̂(zk|di, sij)

=
p(zk|di)

∏W
w=1 p(w|zk)

N̂ijw∑Z
k′=1 p(zk′ |di)

∏W
w′=1 p(w

′|z′k)
N̂ijw

(5)

4 IEEE Intelligent Systems



The E-step can be done in each party locally.

M-step Next, we introduce the formulas of
inference in the M-step. In this step, we have
to maximize the expected logarithm likelihood,
which is defined as follows:

Q =
D∑
i=1

Si∑
j=1

Z∑
k=1

r̂ijk log p(di, sij, zk)

=
D∑
i=1

Si∑
j=1

Z∑
k=1

r̂ijk
(

log p(zk|di)+

log p(sij|zk) + log p(di)
)
.

(6)

In order to take care of the normalization con-
straints, Eq. (6) has to be augmented by appro-
priate Lagrange multipliers. Maximization of the
augmented Q with respect to the probability mass
functions leads to the following set of stationary
equations:

p(zk|di) =

∑Si

j=1 r̂ijk∑Si

j=1

∑Z
k′=1 r̂ijk′

, (7)

p(w|zk) =

∑D
i=1

∑Si

j=1Nijwr̂ijk∑D
i=1

∑Si

j=1Nij r̂ijk
, (8)

where Nijw is the number of w in the semantic
unit sij and Nij is the number of words in the
semantic unit sij .

From Eq. (7), we can find that p(zk|di) can
also be calculated in each party locally. All terms
needed in p(zk|di) can be obtained in their own
party. Thus, we focus on the second formula,
p(w|zk).

The same as E-step, we only access training
data by counting the number of words in the
semantic units of some documents. Thus, we can
use the same perturbing method as Eq. (4) in this
step and get the perturbed probability p̂(w|zk):

p̂(w|zk) =

∑D
i=1

∑Si

j=1 N̂ijwr̂ijk∑D
i=1

∑Si

j=1 r̂ijk
∑W

w=1 N̂ijw

, (9)

We can find that, the calculation of p̂(w|zk)
will use the statistics of all the documents. Thus,
it should be done by some communications of the
parties and the server.

Specifically, a party t should upload the fol-
lowing value.

Mt(w, zk) =
D∑
i=1

Si∑
j=1

N̂ijwr̂ijk (10)

For the server, after getting the statistics from
all the parties, it can calculate the distribution of
topic to word as follows.

p̂(w|zk) =

∑n
t=1Mt(w, zk)∑n

t′=1

∑W
w′=1Mt′(w′, zk)

(11)

where n is the number of participants.

Federated Framework The whole frame-
work is summarized in Algorithm 1. As the
initialization, each party randomly generates
p(zk|di) and p(w|zk) (line 1). After that, for each
iteration i, each party will first get r̂ijk in lines
4-7 (E-step). In lines 8-10, they will calculate
Mt(w|zk) and push it to server. The M-step will
be finished on server by collecting Mt(w|zk)
and calculating p̂(w|zk) (line 11). Finally, the
server will push p̂(w|zk) to every party in lines
12-13. Note that our algorithms will run for a
prespecified number of iterations T , and with
a prespecified σ; this ensures a certain level of
(ε, δ) guarantee in the released expected sufficient
statistics from Algorithm 1.

Algorithm 1: Federated Framework of
PC-TD
1 foreach party t do
2 Initialize p(zk|di), p(w|zk) randomly;

3 for i = 1, 2, · · · , T do
4 foreach party t do
5 Nijw ← the number of words w

in each semantic units sij from
D ;

6 N̂ijw ← add Gaussian noise
N (0, σ2) to Nijw ;

7 Get r̂ijk according to Eq. (5);
8 Get p(zk|di) according to Eq. (7);
9 Get Mt(w|zk) according to

Eq. (10);
10 push Mt(w|zk) to server;

11 Merge Mt(w|zk) from every party
and get p̂(w|zk) according to
Eq. (11);

12 foreach party t do
13 push p̂(w|zk) to party t;

May/June 2019 5
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Global Semantic Consistency
The previous subsections illustrate the local

semantic consistency and federated framework
of PC-TD. In this subsection, we discuss how
to ensure global semantic consistency in PC-TD
and present an approach to adapt the federated
inference framework presented in the previous
section. We refer to global semantic consistency
as word relations which can be obtained from
external sources such as human-engineering on-
tology and automatically built knowledge base.
In this paper, we use the word embedding as
an example to demonstrate how to obtain global
semantic information.

Word embedding is a technique of language
modeling and feature learning in natural language
processing (NLP) where words or phrases from
the vocabulary are mapped to vectors of real num-
bers. We can use a popular method, Word2vec
[14], to get such a mapping. After we get the
vectors of words, the similarity of two words can
be calculated as follows.

We denote the similarity of two word vectors
va and vb as Rab. It can be calculated by cosine
similarity:

Rab =
va · vb

||va||2||vb||2
. (12)

We proceed to discuss the strategy of utilizing
R in PC-TD. We want the probability p(w|zk)
to be consistent with word relations stored in R.
Here we use a quadratic-form influence term with
a trade-off factor τ . Formally, for a given R,
we adjust the topic-word distribution P (w|zk) as
follows:

p′(w|zk)← p(w|zk) + τ
p(w|zk)

∑W
i=1Riwp(i|zk)

P (·|zk)TRP (·|zk)
.

(13)
In our federated framework, we can do this

optimization on server and push the p′(w|zk) to
each party. After we get p′(w|zk), it should be
normalized to ensure that

∑
w p

′(w|zk) = 1.
It is easy to see that the adjusted p′(w|zk) is
influenced by the other words related to w in R.
In practice, Eq. (13) is applied after each private
EM iteration until convergence is achieved. Since
we are only interested in relatively frequent words
from the vocabulary, R will be a sparse matrix

and hence computations of R are efficient in
practice.

Privacy Analysis
In this subsection, we present the privacy anal-

ysis of PC-TD. Since PC-TD uses EM algorithm
to infer the latent parameters, we use the Moments
Accountant (MA) composition method [15] to
account the privacy loss incurred by successive
iterations of our EM algorithm.

The moments accountant method provides
tighter guarantees than linear strong composi-
tion. In moments accountant method, the log-
moments function of the privacy loss random
variable is introduced to track the privacy loss
incurred by applying mechanismsM1, · · · ,MT

successively to a dataset D.
Specifically, for two neighboring databases

D,D′, it defines the privacy loss of a mechanism
M on an outcome o ∈ R as

LM(D,D′, w) = log
Pr[M(D, w) = o]

Pr[M(D′, w) = o]
(14)

In PC-TD, each iteration can be regarded as
a mechanism Mt and the log-moments function
αMt

of a mechanism Mt is defined as:

αMt
= supD,D′,w logE[exp(λLMt

(D,D′, w))]
(15)

Since each iteration of PC-TDM1,M2, · · · ,
MT adds noise independently, the log moment
generating function has the following property
according to [15].

αM(λ) ≤
T∑
t=1

αMt
(λ) (16)

Additionally, given a log moment function
αM, [15] shows that the corresponding mecha-
nism M satisfies a range of privacy parameters
(ε, δ) with the following equation:

δ = min
λ

exp(αM(λ)− λε) (17)

These properties immediately suggest a pro-
cedure for tracking privacy loss incurred by a
combination of mechanisms (M1, · · · ,MT ) on
a dataset.

By using these two properties, we can get our
main theorem.

6 IEEE Intelligent Systems



Theorem 1. For any ε < Θ(T ), PC-TD is (ε, δ)-
differentially private for any δ > 0 if we choose

σ ≥ Θ
(√T log(1/δ)

ε

)
Proof:
From the lemma 3 in [15], the log-moments
function of the Gaussian Mechanism M ap-
plied to a query with sensitivity ∆ ≤ 1 is
αM(λ) ≤ λ(λ+1)

2σ2 . Thus, it can be bounded as
follows α(λ) ≤ Tλ2/σ2. According the two
properties, to guarantee Algorithm 1 to be (ε.δ)-
differentially private, it suffices that

Tλ2/σ2 ≤ λε/2

exp(−λε/2) ≤ δ
In addition, we need λ ≤ σ2 log(1/σ).
It is easy to verify that when ε = Θ(T ), we

can satisfy all these conditions by setting σ =

Θ(

√
T log(1/δ)

ε
).

Experiments
In this section, we evaluate the performance

of PC-TD. In Section 4.1, we describe the exper-
imental setup. In Section 4.2, we demonstrate the
impact of privacy. Finally, we demonstrate the ef-
fectiveness of PC-TD with quantitative evaluation
in Section 4.3.

Experimental Setup
Dataset We evaluate our method on a corpus
collected from New York Times2. We sample
500 documents from the news of June 26th-30th,
2016 as our training dataset. After removing the
stopwords, we get 18,286 unique words.

Metric We use the perplexity of documents
and average topic coherence to evaluate the
performance of topic models. Perplexity is an
information-theoretic measure of the predictive
performance of probabilistic models which is
commonly used in the context of language mod-
eling. The perplexity of a topic model on a set of
documents is defined as

perplexity = exp
(
−

1∑D
i=1 |di|

D∑
i=1

∑
w∈di

ln(

Z∑
k=1

p(w|zk)p(zk|di))
)

2https://www.kaggle.com/nzalake52/new-york-times-articles

Topic coherence scores a single topic by measur-
ing the semantic similarity between high scoring
words in the topic. We use UMass metric to
evaluate the topic coherence, which is defined by

coherence(Z) =
∑

(wi,wj)∈Z

log
D(wi, wj) + 1

D(wi)
,

where D(wi, wj) counts the number of docu-
ments containing words wi and wj , and D(wi)
counts the number of documents containing wi.

Implementation To simulate the federated
scenario, we assume there are three participants
t1, t2 and t3 and split the dataset into three
parts according to their release time. Specifically,
t1, t2 and t3 store 85, 165 and 252 documents
respectively. For PC-TD, we split each document
into several sentences. Then we consider each
three words in these sentences as a semantic unit.
To achieve the global semantic consistency, we
use a pre-trained Word2vec by Google [14].

We tune the parameter τ which serves as the
weight parameter for global semantic consistency.
When τ increases from 0.1 to 0.5, the log likeli-
hood of holdout data first increases and then falls.
We observe that the best performance is achieved
when τ is set to 0.3, showing that 0.3 strikes
a good balance for the word co-occurrence and
global semantic consistency. Hence τ is set to
0.3 by default in our experiments. The relatively
small value of τ indicates that PC-TD primarily
relies on the word co-occurrence information in
the training data and the word relation infor-
mation from other sources can achieve a slight
improvement.

We compare PC-TD with the typical general-
purpose topic model LDA to verify its effec-
tiveness. We use Markov chain Monte Carlo
(MCMC) sampling method to train an LDA
model, with parameter α = Z/50, β = 0.01.

Privacy Evaluation
We first demonstrate the impact of privacy.

Figure 2 shows the trade-off between ε and per-
word perplexity on our dataset for the differ-
ent methods under a variety of conditions. As
expected, the perplexity gradually decreases as
the number of iterations increases in all cases.
Besides, as the deviation of noise increases, PC-
TD needs more iterations to converge. When

May/June 2019 7
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Figure 2: Convergence curves of varying σ

σ = 0.25, PC-TD converges within 35 iterations
on our data set. However, when σ = 0.3, the
convergence is slower. It indicates that the smaller
the privacy budget is, the slower the algorithm
converges. When σ = 0.25, the convergence of
PC-TD and LDA are slightly different. Notice that
smaller deviation means larger privacy budget
and greater risk of privacy disclosure. Thus, we
choose σ = 0.25 for our method as a balance of
privacy protection and effectiveness.
Performance Evaluation

In this subsection, we evaluate the perfor-
mance of PC-TD by perplexity and topic coher-
ence.

t1 t2 t3 all
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Figure 3: Perplexity of different participants

To verify the effectiveness of federated topic
discovery, we compare PC-TD trained by three
participants with those trained by a single partic-
ipant relying on its own data. The experimental
result of perplexity is shown in Figure 3. We ob-
serve that PC-TD achieves the lowest perplexity
by utilizing the documents from all participants.
This observation demonstrates it is meaningful
to alleviate data scarcity with federated topic

discovery and PC-TD is an effective method.
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Figure 4: Average coherence of varying number of topics

As the amount of topics ranges from 10 to
50, the experimental result of topic coherence is
shown in Figure 4. We can observe that the aver-
age topic coherence of all the three topic models
gradually increases. This phenomenon indicates
that a fairly large number of topics will provide
better fit of the data. Among the three compared
methods, PC-TD without perturbation performs
the best. As the amount of topics increases, the
perturbed PC-TD performs gradually better than
LDA. It further illustrates that the PC-TD can
achieve similar or even better performance than
LDA with privacy protection.
Conclusion

In this paper, we propose a federated topic
modeling approach named PC-TD to discover la-
tent topics with semantic consistency and privacy
guarantee. PC-TD utilizes a federated inference
algorithm with differential privacy to ensure the
privacy of sensitive documents for each party.
We implement the global semantic consistency
by the prior knowledge about word relations.
Meanwhile, in light of the existence of semantic
units such as sentences, PC-TD seamlessly inte-
grates such local semantic consistency during its
generation process. Experimental results on real
datasets show that our approach outperforms the
conventional LDA in terms of both privacy and
performance.
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