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Personalized Information Management
for Web Intelligence

Ah-Hwee Tan
Kent Ridge Digital Labs

21 Heng Mui Keng Terrace, Singapore 119613
Email: ahhwee@krdl.org.sg

Abstract— Web intelligence can be defined as the process
of scanning and tracking information on the World Wide
Web so as to gain competitive advantages. This paper
describes a system known as Flexible Organizer for Com-
petitive Intelligence (FOCI) that transforms raw URLs re-
turned by internet search engines into personalized infor-
mation portfolios. FOCI builds information portfolios by
gathering and organizing on-line information according to
a user’s needs and preferences. Through a novel method
called User-Configurable Clustering, a user can personalize
his/her portfolios in terms of the content as well as the in-
formation structure. The personalized portfolios can then
be used to track new information and organize them into ap-
propriate folders accordingly. We show a sample session of
FOCI which illustrates how a user may create and personal-
ize an information portfolio according to his/her preferences
and how the system discovers novel information groupings
while organizing familiar information according to the user-
defined themes.

I. Introduction

Competitive intelligence (CI) refers to the process of
scanning, tracking, and analyzing a company’s external
environment so as to gain competitive advantages. It in-
cludes information of competitors, suppliers, consumers,
and other factors that may help a manager in strategic
decision making. In the knowledge-based era, it is widely
acknowledged that it is increasingly risky to do business
without competitive intelligence. As a result, the software
industry has invested increasing R&D resources to pro-
duce business or competitive intelligence products. Sur-
vey.com has estimated that sales of business intelligence
and competitive intelligence software will reach $148 bil-
lion by 2003.

Web intelligence, in our context, refers to the process of
scanning, tracking, and analyzing competitive information
on the World Wide Web. According to Fuld & Company
[3], an intelligence cycle consists of 1) Planning and Di-
rection, 2) Published Information Collection, 3) Human
Intelligence Collection, 4) Analysis and Production, and
5) Report and Inform. CI professionals have referred to
published information collection as secondary sources and
human intelligence collection as primary sources. We how-
ever believe that the importance of published information
collection increases each day in the digital age as an ex-
plosive amount of new information continues to become
available online. The challenge upon us is how to tap and
organize such a massive amount of diverse information into
actionable knowledge and reports.

Popular internet search engines, such as Yahoo!, Ex-

cite, AltaVista, and Lycos, retrieve documents upon users’
search queries but do not organize the search results. More
sophisticated tools such as Copernics, BullsEye, and North-
ernLight organize search results into automatically gener-
ated folders to facilitate navigation and browsing. How-
ever, as in typical clustering systems [1], [5], [6], users have
very little control on how the information are organized
and the information clusters generated may not match the
users’ requirement. As a consequence, internet search tools
are used mainly for gathering purpose only. Serious users,
such as intelligence scouts, still have to manually com-
pile the materials according to their needs and preferences.
This can be a painstaking process, especially when the in-
formation needs to be updated frequently.

This paper introduces a system called FOCI (for Flexi-
ble Organizer for Competitive Intelligence) to assist knowl-
edge workers to perform competitive intelligence on the
web. FOCI bridges the gap between raw search results and
personalized competitive information portfolios by provid-
ing an integrated platform that supports the key activities
in a competitive intelligence cycle. FOCI constructs in-
formation portfolios by gathering and organizing on-line
information into automatically generated folders. A user,
upon inspecting the information groupings, can then mod-
ify the structure according to his/her requirement and pref-
erences through a suite of cluster manipulation functions.
It is an interactive process of clustering, personalization,
and discovery through which a user turns an automati-
cally generated cluster structure into his/her preferred or-
ganization. In FOCI, personalization is achieved through
a method known as User-Configurable Clustering [9] that
incorporates users’ preferences in an information cluster-
ing system. The personalized portfolios can be constantly
updated by tracking and organizing new information auto-
matically. The portfolios thus function as ”living reports”
that can be published and shared by other users. In all, the
system provides an environment for gathering, organizing,
tracking, and publishing of competitive information on the
web.

The rest of this article is organized as follows. Sec-
tion 2 presents the FOCI architecture and a brief de-
scription of it’s main components. Section 3 presents
User-Configurable Clustering, a key enabling technology of
FOCI. Section 4 illustrates how FOCI can be used in cre-
ating, organizing, and tracking an exemplary information
portfolio. The final section summarizes and concludes.
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Fig. 1. The FOCI system architecture.

II. FOCI System Architecture

Referring to Figure 1, FOCI comprises an information
gathering module for retrieving and integrating online in-
formation from diverse sources, a content management
module for organizing and personalizing portfolios, a con-
tent mining module for analyzing information portfolios, a
content publishing module for sharing of portfolios, and a
user interface module for graphical visualization and user
interaction. We briefly describe the key functions support-
ing a competitive intelligence cycle below.
1. Information gathering: The information gathering
module allows a user to build an information portfolio by
sending search queries to major internet search engines and
searchable news sites; and integrating the search results re-
turned. The user can also insert his/her own links or doc-
uments not found in the search results into the portfolio
directly. An automatic tracking function monitors a se-
lected set of online sources and updates the portfolio with
new content periodically.
2. Content management: The content management
module provides a host of utilities for a user to organize
and manage his/her competitive information in the pre-
ferred manner. Domain-specific template is also provided
for organizing information into predefined section. In the
domain of information technology for example, a recom-
mended template organizes competitive information into
news, market, company, resources, and events. Coupled
with an automatic clustering engine, FOCI allows a set of
personalization functions such as labelling, adding, delet-
ing, grouping, and splitting of clusters. Additional func-
tions include annotation and deletion of documents, clus-
ters, and portfolios.
3. Content mining: The content mining module extracts
key attributes from raw information content and trans-
forms them into intuitive format for information discovery.
Key analysis functions include topic detection/tracking,
trend analysis[4], and link association. Due to the space
constraint, content mining is outside the scope of this pa-
per.
4. Content publishing: The content publishing module
handles the permission control of individual information

Fig. 2. A screen shot of FOCI.

portfolios so that a user can elect to release his/her port-
folios for public access. Various views are also supported
for presenting portfolios in different levels of details.

The FOCI server is running on UNIX SOLARIS work-
stations. A pre-alpha version of the system is available at
http://textmining.krdl.org.sg/FOCI. As the user interface
is based on Servlets and dynamic HTML, the application is
accessible through Internet Explorer (IE) version 5.5 and
above only. Figure 2 provides a screen shot of FOCI in
action.

III. User-Configurable Clustering

A User-Configurable Clustering system (Figure 3) com-
prises an information clustering engine for clustering infor-
mation based on similarities, a user interface module for
displaying information groupings and obtaining user pref-
erences, a personalization module for defining, labelling,
and modifying cluster structure, and a knowledge base for
storing user-defined cluster structure.

The personalization module works in conjunction with
the information clustering engine to incorporate user pref-
erences to modify the automatically generated cluster
structure. By adopting a vector space model, we assume
that each unit of information can be encoded by an in-
formation vector and that a user preference, indicating a
preferred grouping of the information, can be encoded by a
preference vector. Through the user interface module and
the personalization module, a computer user is able to in-
fluence the organization of the information vectors (in the
form of information groupings or clusters) by indicating
his/her own preferences as preference vectors. Specifically,
a user can perform a wide range of cluster personalization
functions, including labelling, adding, deleting, merging,
and splitting of information clusters. The customized clus-
ter structure can be stored in the cluster structure knowl-
edge base and retrieved at a later stage for processing new
information. Based on the personalized cluster structure,
new information can be organized according to the user’s
preferences captured over the previous sessions.
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Fig. 3. A User-Configurable Clustering system.

A. Clustering Engine

The information clustering engine presented in this pa-
per belongs to a class of predictive self-organizing networks
known as Adaptive Resonance Associative Map (ARAM)
[7] that learns information groupings or clusters dynam-
ically on-the-fly to encode pairs of information and pref-
erence vectors. ARAM is a natural extension of a family
of unsupervised learning systems, namely Adaptive Reso-
nance Theory (ART) networks, to incorporate supervisory
preference signals. In addition, compared with traditional
clustering engines, such as k-means and SOM, ARAM has
the advantage of online incremental clustering, a critical
requirement for supporting the interactive personalization
and discovery process.

An ARAM system can be visualized as two overlapping
Adaptive Resonance Theory (ART) [1] modules consisting
of two input fields F a

1 and F b
1 with an F2 category field

(Figure 4). The ART modules used in ARAM can be ART
1 [1], which categorizes binary patterns, or analog ART
modules such as ART 2, ART 2-A, and fuzzy ART [2] which
categorize both binary and analog patterns. Fuzzy ARAM
[7], [8] that is based on fuzzy ART is used in FOCI.

For User-Configurable Clustering, the F a
1 field contains

the activities of the information vectors and the F b
1 field

contains the activities of the preference vectors. Informa-
tion clusters (represented at F2) are created during learn-
ing through the synchronized clustering of the information
and preference vectors. Specifically, each recognition node
or cluster j learns to encode a pair of template information
vector wa

j and template preference vector wb
j .

B. Encoding Information Vectors

We have adopted a bag-of-word approach for represent-
ing text-based documents. To perform real-time content
aggregation and clustering, we estimate the content of the
pages based on the information provided on the search re-
sult pages returned by the search engines (instead of load-
ing the original documents). In addition to the keywords
contained in the titles and descriptions of links, we also
make use of the URL addresses which provide meta infor-
mation of the web pages.

+

-

+

y

xa

+ +

- xb

F2

A B

F
b
1F1

a

aw bw

ba

category field

feature field feature field

ARTa ARTb

Fig. 4. The Adaptive Resonance Associative Map architecture.

For a document d, we derive its information vector

A = (a1, a2, . . . , aM ) (1)

such that
ai = tf(wi) ∗ r(wi)(1− r(wi)) (2)

where M is the total number of keyword features selected
from a document set after filtering stopwords and function
words; the term frequency tf(wi) is the number of times
the keyword wi appears in document d; and the document
ratio r(wi) is computed by

r(wi) =
df(wi)

D
(3)

where the document frequency df(wi) denotes the number
of documents that wi appears in; and D is the number of
the documents in the collection. The above term weight-
ing scheme gives an advantage to keywords appearing in
approximately half of the documents in the collection so as
to encourage a more compact cluster structure.

The information vector is then normalized such that

ai =
ai

am
where am ≥ ai for all i. (4)

For user-defined terms (specified through adding clus-
ters), the feature values are furthered enhanced by

ai =
{

1 if ai > 0
0 otherwise. (5)

C. Encoding Preference Vectors

User preferences, in this context, are in the form of
themes or labels assigned by a user to individual documents
or clusters. All labels specified by the users are stored in
a Label Table. For a label l, we encode a preference vector
B = (b1, b2, . . . , bN ) such that

bi =
{

1 if wi = l
0 otherwise. (6)

where wi is the ith entry and N is the number of labels in
the table. If a user-specified label cannot be found in the
table, the label is added to the table and the dimension of
the preference vectors (N) is updated accordingly.

0-7803-7280-8/02/$10.00 ©2002 IEEE



TABLE I

Algorithm for clustering information using ARAM.

Given a set of information items,
if a predefined cluster structure exists, load ARAM network N ;
else initialize ARAM network N .
Loop

For each information item I,
1. Derive an information vector A based on I.
2. Derive a null preference vector E.
3. Present (A,E) to N for learning.
4. Record index of cluster J encoding I.

until N is stable.

D. Clustering

The algorithm for information clustering using ARAM
is summarized in Table I. If a predefined cluster structure
exists, the system loads the ARAM network before cluster-
ing. Otherwise, a new network is created which contains
zero cluster. During clustering, for each unit of informa-
tion (I), a pair of vectors (A,E) is presented to the ARAM
network, where A is the information vector of I and E is
a null vector such that Ei = 0 for i = 1, . . . , N .

Given an information vector A, the system first searches
for a F2 cluster J encoding a template information vector
wa

J that is closest to the information vector A according
to a choice function. It then checks if the associated F2

template information vector wa
J of the selected category

matches with the information vector according to a match
criterion. If so, the template information vector of the
F2 cluster J is modified to encode the input information.
Otherwise, the cluster is reset and the system repeats to
select another cluster until a match is found or a new cluster
is created.

Clustering is completed when ARAM is stable, in the
sense that for a given set of information vectors, no new
cluster is created and the changes in template vectors are
below a specific threshold. With a predefined cluster struc-
ture, fuzzy ARAM organizes the information according to
the cluster structure. Without predefined network struc-
ture, ARAM reduces to a pure clustering system that self-
organizes the information based on the similarities among
the information vectors only. The coarseness of the in-
formation groupings is controlled by the ARTa vigilance
parameter (ρa).

E. Personalization

ARAM can also operate in an insertion mode whereby a
pair of information and preference vectors can be inserted
directly into an ARAM network. Whereas the learning
mode is used for clustering and obtaining the cluster as-
signments of information vectors, the insertion mode en-
ables a computer user to influence the clusters created by
ARAM through indicating his/her own preferences in the
forms of preference vectors. During insertion, the vigilance
parameters ρa and ρb are each set to 1 to ensure that user
preferences are explicitly encoded in the cluster structure.
Under most cases, ARAM will create a new F2 cluster node

to encode the input information and preference vectors in-
serted. In the event when the input information vector is
identical to the template information vector of an existing
cluster and there is a mismatch between the template pref-
erence vector and the input preference vector, we force the
template preference vector to equal the input preference
vector. This is appropriate for the purpose of personaliza-
tion to favor preferences given directly by the user. We
present the algorithms for performing the various cluster
personalization functions below.

E.1 Labelling Information Clusters

Associating clusters with labels or themes allows a user
to ”mark” specific information groupings that are of in-
terest to the user so that the information can be found
readily in the future. More importantly, new information
can be organized in the future according to such informa-
tion groupings. To associate a cluster J with a label L, we
simply insert (wa

J , B) into ARAM, where B is a preference
vector representing L. Labels reflect the user’s interpreta-
tion of the groupings. They are useful landmarks to the
user in navigating and locating old as well as new informa-
tion.

E.2 Adding Information Clusters

A user can define and insert his/her own clusters into
an ARAM network so that the information can be orga-
nized according to such information groupings. The in-
serted clusters reflect the user’s preferred way of grouping
information and are used as the default slots of organizing
information.

To insert a new cluster, a pair of information and pref-
erence vectors (A,B) are first derived based on the key
attributes of the information to be in the new cluster and
the cluster label. After insertion, ARAM re-generates the
cluster structures by clustering all the information vectors
again. With the addition of user-defined clusters, new clus-
ters may be generated during the re-clustering process.

E.3 Deleting Information Clusters

A user can delete a cluster by associating it with a Trash
label. Information in a deleted cluster can then be handled
separately and hidden from the user. In addition, a Trash
cluster serves as a filter for removing unwanted information
that is similar in content in the future.

To delete a cluster J , a pair of template information
and preference vectors (wa

J ,T) is inserted into the cluster
structure, where wa

J is the template information vector of
the cluster and T is derived based on the Trash label.

E.4 Merging Information Clusters.

Merging of clusters allows a user to combine two or
more information groupings generated by clustering into
a common theme. To merge clusters J1, . . . , Jn, the algo-
rithm first derives a preference vector B encoding the user-
specified label L. The vector pairs (wa

J1
,B), . . . , (wa

Jn
,B)

are then inserted into ARAM one at a time so that the
0-7803-7280-8/02/$10.00 ©2002 IEEE



template preference vectors of the clusters are modified to
encode the common theme.

E.5 Splitting Information Clusters

Splitting of clusters allows a user to reorganize an infor-
mation group, that he/she deems containing diverse con-
tent, into smaller clusters of specific themes. To split a
cluster J , a user needs to select a number of information
items I1, . . . , In from the cluster as the pivots. The al-
gorithm then derives information and preference vector
pairs, namely (A1,B1), . . . , (An,Bn), where A1, . . . ,An

are the information vectors of I1, . . . , In respectively; and
B1, . . . ,Bn are the preference vectors derived from the clus-
ter labels L1, . . . , Ln respectively. After inserting these vec-
tor pairs into the ARAM network, each individual informa-
tion vector, originally in the cluster J , will be re-organized
into one of the smaller clusters depending on its similarities
to A1, . . . ,An.

IV. Experiments

In this section, we illustrate how FOCI can be used to
create, organize, and track specific topics of interests indi-
cated by a user. First, we show how the personalization
functions can be used to create a personalized information
portfolio. We then demonstrate how the personalized port-
folio can serve as a template for tracking and organizing
new information.

A. Clustering

An information portfolio on ”text mining” was created
by integrating search results of four internet search en-
gines. For illustration purpose, we constrained the size
of the portfolio by selecting only top 25 hits from each
search engine. After removing duplicated links, there were
71 hits. Figure 5 depicts the clustering results based on a
combination of URL-based and content-based keyword fea-
tures. There are 17 clusters, each characterized by one to
three keywords (read from its corresponding template in-
formation vector) listed in decreasing order of importance.
Three clusters, namely fortune, data, and information 1

are the most prominent ones with 20, 17, and 7 documents
respectively.

B. Personalization

Based on the raw cluster structure generated, this section
illustrates how a user may use the various cluster manipu-
lation functions, namely labelling, inserting, merging, and
splitting, to personalize his/her portfolios.

Figure 6 shows a partially personalized portfolio. The
fortune cluster containing news articles from the Fortune
news site has been labelled under the theme of Fortune
News. In addition, a number of user-defined cluster have
been created under the theme of Technology. The docu-
ments in these user-defined clusters are mainly from the
original data, information, and knowledge clusters in fig-
ure 5. In addition, a user-defined cluster with a keyword

1For convenience, we refer to a cluster by the first keyword in its
keyword list.

Fig. 5. Clusters created by FOCI based on the 71 documents col-
lected through the four internet search engines.

Fig. 6. A partially personalized portfolio on text mining.

IBM under Company/Product manages to pull out a link
to a IBM Business Intelligence/Text Mining page which
was buried somewhere previously. With these user-defined
clusters, new clusters have emerged. A (previously hidden)
grouping discovered is the websom cluster containing three
links to websom related information.

Figure 7 shows an exemplary fully personalized portfolio.
A number of split and merge clusters operation have been
performed to organize the clusters into five themes. This
portfolio has used a combination of organizing schemes.
While much of the information is grouped according to
their sources and the nature of the content (such as News,
Company/Products, Research, and Events), there is a hor-
izontal grouping on Technology that organizes information
according to the various subfields and related topics in text
mining, such as knowledge management, data mining, and
information retrieval.

C. Tracking

In this section, we show the benefits of tracking and clus-
tering new information using the personalized portfolio. A

0-7803-7280-8/02/$10.00 ©2002 IEEE



Fig. 7. A personalized portfolio on text mining. All information have
been organized into one of the five themes.

Fig. 8. Clusters created by FOCI based on the 42 new documents
without personalization.

new set of 42 documents was collected through three addi-
tional search engines. Without prior structure, the docu-
ments would be organized into the clusters as shown in fig-
ure 8. In contrast, figure 9 shows the clustering result when
the new documents are organized based on the personal-
ized cluster structure. There are 113 documents in the com-
bined portfolio. A significant chunk of the new information,
especially those in the search, software, information, and
knowledge clusters (figure 8), have been organized under
the themes of technology and Company/Product. Some of
the other clusters prevail, highlighting information that do
not fit into the personalized portfolio. The most prominent
group is the businesswire cluster that contains news arti-
cles from the BusinessWire news site. This indicates that
the system discovers novel information groupings while or-
ganizing familiar information into the user’s personalized
structure.

V. Conclusions

This paper has presented a system known as FOCI that
performs competitive intelligence on the Web through per-
sonalized information management and tracking. Personal-
ization in FOCI is achieved via a new information manage-
ment technique called User-Configurable Clustering that

Fig. 9. Organization of the new documents into the personalized
portfolio.

integrates the complementary strengths of clustering and
categorization. As illustrated in our experiments, FOCI
supports an interactive process of automatic clustering,
personalization, tracking, as well as discovery. As a user
indicates his/her existing know-how and interpretation of
the environment in terms of how he/she wants the infor-
mation to be organized, any information that falls outside
of the defined cluster structure is thus new and potentially
interesting to the user. This enables the user to discover
information that is novel with respect to prior experience.
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