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Abstract

Data augmentation has been an indispensable tool to
improve the performance of deep neural networks, how-
ever the augmentation can hardly transfer among differ-
ent tasks and datasets. Consequently, a recent trend is
to adopt AutoML technique to learn proper augmentation
policy without extensive hand-crafted tuning. In this pa-
per, we propose an efficient differentiable search algorithm
called Direct Differentiable Augmentation Search (DDAS).
It exploits meta-learning with one-step gradient update and
continuous relaxation to the expected training loss for ef-
ficient search. Our DDAS can achieve efficient augmen-
tation search without relying on approximations such as
Gumbel-Softmax or second order gradient approximation.
To further reduce the adverse effect of improper augmen-
tations, we organize the search space into a two level hi-
erarchy, in which we first decide whether to apply aug-
mentation, and then determine the specific augmentation
policy. On standard image classification benchmarks, our
DDAS achieves state-of-the-art performance and efficiency
tradeoff while reducing the search cost dramatically, e.g.
0.15 GPU hours for CIFAR-10. In addition, we also use
DDAS to search augmentation for object detection task and
achieve comparable performance with AutoAugment [8],
while being 1000× faster. Code will be released in https:
//github.com/zxcvfd13502/DDAS_code

1. Introduction
Due to the “data hungry” nature of deep neural net-

works (DNN), data augmentation techniques, such as flip-
ping, rotation, cropping, and color jittering, are essential
tools to improve the performance. Data augmentation cre-
ates rich variation of data samples to reduce over-fitting
issues caused by the high complexity of DNN. Although
various hand-crafted data augmentation techniques [11, 19,
36,39,41,45] are proposed recently, it’s non-trivial to com-
bine and adapt them when confronting a new task or dataset.
This procedure usually requires expertise and extensive ex-
periments to determine the optimal configuration. For ex-
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Figure 1. Comparison between DDAS and other state-of-the-art
Automatic Augmentation works, including AA [8], RA [9], PBA
[18], Fast AA [25], Faster AA [14] and DADA [24]. Higher accu-
racy and lower search cost (upper left) are preferred. Our DDAS
is significantly more efficient while achieving even better perfor-
mance.

ample, an improper augmentation may not only be useless,
but also may introduce harmful outliers in training.

AutoAugment (AA) [8] is the pioneering work for auto-
matic augmentation policy search. It utilizes an RL-based
algorithm to search for optimal policy within a search space
of 16 augmentation operations. During search, AA max-
imizes the accuracy on the validation set by optimizing
3 parameters: augmentation operation, its probability and
magnitude, (op, prob, mag). Despite its impressive per-
formance on image classification and detection tasks, the
search cost of AA is still prohibitive for democratizing the
technique, e.g. it requires thousands of GPU hours just for
searching on a small dataset like CIFAR-10. A popular ap-
proach is to make the optimization differentiable, which
makes the gradient estimation more efficient. Following
works, such as [4, 14, 18, 24, 25], manage to decrease the
search cost to 0.1− 0.2 hours, but with visible performance
degradation.

On the other hand, AA only searches for a fixed aug-
mentation policy while several works [17, 34] point out
that dynamic augmentation policy may result in better
performance. Following works such as OHL-Auto-Aug
(OHLAA) [26] or Adverisial Augment (AdvAA) [42] pro-
pose online augmentation search manners that augmenta-
tion search is conducted together with training and differ-
ent augmentation policies will be used for different training
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epochs. These online approaches achieve significant im-
provements over the offline counterpart, however their costs
remain high, and the policies can hardly transfer to different
training tasks.

To achieve faster search with better performance,
we introduce Direct Differentiable Augmentation Search
(DDAS). Inspired by recent work on meta-learning [29,32],
our goal is to find an augmentation policy which maximizes
the network performance after one step gradient update. In-
spired by OHLAA, we organize the augmentation policy
into a two level hierarchy: we firstly determine the proba-
bility of augmenting the data, then we decide the probabil-
ity of each augmentation operation. In this way, the pol-
icy has a chance to discard all augmentations. Then the
differentiable search can be derived without tricks such as
Gumbel-Softmax [20] or second order gradient approxima-
tion [29], as the probabilities naturally become weights of
samples when considering the expectation of loss.

We verify the effectiveness of our DDAS on various
models and datasets, including CIFAR-10/100 [22] and Im-
ageNet [10]. All results show that our DDAS can achieve
competitive or better performance while dramatically re-
ducing the search cost. In Fig.1, we visualize the compari-
son between DDAS and other methods on CIFAR-100 and
ImageNet. We can see that our proposed DDAS is on the
Pareto optimal curve of the search cost v.s. testing accu-
racy. In addition, we also try to search for augmentation
policy for object detection task. As far as we know, this
task is rarely tackled due to its prohibitive cost. Thanks to
our highly efficient search method, we could achieve results
comparable with previous work [46] that adopted AutoAug-
ment for object detection, while costing 1000× less GPU
hours. Our contributions can be summarized as follows:

1. We propose Direct Differentiable Augmentation
Search (DDAS), an efficient differentiable augmenta-
tion policy search algorithm. Through meta-learning
with one-step gradient update, we can achieve efficient
and effective augmentation search.

2. We propose a compact yet flexible search space by ex-
plicitly modeling the probability of adopting augmen-
tation. This design along with the epoch-wise policy
reduces the adverse risk of aggressive augmentation.

3. Besides the thorough evaluation experiments for im-
age classification, we are the first work to demonstrate
efficient augmentation search for object detection (20
GPU hours) is feasible.

2. Related Works
2.1. Data Augmentation

Data Augmentation has been a standard technique for
deep neural network training. Common data augmentations

include rotation, translation, cropping and resizing. In re-
cent years, several novel augmentation operations are de-
signed manually according to domain knowledge or intu-
itions, such as Cutout [11], MixUp [41] and CutMix [39].
In addition to supervised learning, Data Augmentation is
also important for semi-supervised learning [1, 2, 37], self-
supervised learning [6], unsupervised learning [43] and re-
inforcement learning [21]. Although these augmentations
are effective on a specific task, transferring them into other
tasks or datasets still requires extensive workload. Further-
more, improper augmentation may hurt the model perfor-
mance. For example, [8] reports that Cutout significantly
hurts the performance on reduced SVHN. Thus it is valu-
able to automatically search for suitable augmentation poli-
cies for different tasks.

2.2. Automatic Data Augmentation

Inspired by Neural Architecture Search (NAS) [29, 38,
47], recent works attempt to search for data augmentation
policy automatically for different tasks, such as image clas-
sification [8, 15, 18, 25, 30, 33, 34, 35], 2D object detec-
tion [9, 46] and 3D point clouds related tasks [7, 23]. Au-
toAugment (AA) [8], the pioneering work for automatic
augmentation, proposes a novel search space consisting
of 16 augmentation operations and adopts a reinforcement
learning based algorithm for search. AA achieves promis-
ing performance improvement on classification task but the
search cost is prohibitive (5000 GPU hours on CIFAR-
10). Following AA, Population Based Augmentation (PBA)
[18] applies Population Based Training (PBT), an evolution
based hyper-parameter optimization algorithm for augmen-
tation policy search. Fast AutoAugment (Fast AA) [25]
treats augmentation search as a density matching problem
and uses Bayesian Optimization to solve it. Both of these
two methods reduce the search cost from thousands of GPU
hours to several hours, e.g. Fast AA only costs 3.5 GPU
hours on CIFAR-10.

More recently, Faster AutoAugment (Faster AA) [14]
and Differentiable Automatic Data Augmentation (DADA)
[24] propose differentiable relaxations to this challenging
problem. DADA relaxes the original optimization with RE-
LAX gradient estimator. Faster AA attempts to address this
problem from another perspective: it replaced the original
augmentation search task with a distribution matching task
between the augmented data and original data. They both
significantly improve the efficiency (0.1 - 0.2 GPU hour on
CIFAR-10), but suffer from performance degradation com-
pared with AA.

All the above methods need to firstly search for augmen-
tation policy on an offline proxy dataset, and then trans-
fer it to the final training. On the other hand, RandAug-
ment (RA) [9], OHL-Auto-Aug (OHLAA) [26] and Ad-
versarial AutoAugment (AdvAA) [42] propose a different



search paradigm. They argue that the augmentation pol-
icy searched on proxy task is sub-optimal for target task,
and a fixed augmentation policy is suboptimal for differ-
ent training stage. Specifically, RA directly uses naive grid
search to find the best policy, while OHLAA and AdvAA
propose online search manners by jointly optimizing aug-
mentation policies and training the target networks. Re-
cently, MetaAugment [44] further proposes sample-aware
online data augmentation search. Despite their superior re-
sults, their online search costs are quite large and not af-
fordable on large dataset. Our proposed DDAS is an of-
fline method, however with the help of dynamic interpola-
tion method, our method can apply different augmentation
policies during different training stages. As a result, our
method can get the best of two worlds.

2.3. Comparison between DADA and DDAS

As mentioned above, DADA is close to our DDAS. Thus
we highlight some key differences here. Both DADA and
DDAS use meta-learning with one-step gradient update and
differentiable optimization. However, as DADA follows
the parameterization of AA, it has to use Gumbel-Softmax
parameterization and RELAX gradient estimator [13] to
make the optimization differentiable. In addition, second
order gradient approximation [29] is necessary for DADA
to achieve efficient search, which may result in inaccu-
rate gradient approximation according to [3]. In contrast,
our DDAS directly uses the expectation of training loss to
derive the differentiable search formula without Gumbel-
Softmax, gradient estimator and second order gradient ap-
proximation.

A primary advantage of DDAS over DADA is the gener-
alisability to complex tasks such as object detection. When
applying DADA to object detection, the search cannot fi-
nally converge. We attribute this convergence problem to
gradient noise and variance, which may be caused by in-
accurate gradient approximation. In contrast, DDAS can
achieve efficient augmentation search for object detection.

3. Method
3.1. Search Space Reformulation

As aforementioned, one notable difference between our
method and previous works is that we explicitly model the
probability of applying augmentation in our search space.
The search space of previous works indeed contains the
option of no augmentation, however the augmentation is
conducted in a multi-step manner. The probability of sam-
pling each augmentation is independent at each step, conse-
quently it may rarely sample a policy that applying no aug-
mentation at all, and result in ”over-strong” augmentation
that deteriorates accuracy.

Formally, suppose we sample No operations from K

tpp Aug
aD

D

D

No Aug

oN candidate operations are sampled from
op

1o 2o ...
oN

o

op

Figure 2. Augmentation pipeline. First step is to decide whether
to augment by sampling from ptp. Second step is to decide op and
mag by sampling from po. In the second step, we sample No op-
erations fromK candidate operations and apply them sequentially
for the input data.

candidate augmentation operations {o1, ..., oK} sequen-
tially to form an augmentation policy ϕl. Thus the num-
ber of all possible augmentation policies is L = KNo .
Note that we discretize the continuous magnitude of aug-
mentation and consider the same augmentation with dif-
ferent magnitudes as multiple operations. For example,
Rotation 15◦ and Rotation 20◦ are regarded as two dif-
ferent candidate operations in our search space. Specifi-
cally, we model the augmentation policy with two cascaded
probabilities: total probability ptp and operation prob-
ability po = {po1o , po2o , . . . , poKo }. ptp decides whether to
apply augmentation on the original data and then po decides
the probability for a certain augmentation. Fig.2 shows the
chain of constructing an augmentation policy.

3.2. Formulation for Augmentation Search

Augmentation search can be formulated as a bi-level op-
timization problem:

min
p
J (p) = Lval(V,θ

∗
p) (1)

s.t. θ∗p = argmin
θ

Ep [Ltrain(D,θ)] ,

where Ltrain and Lval indicate the total training and vali-
dation loss; θ represents the weights of DNN, and D and
V denote the training samples and validation samples, re-
spectively. Note that we assume that D in training is fur-
ther augmented based on original data D0 and augmenta-
tion probability p = {po, ptp}, while V for validation is
kept as original as common practice.

It’s non-trivial to solve this optimization problem since
the inner optimization needs a full training of a given DNN,
which is very time-consuming. Inspired by DARTS [29],
we adopt the idea of meta-learning to relax Eqn.1 as a dif-
ferentiable optimization problem. The inner optimization
is approximated with one-step gradient update, instead of
training until convergence. Thus we could get the approxi-
mated gradient of validation loss wrt. augmentation param-
eters:

∇pLval(V,θ
∗
p)

≈∇pLval(V,θ − η · ∇θEp [Ltrain(D,θ)]),
(2)

where η is the learning rate.



Given an input mini-batch data Dt
0 at each step t, we

could generate a set of different augmented mini-batches
{Dt

1, ...,D
t
L} by applying the L augmentation policies,

ϕ1, ..., ϕL, to it. We further define an augmentation pol-
icy ϕl = {o1l , . . . , o

No
l } with oil ∈ {o1, . . . , oK} denoting

the augmentation index chosen in the i-th step. Then we
can define the probability to get an augmented mini-batch
Dt

l with augmentation policy ϕl = {o1l , . . . , o
No
l } as

P (Dt
l) = ptp · P (ϕl) = ptp ·

No∏
i=1

p
oil
o , (3)

Obviously, the probability of sampling a mini-batch
without any augmentation can be represented as P (Dt

0) =

1−
∑L

l=1 P (D
t
l) = 1− ptp. Given the probability of each

augmented mini-batch, we can expand the expected training
loss as:

Ep

[
Ltrain(D

t
0,θt)

]
=

L∑
l=1

P (Dt
l)Ltrain(D

t
l ,θ

t) + P (Dt
0)Ltrain(D

t
0,θ

t).

(4)
Then the gradient wrt. θt can be easily derived by

gt =

L∑
l=1

P (Dt
l)
∂Ltrain(D

t
l ,θ

t)

∂θt
+ P (Dt

0)
∂Ltrain(D

t
0,θ

t)

∂θt

=

L∑
l=1

P (Dt
l)g

t
l + (1−

L∑
l=1

P (Dt
l))g

t
0. (5)

3.3. Meta-Learning with One-Step Gradient Up-
date

Following the approximation in Eqn.2, network parame-
ters are updated for one step with learning rate η:

θt+1 = θt − η · gt. (6)

Then assume we sample a validation mini-batch Vt

from validation dataset, the validation loss becomes
Lval(V

t,θt+1), and we can get the gradient of validation
loss wrt. po and ptp as :

∂Lval(V
t,θt+1)

∂p
ok
o

=

L∑
l=1

∂Lval(V
t,θt+1)

∂P (Dt
l)

· ∂P (Dt
l)

∂p
ok
o

. (7)

∂Lval(V
t,θt+1)

∂ptp
=

L∑
l=1

∂Lval(V
t,θt+1)

∂P (Dt
l)

· ∂P (Dt
l)

∂ptp
. (8)

The partial derivative of Lval(V
t,θt+1) wrt. P (Dt

l) can
be further derived by:

∂Lval(V
t,θt+1)

∂P (Dt
l)

=
∂Lval(V

t,θt+1)

∂θt+1

>

· ∂θ
t+1

∂P (Dt
l)

= η · gt
val
> · (gt

0 − gt
l),

(9)

where gt
val = ∂Lval(Vt,θt+1)

∂θt+1 . Then Eqn.7 and Eqn.8 can
be reformulated as:

∂Lval(V
t,θt+1)

∂poko
=

L∑
l=1

η ·gt
val
> · (gt

0−gt
l) ·ptp ·

∂P (ϕl)

∂poko
,

(10)

∂Lval(V
t,θt+1)

∂ptp
=

L∑
l=1

η ·gt
val
> ·(gt

0−gt
l) ·P (ϕl). (11)

We denote ∂Lval(Vt,θt+1)

∂p
ok
o

as gp
ok
o

and ∂Lval(Vt,θt+1)
∂ptp

as
gptp , then poko and ptp can be updated by gradient descent
with gp

ok
o

and gptp , respectively.

3.4. Stochastic Policy Sampling

In practice, it will be intractable if we directly calculate
the gradient of p following Eqn.10 and Eqn.11, as we need
to sample all the L possible augmentation polices where L
can be very large, e.g. L = 4624 for CIFAR experiments.
In order to search efficiently, we only randomly sample L̂
policies {ϕ1, ..., ϕL̂} to calculate the expected training loss
as described in Eqn 4:

Ep

[
Ltrain(D

t
0,θ

t)
]

≈
L̂∑

l=1

P (Dt
l)

Z
Ltrain(D

t
l ,θ

t) + (1−
L̂∑

l=1

P (Dt
l)

Z
)Ltrain(D

t
0,θ

t),

(12)
where Z =

∑L̂
l=1(P (ϕl)) is a normalization factor to make

sure that the probability of no augmentation equals to 1 −
ptp. Based on Eqn.12, we have:

gp
ok
o

=
1

Z
·

L̂∑
l=1

η · ĝt
val

> · (ĝt
0 − ĝt

l) · ptp ·
∂P (ϕl)

∂poko
, (13)

gptp =
1

Z
·

L̂∑
l̂=1̂

η · ĝt
val

> · (ĝt
0 − ĝt

l) · P (ϕl), (14)

where ĝt
val is the validation gradient obtained after using

approximated loss expectation in Eqn.12 to do one-step gra-
dient update, and ĝt

l is the gradient of training loss corre-
sponding to Dt

l .
In the actual search process, we find that there is obvi-

ous scale difference on gradients caused by different data
at each step, as each Dt

0 could contribute differently to the
validation loss. In order to achieve stable search, we nor-
malize the gradients for Dt

0 and {Dt
1 . . .D

t
L̂
} with a scale

factor Zg calculated by different data at each step:

Zg =

L̂∑
l=1

∣∣∣ĝt
val

> · (ĝt
0 − ĝt

l)
∣∣∣ . (15)
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0.

Augmentation parameters, ptp and po, are updated with approximated gradients according to Eqn.16 and Eqn.17.

With this approximation, gp
ok
o

and gptp finally become:

gp
ok
o

=
1

Z · Zg
·

L̂∑
l=1

η · ĝt
val

> · (ĝt
0 − ĝt

l ) · ptp ·
∂P (ϕl)

∂p
ok
o

, (16)

gptp =
1

Z · Zg
·

L̂∑
l̂=1̂

η · ĝt
val

> · (ĝt
0 − ĝt

l ) · P (ϕl). (17)

We find that we can achieve efficient optimization with
the derived gp

ok
o

and gptp , and there is no need to apply sec-
ond order gradient approximation [29] to further improve
the search efficiency.

3.5. Implementation Details and Algorithms

In this section, we will introduce implementation details
of our proposed algorithm.

3.5.1 Search Details

We search for augmentation policies on proxy tasks by split-
ting the original dataset into smaller train and validation
dataset, Strain and Sval. And the proxy search runs for
Tmax epochs, which is smaller than that in common train-
ing. Note that we sample augmentations from a uniform
distribution during search to avoid Matthew Effect: oper-
ations with large probabilities to be continuously selected
and promoted.

3.5.2 Probability Implementation

To make ptp fall within valid range, we implement it us-
ing sigmoid function with its input noted as αtp: ptp =

1
1+e−αtp

. To make elements of po sum to 1, we imple-
ment po using softmax function with its input noted as αo:

poko = eα
k
o∑K

i=1 eα
i
o

, where αk
o is the k-th item of αo.

3.5.3 Augmentation Operations and Magnitudes

Similar as [26], we combine op and mag by discrete sam-
pling of magnitude for each operation. Each operation
requiring magnitude is combined with the selected mag-
nitude values to form independent candidate operations:
oi = (opi, magi). Other operations that do not need mag-
nitude are regarded as single candidate operations oi =
(opi, None). We follow the setting of mag in RandAug-
ment [8], which is elaborated in the appendix detailedly.

3.5.4 Dynamic Offline Policy

There are evidences suggesting that different training stage
may prefer different augmentation policy [17, 34]. Conse-
quently, we design a dynamic offline augmentation policy
which saves the snapshot of augmentation parameters p for
every epoch during search, and then replay them during
final re-training. However, the re-training typically takes
more epochs than search, we further propose to upsample
the policy with nearest neighbor interpolation. When ap-
plied to training stage, we use 1-D mean filter with size Fs

to smooth the ptp as there may be fluctuations of ptp which
will deteriorate training accuracy.

3.5.5 DDAS Overview and Algorithm

We summarize the whole method in Algorithm 1, and a vi-
sual demonstration is shown in Fig. 3.

4. Experiments
We apply our DDAS to search for augmentation for two

tasks: image classification and object detection. First we
perform a sanity check on a toy experiment to show that our
DDAS can learn reasonable augmentation. Then, for image



Table 1. Comparison of search time in GPU hours.

AA RA† PBA Fast AA Faster AA DADA DDAS

GPU P100 2080Ti Titan XP V100 V100 Titan XP 2080Ti

CIFAR-10/100 5000 33 5 3.5 0.2 0.1/0.2 0.15
ImageNet 15000 4750 - 450 2.3 1.3 1.2

† Estimated based on our experiment settings.

Algorithm 1 Search Algorithm of DDAS
1: INPUT: Strain and Sval from original dataset.
2: Initialize po, ptp and network parameter θ.
3: for T = 1, 2, ..., Tmax do
4: for t = 1, 2, ...,max iter do
5: Sample Dt

0 from Strain and compute ĝt
0.

6: Sample Vt from Sval.
7: for l = 1,...,L̂ do
8: Randomly sample ϕl with equal probabilities.
9: Apply ϕl to Dt

0 to generate Dt
l .

10: Compute ĝt
l with the training loss of Dt

l .
11: end for
12: Do one-step gradient update and compute ĝt

val.
13: Update p∗o and p∗tp according to Eqn.16 and Eqn.17.
14: end for
15: po(T )←− p∗o. ptp(T )←− p∗tp.
16: end for
17: Smooth ptp(1), .., ptp(Tmax) with mean filter.
18: return ptp(1), .., ptp(Tmax) and po(1), ...,po(Tmax).

classification, we carry out experiments on three datasets:
CIFAR-10, CIFAR-100 [22] and ImageNet [10]. For object
detection, we evaluate our method on the popular COCO
dataset [28].

We mainly compare our performance and search cost
with offline augmentation search, including AA [8], Fast
AA [25], PBA [18], RA [9], Faster AA [14] and DADA
[24]. Note that AdvAA [42], OHLAA [26] and MetaAug-
ment [44] are not compared here as it is hard to compare
with them in a fair setting. For example, online methods
usually adopt large batch sizes, which has significant im-
pact on the performance.

4.1. Sanity Check

Experiment Setting. To demonstrate the effectiveness and
correctness of our DDAS, we firstly design a toy example
on the CIFAR-10 dataset. In normal training, it’s hard to
verify the correctness of an augmentation policy, as multi-
ple augmentations may work in synergy to improve the per-
formance. Therefore, we design the following sanity check:
in contrast to the normal setting, we rotate the images in
the validation set for 90◦. And we add rotation for 90◦ as
a candidate augmentation, which is noted as Rotate90.
Then obviously, a reasonable policy should assign higher
probability to the Rotate90 operation. For simplicity, we
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Figure 4. po searched in sanity check experiment. Rotate90 is
the dominant operation.

replace the original rotation operation with Rotate90 and
only sample one magnitude for each operation. Other de-
tails are listed in the appendix.
Result. We visualize the po searched in Fig 4. We can see
that the Rotate90 rapidly becomes the dominant opera-
tion, which proves the correctness of our DDAS.

4.2. CIFAR-10 and CIFAR-100

Search Setting. For CIFAR-10 and CIFAR-100, we con-
duct experiments with two different networks. We firstly
search for augmentation policy on a proxy task with a small
network, Wide-ResNet-40-2 [40], on part of the dataset for
20 epochs, with 2000 images for training and 2000 images
for validation. We run the search for 20 epochs on both
CIFAR-10 and CIFAR-100. The training mini-batch size is
32 while the validation mini-batch size is 256. At each step,
we sample L̂ = 3 augmentation policies randomly accord-
ing to a uniform distribution. There are No = 2 operations
in an augmentation policy. The search is carried out on a
RTX 2080Ti. We initialize po equally and ptp as 0.35.
Training Setting. After search, we apply the searched aug-
mentation to two prevalent networks, Wide-ResNet-28-10
[40] and Shake-Shake(26 2x96d) [12]. We train the net-
works on the full training set and report the performance
evaluated on test set. Wide-ResNet-28-10 is trained for
200 epochs and Shake-Shake(26 2x96d) is trained for 1800
epochs. We run every experiment for three times and report
the average test error rate. Other details are in the appendix.
Result. The search costs of DDAS are listed in Table 1.
And the test error rates are shown in Table 2. Results of
other automatic augmentation search works are also listed
for comparison. As shown in Table 1, our DDAS costs only



Table 2. CIFAR-10 and CIFAR-100 test error rates (%). WRN and SS are the shorthand of Wide-ResNet and Shake-Shake respectively.

Baseline Cutout AA PBA Fast AA RA Faster AA DADA DDAS

CIFAR-10
WRN-28-10 3.9 3.1 2.6 2.6 2.7 2.7 2.6 2.7 2.7± 0.1
SS (26 2x96d) 2.9 2.6 2.0 2.0 2.0 2.0 2.0 2.0 2.1± 0.1

CIFAR-100
WRN-28-10 18.8 18.4 17.1 16.7 17.3 16.7 17.3 17.5 16.6± 0.2
SS (26 2x96d) 17.1 16.0 14.3 15.3 14.9 - 15.0 15.3 15.1± 0.2
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(c) ImageNet
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Figure 5. Total Probability ptp learned on different datasets. The
trend of ptp varies among different datasets, which validates the
necessity of learning it automatically.

0.15 GPU hours to search on CIFAR-10 and CIFAR-100,
which is significantly faster than AA, Fast AA and PBA.
Comparing to those efficient search methods, such as Faster
AA and DADA, our DDAS yields better performances as
shown in Table 2. The advantage is even more significant in
complicated datasets such as CIFAR-100. Jointly consider-
ing these two aspects, our method achieves the sweet spot
for accuracy and efficiency tradeoff for automatic augmen-
tation policy search.

Another desired property of our DDAS is that it enables
the transfer of augmentation policy searched with small net-
work to large networks. Our experiments further verify this
claim: The policy obtained using Wide-ResNet-40-2 can
transfer well to Wide-ResNet-28-10 and Shake-Shake(26
2x96d).

We further visualize the ptp of the augmentations ob-
tained on CIFAR-10 and CIFAR-100 in Fig.5 (a) & (b). We
can see that the total probabilities keep decreasing, which
means our DDAS prefers less augmentation as epoch num-
ber increases on CIFAR-10/100.

4.3. ImageNet

Due to the different data distributions, the augmentation
policy obtained on CIFAR may not be useful when applied
to large-scale datasets. For example, Cutout [11] shows less
improvement on ImageNet than that on CIFAR. Thus we
apply our DDAS to directly search on ImageNet.
Search Setting. As for ImageNet, we choose ResNet-18
[16] as our proxy model for search. The proxy dataset set-
ting is the same as that in AA [8]. We randomly sample
120 classes from the 1000 classes of ImageNet. 6000 im-
ages are sampled (50 images for each class) as the training
dataset Strain and 1200 images (20 images for each class)
are sampled as the validation dataset Sval.

We run the search for 40 epochs. The training mini-batch
size is 32 and validation mini-batch size is 64. At every
step, we sample L̂ = 2 augmentation policies according to
a uniform distribution. The operation number in a sampled
augmentation policy is set to No = 2. The search is carried
out on a single RTX 2080Ti GPU. Similar as the CIFAR
experiments, we initialize po equally and ptp with 0.35.
Training Setting. As for training, we train two networks:
ResNet-50 and ResNet-200. Both of these two networks are
trained for 270 epochs. Other training and search details are
listed in the appendix.
Result. The search costs are shown in Table 1 and the test
error rates on ImageNet are reported in Table 3. Our DDAS
is on the Pareto optimal curve of the search cost v.s. test-
ing error. The results show the consistent superiority across
datasets of different scales.

We also visualize the ptp obtained on ImageNet in Fig.5
(c). In contrast to CIFAR-10/100 experiment, we can see
that ptp obtained on ImageNet increases as training epoch
increases. We hypothesize the reason may be the distribu-
tion variation between training and validation set of Ima-
geNet data is larger than that in CIFAR, thus aggressive
augmentations are needed to fill the distribution gap.

4.4. Object Detection on COCO

In addition to image classification, we further evaluate
our DDAS on object detection task. Augmentation search
for object detection is rarely tackled. As far as we know,
only AA and RA are applied on object detection. [46] spe-
cialized AA to object detection by proposing new search



Table 3. ImageNet test error rates (%). Every model is trained for 270 epochs if not noted.

Model Baseline AA Fast AA Faster AA DADA RA† DDAS

ResNet-50 23.7 22.4 22.4 23.5¶ 22.5 22.2 22.3± 0.1
ResNet-200 21.5 20.0 19.4 - - - 19.7

† Reproduced RA with our settings for comparison. ¶ Trained for 200 epochs.

space. RA also tried augmentation search within the same
search space. The central issue of both methods is they
are very time-consuming. AA takes 19200 TPU hours to
search for the augmentation policies. As far as we know,
our DDAS is the first work to achieve efficient augmenta-
tion search for object detection. We implement our search
algorithm based on MMDetection [5].
Search Setting. We use RetinaNet [27] with ResNet-50 as
backbone to search for augmentation policies. We randomly
sample 3000 images as the training dataset Strain and 1500
images as the validation dataset Sval from train split. We
run the search for 30 epochs. Both the training mini-batch
size and validation mini-batch size are 4 images per GPU.
At every step, we will sample L̂ = 3 augmentation policies
according to a uniform distribution. The operation number
No in an sampled augmentation policy is set to 2. As for
the augmentation operations, we follow the setting of [46].
The search is carried out on 4 RTX 2080Ti GPUs.
Training Setting. After obtaining the augmentation poli-
cies, we then train two networks following [46] from
scratch: RetinaNet with ResNet-50 and ResNet-101 as
backbones on the full COCO dataset. The two networks are
trained for 150 epochs. For fair comparison, we reproduce
AA based on our implementation with the searched policy
described in [46]. As for RA [9], we simply copy the re-
sult of ResNet-101 from the paper, which is trained for 300
epochs, since we can not reproduce a decent performance.
Result. The search costs and mean Average Precision
(mAP) on COCO val split are reported in Table 4. Our
DDAS significantly reduces the search cost for object de-
tection task on COCO, which is 1000× faster than AA [46]
while achieving slightly lower results. We also visualize
the ptp searched on COCO in Fig.5 (d), and find that ptp in-
creases as training epoch increases, which is similar as the
search on ImageNet.

5. Ablation

In this section, we further analyze the results and do ab-
lation experiments to show some interesting insights. The
experiments in this section are all conducted with Wide-
ResNet-28-10 on CIFAR-100 and ResNet-50 on ImageNet.
The effectiveness of ptp. A notable difference between
DDAS and previous works is that we model the probabil-
ity of applying augmentation separately. To prove the su-
periority of learning an adaptive ptp, we manipulate ptp to
a fixed value in both search and training to test the results.

Table 4. Mean Average Precision (mAP) and search cost on COCO
dataset for object detection.

Backbone Method mAP Search Time (hours)
Baseline 36.9 0

ResNet-50 AA† 38.4 19800¶

DDAS 38.1± 0.1 20∗

DADA not converge?

Baseline 38.6 0
ResNet-101 AA† 40.0 19800¶

RA [9] 40.1 4600∗

DDAS 39.8 20∗

¶ Evaluated on TPU. * Evaluated on 2080Ti.
† Reproduced with searched policy from [46].
? Confirmed with authors of DADA

The results are reported in Table 5, which show that our
DDAS could automatically learn the best ptp. The results
are slightly better than the best fixed ptp. Moreover, as illus-
trated in Fig.5, different datasets prefer different ptps. Our
method can save the effort of manually tuning ptp.

Table 5. Test error rates (%) v.s. ptp.
ptp 0.2 0.4 0.6 0.8 1.0 p∗tp

CIFAR-100 16.9 17.0 16.6 18.5 24.7 16.6

ImageNet 22.8 22.2 22.7 22.7 23.1 22.3

The effectiveness of dynamic policy. Then we show the
necessity of dynamic policies. We fix ptp and po to their
last searched values, which is similar as AutoAugment. The
results are summarized in Table 6. The results show that the
dynamic policy indeed improves the performance slightly.

Table 6. Test error rates (%) v.s. Dynamic augmentation policy.
Fixed ptp po ptp, po Dynamic

CIFAR-100 16.8 16.7 16.9 16.6

ImageNet 22.4 22.2 22.4 22.3

6. Conclusion
In this paper, we propose Direct Differentiable Augmen-

tation Search (DDAS) for automatic augmentation policy
search. DDAS firstly reorganizes the search space with a
two-level hierarchy, and then make the search differentibale
with one-step gradient update meta-learning and continu-
ous relaxation of the expected training loss. Our DDAS
achieves state-of-the-art accuracy and efficiency tradeoff on
image classification task on various datasets. Moreover, we
are the first work to make efficient search on object detec-
tion while achieving competitive performance. We believe
this concise and effective framework can serve as baseline
for many subsequent explorations.
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A. Addtional Experiments

A.1. Experiment on SVHN

Search Setting. We also search augmentation on SVHN
[31]. Similar as the experiments on CIFAR-10/100, we first
search augmentation on a proxy task with a small network,
Wide-ResNet-40-2 on part of the dataset for 20 epochs. We
split 3000 images for training dataset Strain and 3000 im-
ages for Sval. The training mini-batch size is 32 while the
validation mini-batch size is 256. At each step, we sam-
ple L̂ = 3 augmentation policies randomly according to a
uniform distribution. The number of operation No in an
augmentation policy is 2. The search is carried out on a sin-
gle RTX 2080Ti GPU. As for initialization, we initialize po

equally and ptp as 0.35.

αtp and αo are updated with Adam optimizers. The
learning rate for αo is 0.005, and that for αtp is 0.001.
For the 2 optimizers, we set β1 = 0.5, β2 = 0.999. The
network parameters of Wide-ResNet-40-2 are updated with
SGD optimizer with momentum as 0.9. The learning rate is
0.05, with cosine decay, and the weight decay is 0.0005.

Training Setting. After search, we apply the searched aug-
mentation to Wide-ResNet-28-10. We train the network for
160 epochs on the full training set and report the perfor-
mance evaluated on test set. We set initial learning as 0.005,
batch size as 128, momentum as 0.9, weight decay as 0.001,
and cosine learning rate decay.

Result. The search cost and test error rate are shown in Ta-
ble.7. We run the experiment for three times and report the
average test error rate. Compared with other efficient auto-
matic augmentation methods, our DDAS can also achieve
comparable performance and efficiency.

A.2. The effectiveness of policy number L̂.

Our DDAS achieves efficient search because it can
search for good augmentation policies with limited sam-
pled augmentation policies at each step (L̂ = 2, 3). We
further explore the effectiveness of sampled augmentation
policy number L̂ on the performance of searched policies.
We search for augmentation policies with different L̂ val-
ues and show the results in Table 8. We can see that simply
increasing the sampled augmentation policy number L̂ does
not increase the performance.

B. Implemntation Details

B.1. Image Classsification

Operations. Here we list the augmentation operations used
for image classification.

• Identity • AutoContrast • Equalize
• Rotate • Solarize • Color
• Posterize • Contrast • Brightness
• Sharpness • Shear-x/y • Smooth
• Translate-x/y • Invert • Blur
• FlipLR • FlipUD

Similar as AA [8], the operations are from PIL, a popu-
lar Python image library.1 In addition, we add Cutout to
search space of ImageNet, and use it defaultly with region
size as 16 pixels on CIFAR-10/100 and SVHN.
Magnitude. As for the magnitude, we follow RA [9]
and use the same linear scale for indicating the magnitude
(strength) of each transformation. As mentioned in Method,
we discretely sampled magnitude value, and the selected
magnitude values for CIFAR-10/100, SVHN and ImageNet
are listed in Table 9.

B.2. Object Detection

For object detection, we use the operations in [46]. The
magnitude setting keeps the same as [46]. The selected
magnitude values for COCO is listed in Table 9.

C. Experiments Details
C.1. CIFAR-10/100 & Sanity Check

Search Setting. As for search both αtp and αo are updated
with Adam optimizers. The learning rate for αo is 0.005,
and that for αtp is 0.001. For both of the 2 optimizers, we
set β1 = 0.5, β2 = 0.999. The network parameters of
Wide-ResNet-40-2 are updated with SGD optimizer with
momentum as 0.9. The learning rate is 0.05, with cosine
decay, and the weight decay is 0.0005.

As for Sanity Check, the settings are basically similar as
that of CIFAR-10/100 experiments. The difference is that
we only use No = 1, magnitude as 2 and ptp initialized as
0.75.
Training Setting. Both of the 2 training networks are
trained with SGD optimizer whose momentum is 0.9. The
batch size is 128 and the cosine LR schedule is adopted for
all the models. For Wide-ResNet-28-10, we set initial learn-
ing as 0.1 and weight decay as 0.0005. For Shake-Shake(26
2x96d), we set initial learning as 0.01 and weight decay as
0.001. The pt(1), ..., pt(Tmax) are smoothed with a mean
filter whose size Fs = 2.

C.2. ImageNet

Search Setting. Both αtp and αo are optimized with Adam
optimizer. The learning rate for αo is 0.003, and that for
αtp is 0.002. For the 2 optimizers, we set β1 = 0.5, β2 =
0.999. The network parameters of ResNet-18 are updated
with SGD optimizer. The learning rate is 0.01, with cosine
decay, the momentum is 0.9 and the weight decay is 0.0001.

1https://pillow.readthedocs.io/en/5.1.x/



Table 7. SVHN test error rates (%) and search cost (GPU hour). WRN is shorthand of Wide-ResNet.

Baseline Cutout AA PBA Fast AA RA Faster AA DADA DDAS

Error
WRN-28-10 1.5 1.3 1.1 1.2 1.1 1.0 1.2 1.2 1.2

Cost
WRN-28-10 - - 1000 1 1.5 - 0.06 0.1 0.1

Table 8. Sampled augmentation policy number L̂ ablation.
L̂ 3 7 11

Error 16.6 16.8 17.1

Table 9. Manitudes sampled for different datasets
Dataset mag

CIFAR-10/ CIFAR-100/ SVHN {2, 6, 10, 14}
ImageNet {7, 14}

COCO {4, 6, 8}

Training Setting. As for training, the 2 networks are
trained with SGD optimizer whose momentum is 0.9. We
set initial learning rate as 0.2, batch size as 512, momentum
as 0.9, weight decay as 0.0001 and step learning decay by
0.1 at epoch 90, 180 and 240. For fair comparison we repro-
duce RA on ResNet-50 with our training setting and report
the result. The pts are smoothed with a mean filter whose
size Fs = 6.

C.3. COCO

Search Setting. Both αo and αtp are updated with Adam
optimizers. The learning rate for αo is 0.001, and that for
αtp is 0.001. And we set β1 = 0.5, β2 = 0.999 for the 2
optimizers. The parameters of RetinaNet are updated with
SGD optimizer. The learning rate is 0.04, with step learning
decay at epoch 24 and 28, the momentum is 0.9 and the
weight decay is 0.0001.
Training Setting. Both of the 2 training networks are
trained with SGD optimizer whose momentum is 0.9. We
set the initial learning rate as 0.08, batch size as 64, mo-
mentum as 0.9, weight decay as 0.0001 and step learning
rate decay at epoch 120 and 140.
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