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a b s t r a c t

In addition to text data analysis, image analysis is an area that has increasingly gained importance in
recent years because more and more image data have spread throughout the internet and real life.
As an important segment of image analysis techniques, image restoration has been attracting a lot of
researchers’ attention. As one of AI methodologies, Self-organizing Maps (SOMs) have been applied to
a great number of useful applications. However, it has rarely been applied to the domain of image
restoration. In this paper, we propose a novel image restoration method by leveraging the capability
of SOMs, and we name it ‘‘boundary precedence image inpainting method based on SOMs’’. In the
proposed method, SOMs are used to separate a damaged image into different layers according to the
pixel information of the image. Each pixel in the damaged area is considered to be a center of a
square area, which is called a waiting-for-inpainting patch. The waiting-for-inpainting patch filling
order is calculated by the boundary precedence method in which the information of the separated
image layers obtained by SOMs is analyzed and used to calculate the filling order. According to the
proposed method, the waiting-for-inpainting patches on the boundaries of the damaged region are
restored first and the filling order of this proposed method depends on the precedence values of each
waiting-for-inpainting patch. Case studies demonstrate the effectiveness of this proposed method. Both
textural and structural information can be nicely repaired by the proposed method.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

The internet is abound with social media that offer useful
data and enable people to share information as well [1]. Such
web data or information includes numeric data as well as non-
numeric data. Non-numeric data take on different forms, such
as texts (e.g. internet forums, weblogs, social and micro blogs,
wikis, etc.), images (e.g. scanned documents, graphs, charts, pho-
tographs, pictures, icons, etc.), videos (moving images), etc. Being
able to make sense of non-numeric data, such as text data, is
important. Patterns may be hidden within text data such as
comments, feedback and critiques, but they do provide useful
information. Opinion and sentiment patterns discovered on the
internet through text data analysis can be used to characterize
an individual’s attitude towards issues in their domain of social
involvement. In addition to text data analysis, image analysis is
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an area that has been experiencing a gain in importance due to
the significant increase in the use of images and videos over the
internet. On top of that, vision is the most advanced human sense
among the five senses (i.e., vision, hearing, smell, taste, and touch
senses) [2], and the corresponding image analysis and processing
technologies, such as image classification, image enhancement,
image segmentation, and image reconstruction have been gaining
much research attention in the aerospace, medical, energy and
almost all other domains. It has successfully led to the devel-
opment and progress of corresponding fields relevant to image
processing [3–6]. Therefore, it is not surprising that images (static
or dynamic) play an important role and have become a popular
form of data over the internet and real life.

However, from the perspective of both sender and receiver,
as an important information carrier for the expression of idea, a
critical question is whether the received image data is consistent
with the source image. In other words, missing parts of the
image information caused by some interference events may lead
to difficulty in accurately understanding the sender’s idea [7–9].
For example, as one of the most valuable cultural expressions of
mankind, mural paintings play an important role for the under-
standing of ancient societies and civilizations. However, due to

https://doi.org/10.1016/j.knosys.2020.106722
0950-7051/© 2020 Elsevier B.V. All rights reserved.
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the location, environment of the murals and human factor, mu-
ral paintings have suffered delamination, efflorescence, cupping,
flaking, scratching, falling off, and other damages. It is difficult for
modern humans to obtain the whole mural painting information
and appreciate its great historical and artistic value [10]. In ad-
dition, photographs are the connection to the past and serve as
a reminder of significant moments and possess great sentimental
values. Even though time has gone by, one can still evoke memo-
ries of the past by viewing them. Therefore, missing or damaged
image information reconstruction remains an important task. It is
of great significance if a method of restoring the integrity of the
image can be found [11].

The aim of this paper is to address the problem of image
information loss by leveraging self-organizing maps. The main
contributions of this paper are threefold as follow:

(I) Main algorithm: We propose a novel image restoration
method by leveraging a kind of neural network — Self-organizing
Maps (SOMs) to solve the problem of inpainting the missing
small-scale information in images.

(II) Restoration model: In the restoration process, the proposed
method fully considers the information type included in the dam-
aged image, and applies SOMs to separate a damaged image into
multiple different layers according to the pixel information of the
image and obtain the best restore order precedence values of the
pixels in the damaged area. Then the information of the damaged
area will be restored by the patch-based method according to the
precedence values, which decides the filling order.

(III) Filling order and search space: The waiting-for-inpainting
patch filling order is dependent on precedence values which are
computed by the proposed boundary precedence method. In the
filling process, the repairability of the damaged patch and the
structural information of image are fully considered. As for the
search space, multiple separated layers of the damaged image
obtained by SOMs reduce the number of search pixels in each
layer.

The rest of this paper is organized as follows. Section 2 dis-
cusses the research that has been done in this area. Section 3
presents the proposed image inpainting method by describing
its layout, principle, procedure, formulation and potentials for
addressing image inpainting problems. Section 4 presents the
results of the novel proposed method compared with other meth-
ods. Finally, Section 5 concludes the paper and suggests further
works.

2. Previous works

As an important segment of image analysis techniques, image
inpainting or restoration has been attracting more and more
researchers’ attention since it was introduced by Bertal-mio et al.
[12]. Image inpainting is the process of restoring missing or
damaged areas in an image [13–16]. Image restoration has been
widely practiced since the Renaissance and this includes every-
thing from mere touching up of the images involved to reconsti-
tuting entire section of missing or damaged portions of the image.
There are generally three categories of methods – Diffusion-
based techniques, sparse-based techniques and exemplar-based
techniques [17].

Diffusion-based techniques involve propagating linear struc-
tures via diffusion based on partial differential equations and
variational methods [18]. For instance, a digital image inpaint-
ing scheme was firstly proposed by Bertalmio et al. and it is
based on higher order Partial Differential Equations (PDE) [12].
PDE scheme diffuses the information of the regions around the
damaged regions by leveraging the advantage of thermo dif-
fusion equation. Amrani et al. proposed an inpainting method
based on partial differential equations to compress hyperspectral

images. They inpaint separately the known data in the spatial
and spectral dimensions [19]. Another common diffusion-based
approach is the Total Variation (TV) approach. The main idea of
the TV method is to imitate the process of human inpainting. It
is based on the geometric image model and works remarkably
well for inpainting small scale damages [20]. In general, this type
of diffusion-based algorithm is suitable for small scale damaged
areas without complex texture. However, when inpainting large
scale damaged areas, they may tend to produce blurring artifacts.

Exemplar-based methods were proposed for inpainting larger
scale damages. Such methods include an essential process that
replicates both structure and texture for texture synthesis [21–
23]. The texture to be synthesized is learned from similar regions
in a texture sample or from the known part of the image [17].
Criminsi et al. made use of the exemplar-based approach to
remove large objects from images [21]. They also introduced an
exemplar-based inpainting method in which the patches con-
taining the strongest iso-phote is selected to patch first [21].
Ghorai et al. improved Criminisi’s exemplar-based inpainting al-
gorithm and made use of probabilistic latent semantic analysis
(pLSA) method. They leveraged the context and the histogram
similarity measure between the candidate patches and target
patches [24]. Liu et al. proposed an exemplar-based model which
relies on the global minimization of energy function using the
graph cuts algorithm that enforces both structure and texture
consistency [25]. Wang et al. combined Criminisi’s exemplar-
based algorithm together with fast Fourier transform to obtain
better and faster matching recovery results [26]. Overall, this kind
of exemplar-based algorithm is good at texture and large missing
areas. However, the structural discontinuities of the inpainted
image may appear when the visual consistency is not considered.

Sparse-based inpainting techniques make use of signal sparse
representation to address the inpainting problem [27]. Dong et al.
and Jin et al. proposed different methods making use of sparse
representations over redundant dictionary and sparse coefficients
to address the problem of image inpainting [28,29]. Zhang et al.
choose groups which are composed of nonlocal patches with
similar structures instead of patches as the basic units of sparse
representation in the process of image inpainting [30]. How-
ever, sparse representation image inpainting methods may fail to
restore the structure when filling large missing regions.

In the meantime, as a technique of imitating human brain
thinking processes, neural networks, have received a lot of at-
tention from researchers in various domains such as medicine,
biology, economics, engineering science and other fields [31–33].
In the image processing domain, image inpainting methods based
on deep learning perform effectively in many situations [34].
However, this type of inpainting algorithm needs lots of images
and much training time, which is not suitable for situations in
which there is a lack of a large number of training samples.
The Self-organizing Maps is a kind of neural networks which is
different from other artificial neural networks in the sense that
they can automatically recognize patterns by using unsupervised
learning.

SOMs have been applied to almost all kinds of scenes in the
image processing domain. In the last decade, SOMs have been
applied to image compression, image segmentation, feature ab-
straction and classification of image, and the effectiveness has
been demonstrated [35–37]. However, there is a limited number
of publications on the application of SOMs to image inpainting.
Wang et al. first proposed the idea that employed SOMs to the
image inpainting process and obtained good results [38]. They
leveraged SOMs to separate the damaged image into several
layers, and the damaged pixels which were located at different
layers were restored respectively by using an ‘onion-peel’ filling
order. The restored layers were united together to give the fi-
nal inpainted results [38]. Favorskaya et al. handled the image

2



H. Pen, Q. Wang and Z. Wang Knowledge-Based Systems 216 (2021) 106722

Fig. 1. Layout of the proposed image inpainting method (A) Separate the input damaged image into multiple layers, (B) Calculate the PV of all damaged pixels in
each layer, (C) Inpaint the textural and structural information of the damaged area into the corresponding output repaired image.

inpainting problem differently by using four different types of
agent: ‘‘Agent-operator, Interface Agent, Learning Agent and In-
painitng Agent’’ and leveraged SOMs for each type of homogenous
textures for an image [39].

Whatever kind of inpainting technique the researchers used,
in order to realize the connectivity principle of human visual
perception [40], filling order is very important [21,40,41]. The de-
fault favorite filling order is ‘onion-peel’, but it has been pointed
out that the ‘onion-peel’ method has shortcomings and tends to
produce unexpected artifacts [41]. The best-first filling strategy
that depend entirely on the precedence values was found to be
better than the ‘onion-peel’ filling method [21].

3. The proposed inpainting strategy

This paper proposes a boundary precedence image inpainting
method based on SOMs. In this section, the layout of the proposed
method is given first. Then we describe the three core parts
of our algorithm one after another, including layer separation;
the precedence value (PV) calculation; and image textural and
structural information restoration.

3.1. Layout of the proposed method

The layout of the proposed method is illustrated in Fig. 1. First,
the process begins with an input damaged image which lacks
scratch information. Next, the damaged image is separated into
several layers by the SOMs in the Layer separation Block. Then,
using the information of the separated layers, the precedence
values (PV) of the patches are calculated in the Calculate the
PV Block. Afterwards, as shown by the red circle marks, the
patches are inpainted individually according to their PVs. The
‘waiting-for-inpainting’ patches and the layers are updated after
all damaged patches are filled. Finally, when all the damaged
pixels have been filled, the repaired image is obtained.

3.2. Layer separation

Traditional clustering analysis has been used to identify inher-
ent structures and classify useful information from large amount
of data. However, the users of this technique often have in-
sufficient understanding of the nature of the data and hence

Fig. 2. Architecture of the SOMs.

have difficulties setting the optimal parameters for the clustering
method [42]. To overcome the above drawback of the traditional
method, this paper proposes image color clustering by using
SOMs. Taking advantage of SOMs’ powerful ability for clustering,
an image can be separated into several layers [38]. The pixels with
similar colors in an image will be clustered into the same group,
which represents one of the layers of the image.

Choosing RGB space as the image’s color space, each pixel’s
color can be represented by a three dimensional vector. These
vectors are also the inputs of the SOMs. The objective of applying
SOMs in the proposed method is to divide these vectors into
different groups.

The topological structure of the SOMs which hasm×n neurons
as shown in Fig. 2 is employed to separate an image into m × n
different layers [38]. Each neuron has 3 inputs, since each pixel
is represented by the three color component intensities (Red,
Green and Blue). All the useful pixels can be separated into m ×

n different groups/layers by SOMs. Takinganimageasanexample,
when the parameters m and n are both set as constant 2, the
simulation results of the layer separation by SOMs is shown in
Fig. 3.

The original image shown in Fig. 3(a) is separated into 4
layers by SOMs as shown in Figs. 3(b)–3(e). The final united
result obtained by using the four layers is shown in Fig. 3(f). The
separating results is similar to [38]. However, different from [38],
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Fig. 3. An example of layer separation by SOMs (a) an example image, which
is separated into 4 layers by SOMs, (b) Layer 1 of the example image, (c) Layer
2 of the example image, (d) Layer 3 of the example image, (e) Layer 4 of the
example image, (f) the united image of the four layers..

Fig. 4. An example of the process of boundary precedence (a) an example image,
in which the target region is marked by the symbol D, (b) Layer 1 of the example
image, in which the pixels that do not belong to this layer are marked as black,
(c) Layer 2 of the example image, (d) the result of restoring the patch p∧ by
using patch q∧ .

the principle of the layer-separating inpainting in this paper is
to realize the process of boundary precedence, which will be
discussed in Section 3.3.

3.3. Calculating the precedence value (PV) using layer information

As mentioned above, the effect of the image inpainting de-
pends on the filling order. Inpainting process of boundary prece-
dence is determined by using a Boundary Precedence Computing
Algorithm (BPCA) which is proposed in this paper. Before de-
scribing the mathematical equation of the BPCA, we explain the
principle of this algorithm by using a simple two-colored image,
which has been separated into two layers as shown in Fig. 4.

Fig. 4(a) shows an example image in which the source region is
marked by the symbol S which includes two parts: S1 and S2. The
target region is marked by the symbol D, which is the pure white

cp that is the center of patch p∧. The example image is separated
into 2 layers. Layer 1 of the example image is shown in Fig. 4(b).
p(1)∧ is the first layer of the patch p∧ and the source region only
refers to the red region marked by the symbol S1 because the
primary pixels in blue do not belong to this layer. Therefore, the
region in blue in the original image S2 has its place taken over
by the black region marked by the symbol A2 in this layer. Layer
2 of the example image is shown in Fig. 4(c). p(2)∧ is the second
layer of the patch p∧. Similarly, for this layer, the primary pixels
in red, S1, do not belong to this layer, therefore the region in red
in the original image is replaced by the black region marked by A1
in this layer. The layer information of S1, A1, S2 and A2 are used
to calculate the patch priorities to realize the proper filling order
of the proposed method. The precedence value P(p) of patch p∧

is defined and calculated by the following equation which is the
mathematical equation of the proposed BPCA:

P(p) = max{(nS1(p) · [nA1(p) + σ ]),
(nS2(p) · [nA2(p) + σ ])}

(1)

where, nS1(p) and nS2(p) are the numbers of the source pixels
within the patch p∧ in Layer 1 and Layer 2, respectively. nA1(p)
and nA2(p) are the numbers of the source pixels which do not
belong to Layer 1 and Layer 2, respectively. There is a delicate
balance between nSi(p)(i = 1, 2) and nAi(p)(i = 1, 2), and the
balance can be adjusted by setting the parameter, σ .

Fig. 4 is a simple illustration that an image is separated into
N=2 layers. Generally, a damaged image can be separated into
m × n = N(N > 2) layers by SOMs. The following mathematical
expression can be deduced by using Eq. (1):

P(p) =
N

max
i=1

{nSi(p) · [nAi(p) + σ ]} (2)

where, nSi(p) is the number of the source pixels within the patch
p∧ in the ith layer. nAi(p) is the number of the source pixels which
do not belong to the ith layer. The parameter, σ is used to adjust
the balance between nSi(p) and nAi(p). It reflects the proportion of
boundary and structural information to the precedence value of
the ‘waiting-for-inpainting’ patch. In this paper, taking the order
of magnitude of nSi(p) and nAi(p) simultaneously, the default
value of σ is set as a constant σ = 0.1.

When the patch p∧ has the highest precedence value, the best-
matching patch q∧ in the source region is found and is copied into
the position occupied by p∧, thus achieving partial filling of target
region D. As shown in Fig. 4(d), both texture and structure have
been propagated inside the target region D.

The priority of a patch is based on the number of the source
pixels within the patch p∧. Eqs. (1) and (2) show that those
patches which are located on the damaged boundary and near
to the original undamaged part (i.e. source pixels) have higher
precedence values. When all of the boundaries have been re-
stored, the interior part of the target region is then restored step
by step.

The BPCA as described in mathematical equation (2) pro-
vides the algorithm to realize the proposed inpainting process of
boundary precedence.

3.4. Propagating textural and structural information and updating

When the patch p∧ with the highest precedence value is
obtained, it will be filled with the data extracted from the source
region just as shown in Fig. 4(d). Similar to [21], when the
patch p∧ which has the highest precedence value is obtained, the
proposed method will search in the source region to find the most
similar patch to the patch p∧ by using the following equation:

q∧
= min

q∈D
{d(p∧, q)} (3)

4
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Fig. 5. Case 1: a synthetic image. (a) The damaged image, (b) Inpainting result of TV method, (c) Inpainting result of previous SOMs based method, (d) Inpainting
result of exemplar-based method, (e) Inpainting result of novel proposed method.

where, d(a, b) represents the distance between two generic
patches a and b. It is obtained as the sum of squared differences
between the two patches. The value of each pixel to be replaced,
{p′

| p′
∈ p∧

⋂
D}, is copied from its corresponding position

inside q∧.
This method fulfills the propagation of the textural as well

as the structural information from the source region S to the
target region D as shown in Fig. 4(d). After the patches p∧ have
been replaced by new pixel values, the priorities of the unfilled
pixels are updated, and then the new p∧ with the highest PV is
calculated according to Eq. (2), and repaired according to Eq. (3).
When all the damaged pixels have been filled, the inpainted
image is obtained.

4. Results and discussion

In this section, the proposed method is used to inpaint dif-
ferent images which include purely synthetic images as well as
full-color photographs. The latter ones are complex in texture
and structure. An RGB image can be regarded as a collection of
3-dimension arrays. The value of each pixel according to RGB
color component, Red, Green, and Blue are [x1, x2, x3], xi∈[0, 255],
which represents the brightness of the pixel. Correspondingly,
a gray image can be regarded as a 2-dimensional array. In all
the images, the small size damaged region in the image is the
given target region. The default size of the patch p∧, which is
shown in Fig. 4 as the green grid, is set at 3 × 3 pixels and the
parameters of the topological structure of the designed SOMs are
set as N = m × n = 2 for this case. The TV method is often
selected as a basic reference for inpainting small scale damages
and scratches. We compared our proposed method with the TV
method, previous SOMs based method, as well as exemplar-based
inpainting method. In all the figures of the different cases studied
below, (a) is the damaged picture, (b) is the image resulting from
using the TV method in [20], (c) is the image resulting from
using the previous SOMs based method in [38], (d) is the image
resulting from using the exemplar-based method in [24], and
(e) is the image resulting from using the method proposed in this
paper. It can be seen that (e) is always the best result.

We carried out further experiments by using other parameters
of the topological structure of SOMs. The images are separated
into fewer than or slightly more than 4 layers, such as N = 1×3 =

3, N = 1× 5 = 5, N = 2× 3 = 6, N = 2× 4 = 8, N = 3× 3 = 9,
N = 3 × 4 = 12, and N = 4 × 4 = 16. The experiments
demonstrate that separating an image into 3–6 layers is enough
to inpaint the damaged image perfectly by using the proposed
method.

4.1. Subjective visual evaluation

Fig. 5 shows the results of employing the proposed image
inpainting method on a purely synthetic image (Case 1). Fig. 5(a)
is a 311 × 300 pixel synthesized image, which is damaged by
drawing a randomly jagged bold line. As shown in Figs. 5(b), (c)

and (d), we can still see the traces (highlighted in red ellipses)
of the damaged parts after being repaired by the other methods,
while the image repaired by our proposed method looks the same
as the original one with no traces of the damage parts as shown
in Fig. 5(e). Both textures and structures have been automatically
propagated into the target region perfectly.

The results on two grayscale images are shown in Fig. 6 (Case
2) and Fig. 7 (Case 3). The image used in Fig. 6 is a 256 × 256
pixel grayscale photograph, while the one in Fig. 7 has dimensions
512 × 512. Similar to Case 1, the traces (highlighted in red
ellipses) of damaged parts can still be seen in the repaired image
that was repaired by the other methods, while no traces of the
damaged parts that can be seen in the image repaired by our
proposed method.

Two full-color photographs which are prominent in texture
and structure were tested on as well, as the fourth and fifth cases,
and the results are shown in Figs. 8 (Case 4) and 9 (Case 5). For
Case 4, the traces of the damaged regions can still be seen easily
as shown in Figs. 8(b), (c) and (d) (highlighted in red ellipses),
while the human eye cannot discern any trace of the damaged
parts in the images repaired by our proposed method, as shown
in Fig. 8(e). Similar to the above Case 1 to Case 4, in Case 5,
it is obvious that there are unrepaired regions (marked by red
ellipses) in Figs. 9(b), (c) and (d) which are image repaired by the
other methods, while the image repaired by the proposed method
looks perfectly repaired as shown in Fig. 9(e).

In all of the cases, it can be observed that certain damaged
regions of the image, especially the structural information, could
not be restored by TV. The results in all of the cases demonstrate
the ability of our proposed method to inpaint both texture and
structure better than the TV method and the other methods
proposed in [20,24,38].

4.2. Quantitative evaluation

In order to further demonstrate the effectiveness of the pro-
posed method, we compare the similarity between the original
images and the images repaired by the proposed method and
other methods. As one of the most widely applied methods to
compute image similarity, the histogram distance metrics pro-
posed by Bhattacharyya are selected as the similarity evaluation
method in this paper [43,44]. The similarity, S (H1, H2), between
the two images is obtained as follows.

S(H1,H2) =

√1 −

N∑
i=1

√
H1(i) · H2(i)√∑

i H1(i) ·
∑

i H2(i)
(4)

where, H1 and H2 are the histogram data of two images. In
this paper, they are the original image and inpainted image,
respectively.

Because the function of image inpainting is to repair the
damaged parts, comparing the repaired damaged regions with the
original ones will reflect the performance of the image inpainting
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Fig. 6. Case 2: a grayscale photograph. (a) The damaged image, (b) Inpainting result of TV method, (c) Inpainting result of previous SOMs based method, (d) Inpainting
result of exemplar-based method, (e) Inpainting result of novel proposed method.

Fig. 7. Case 3: a grayscale photograph of a boat. (a) The damaged image, (b) Inpainting result of TV method, (c) Inpainting result of previous SOMs based method,
(d) Inpainting result of exemplar-based method, (e) Inpainting result of novel proposed method.

Fig. 8. Case 4: An image of the Lichtenstein Castle in color. (a) The damaged image, (b) Inpainting result by TV method, (c) Inpainting result of previous SOMs based
method, (d) Inpainting result of exemplar-based method, (e) Inpainting result of novel proposed method.

Fig. 9. Case 5: a colorful photograph. (a) The damaged image, (b) Inpainting result by TV method, (c) Inpainting result of previous SOMs based method, (d) Inpainting
result of exemplar-based method, (e) Inpainting result of novel proposed method.

methods. So we focus on calculating the similarity function be-
tween the images in the damaged regions and the original ones
to evaluate the performance of the proposed method.

There are different formats of images, such as grayscale and
full-color formats. In order to prove the robustness of the pro-
posed method, different images in different formats had been
leveraged as case studies to test the proposed method. In this
paper, the restoration performance of the proposed method is
tested by comparing the similarity between the initial images and
repaired images by using the different images in different formats
— the grayscale, RGB and HSV formats.

4.2.1. In grayscale space
When the similarity evaluation is performed in grayscale

space, the histograms of the images are quantized into 256 bins
in order to represent the color content of the image. According
to Eq. (4), the similarity results are obtained as shown in Table 1.

Table 1 shows the similarity between the original image and
repaired image obtained based on the grayscale space histogram.
For Case 1, a synthetic image — Grid, it is obvious that the
proposed method provides a better performance than the TV
method, the previous SOMs based method and the exemplar-
based method. For example, the similarity is only 0.352 for the
repair obtained by the TV method [20], 0.738 by the previ-
ous SOMs based method [38] and 0.845 by the exemplar-based
method [24], while the similarity is 0.921 for the repair obtained
by the proposed method which is higher than that obtained by
the other three methods. The average performance for handling
different images is far higher (0.862) than in the other three
methods (0.657, 0.756 and 0.818). The objective similarity evalu-
ation results are consistent with the subjective visual evaluation
in the previous section.
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Fig. 10. Similarities for the RGB color space using histogram distance: (a) Case 1: red line with ∗’s, green line with □’s, magenta line with ◦’s, blue line with ⋄’s
represent inpainting image in Fig. 5 using TV, previous SOMs based, Exemplar-based and Novel proposed methods respectively; (b) Case 4: red line with ∗’s, green
line with □’s, magenta line with ◦’s, blue line with ⋄’s represent inpainting image in Fig. 8 using TV, previous SOMs based, Exemplar-based and Novel proposed
methods respectively; (c) Case 5: red line with ∗’s, green line with □’s, magenta line with ◦’s, blue line with ⋄’s represent inpainting image in Fig. 9 using TV,
previous SOMs based, Exemplar-based and Novel proposed methods respectively; (d) Average performance: red line with ∗’s, green line with □’s, magenta line
with ◦’s, blue line with ⋄’s represent average value of three color inpainting image using TV, previous SOMs based, Exemplar-based and Novel proposed methods
respectively.

Table 1
Image similarities in the grayscale space for different methods.
Case example
with image
format and
image names

Methods

TV
method

Previous
SOMs based
method

Exemplar
-based
method

Novel
proposed
method

Case 1: a synthetic
image-Grid

0.352 0.738 0.845 0.921

Case 2: a grayscale
image-Camera

0.677 0.689 0.719 0.800

Case 3: a grayscale
image-Boat

0.743 0.709 0.854 0.864

Case 4: a color
photograph-Castle

0.774 0.834 0.855 0.900

Case 5: a color
photograph-Beach

0.740 0.810 0.817 0.824

Average
performance

0.657 0.756 0.818 0.862

Table 2
Image similarities in the RGB color space for different methods.
Case example
with image
format and
image names

Methods

Each
layer
bins

TV
method

Previous
SOMs based
method

Exemplar
-based
method

Novel
proposed
method

Case 1:
a synthetic
image-
Grid

4 0.667 0.863 0.997 1.000
8 0.622 0.838 0.964 1.000
16 0.537 0.832 0.952 0.983
32 0.492 0.838 0.903 0.967

Case 4:
a color
photograph
-Castle

4 0.873 0.874 0.902 0.915
8 0.811 0.814 0.816 0.892
16 0.700 0.743 0.720 0.831
32 0.559 0.645 0.623 0.719

Case 5:
a color
photograph
-Beach

4 0.868 0.849 0.920 0.946
8 0.759 0.771 0.824 0.850
16 0.657 0.689 0.737 0.745
32 0.517 0.587 0.570 0.590

Average
performance

4 0.803 0.862 0.940 0.954
8 0.731 0.808 0.868 0.914
16 0.631 0.755 0.803 0.853
32 0.523 0.690 0.699 0.759

4.2.2. In RGB color space
When the similarity evaluation is performed in RGB color

space, R, G and B have the same range of values. Hence, for
the three full-color images in the previous experiment, they are
quantized into the same levels. The objective similarity evaluation
results of different images are shown in Fig. 10 and Table 2.

Fig. 10 compares the performance of the proposed method by
selecting different parameter bins. The x-axis of Fig. 10 denotes

Table 3
Image similarities for the HSV color space with different methods.
Case example
with image
format and
image names

Methods

TV
method

Previous
SOMs based
method

Exemplar
-based
method

Novel
proposed
method

Case 1: a synthetic
image-Grid

0.677 0.863 0.997 1.000

Case 4: a color
photograph-Castle

0.787 0.830 0.809 0.910

Case 5: a color
photograph-Beach

0.792 0.820 0.807 0.850

Average
performance

0.752 0.838 0.871 0.920

the x3 color histogram bins and the y-axis denotes the similarities.
As shown in Fig. 10, the performance of our current proposed
method is vastly better than the other methods compared in
this paper. Especially when selecting a large number of color
histogram bins, as shown in Fig. 10, it is much more obvious that
the performance of our current proposed method is better than
that of the other methods. The detailed results are also shown in
Table 2. The RGB color space results are also consistent with the
subjective visual evaluation of Section 4.1.

4.2.3. In HSV color space
When the similarity evaluation is performed in HSV color

space, hue (H) component is more important than the saturation
(S) and the value (V) components [45]. Hence, assigning more
weights to hue (H) than to the other components is reason-
able [46]. Therefore, according to [46], this research selects the
number of bin levels to be in the ratio of 4:2:2 for the three com-
ponents, respectively. The similarity results obtained are shown
in Table 3.

From Table 3, it can be seen that the performance of this newly
proposed method is better than the TV method, the previous
SOMs based method and the exemplar-based method. The HSV
color space based evaluation is consistent with the other space
evaluations. This result also demonstrates the effectiveness and
robustness of the proposed method and it can apply to any format
of images.

4.2.4. Other quantitative evaluation indices
In order to further demonstrate the image inpainting perfor-

mance of the proposed method, we further compare our proposed
method with the other existing image inpainting methods using
quantitative evaluation indices. The four most widely applied
evaluation indices are used to compute image similarity, which
including Peak Signal to Noise Ratio (PSNR)(dB) [47], FSIM [48],
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Table 4
Different quantitative indices of image similarities with different methods.
Evaluation
index

Methods

TV
method

Previous
SOMs
based
method

Exemplar
-based
method

Novel
proposed
method

PSNR (dB) 32.7674 30.8090 35.7267 40.2221
FSIM 0.9860 0.9849 0.9874 0.9907
SR_SIM 0.9820 0.9698 0.9918 0.9939
VSI 0.9949 0.9945 0.9954 0.9970

SR_SIM [49], and VSI [50]. In the last three image quantitative
evaluation indices mentioned above, the output values fall in the
interval (0,1] and it equals 1 when two images are exactly the
same. In the meantime, considering that the scratch damaged
area is too small to be representative, we select the average value
of each index of the damaged area of all the repaired images. The
corresponding values of these measures for different methods are
shown in Table 4.

From Table 4, it can be seen that the performance of this
newly proposed method is also better than the TV method, the
previous SOMs based method and the exemplar-based method.
The mean PSNR FSIM, SR_SIM, VSI of 40.2221, 0.9907, 0.9939,
0.9970 by the proposed method is much higher than that of the
other three approaches. The results of four kinds of similarity
comparison methods are also consistent with the above subjec-
tive and different color space quantitative visual evaluation. These
results further demonstrate the effectiveness and robustness of
the proposed method.

5. Conclusion and future works

We leverage the capability of the SOMs and combine it with
our new design to propose the boundary precedence image in-
painting method. The proposed method takes advantage of the
SOMs’ ability of unsupervised learning to separate an image into
different layers according to the pixel information of an image.
The boundary precedence image inpainting process presented
in the proposed method is used to calculate the precedence of
the waiting-for-inpainting patch according to the layer informa-
tion obtained by the SOMs to restore the damaged images. The
effectiveness as well as the merits of our proposed method is
demonstrated by case studies compared with other methods.

More and more image data have spread throughout the inter-
net and real life. Despite significant progress, image analysis and
processing are still finding their own voice as inter-disciplinary
fields. On the one hand, we look forward to continuing investiga-
tion, with the hope to further enhance the intelligent approaches
for image processing, which will support higher quality social
media applications. On the other hand, the proposed method can
be applied to actual scenes such as architecture, mural painting,
automatic driving and so on, which shows greater application
values.
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