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Abstract
Most of today’s AI technologies are geared towards
mastering specific tasks performance through
learning from a huge volume of data. However, less
attention has still been given to make the AI under-
stand its own purposes or be responsible socially. In
this paper, a new model of agent is presented with
the capacity to represent itself as a distinct individ-
ual with identity, a mind of its own, unique experi-
ences, and social lives. In this way, the agent can in-
teract with its surroundings and other agents seam-
lessly and meaningfully. A practical framework for
developing an agent architecture with this model of
self and self-awareness is proposed allowing self
to be ascribed to an existing intelligent agent ar-
chitecture in general to enable its social ability, in-
teractivity, and co-presence with others. Possible
applications are discussed with some exemplifying
cases based on an implementation of a conversa-
tional agent.

1 Introduction
In the field of AI, an intelligent agent is an autonomous en-
tity that interacts reactively with the environment, socially
with other agents, and proactively in a goal-directed man-
ner [Wooldridge and Jennings, 1995]. More and more agents
and autonomous machines may work alongside humans in the
near future. As the agents get much closer to humans in their
work and operation, they need to be aware of their surround-
ings especially people within the proximity. It is crucial to
ensure that the co-existing agents interact safely with humans
while still taking benefit as much as possible from their col-
laboration. In this case, how should agents be developed to
ensure safety, trustableness, and engagingness should be paid
more attention.

In this paper, the notion of self is seen to be the key as-
pect that enables an AI agent to have a genuine understand-
ing about its surroundings. Appreciating what appears in the
world or understanding why others do in a certain way con-
stitutes the context regarding the agent itself as the one that
conducts the observation and/or shares the domain environ-
ment. One illustrating example has been outlined in a classic
science fiction story ’Runaround’ [Asimov, 1942] which is

famously known with ’three rules of robotics’ that an agent
(robot) shall not harm a human being, shall obey orders from
humans, and shall protect its own existence as long as it does
not compromise the other rules. Regardless the inapplicabil-
ity of the laws to govern the robots today, interpreting the
rules like those requires the agent at least to be able to com-
prehend that they are referring to its own self as the subject
of the laws in the first place. At any time, an intelligent agent
should be able to know that itself is a unique individual like
others (e.g. humans) that can also think or know about them.
As itself, the agent can behave as an individual, be a part of
a group of co-existing others, make an individual contribu-
tion with them, or just leave away. Self helps one to cope
with one’s social world. It also glues together different parts
of the individual so that they can work together coherently as
one. All in all, the self is necessary for an individual to bridge
the internal dynamic of one’s mind with the social world and
making sense of them.

Despite many applications of interactive agent like social
robots, personal assistants, or robotic companion [Biundo et
al., 2016; O’Brien, 2018] have been around today to enter-
tain, to assist people, and even to develop social relation-
ship [Terdiman, 2018; Druga et al., 2017; Satariano et al.,
2018], no real competence of understanding oneself nor the
others’ exist in the agent’s mind. Current AI programs and
agents learn and acquire knowledge from a huge amount of
data without getting the meaning for themselves. The under-
lying principles, methods, and frameworks to make an agent
self-aware are still lacking.

Inspired by the concept of self in cognitive sci-
ence [Neisser, 1993] and social psychology [Hegtvedt and
Johnson, 2018], this paper presents a new model of self-
awareness for intelligent agents that interact with the world or
other agents (e.g. humans). It is proposed that self-awareness
can be achieved whenever the agent maintains a model or a
representation about itself in its own mind in the same way as
representing the others. Ascribed with self, an agent becomes
a unique individual with identity, mind of its own, memory
of experiences, and social life as envisaged in [Subagdja and
Tan, 2019]. The self-awareness consists of some represen-
tation of individuals in the agent’s mind including the agent
itself as subject or object associated with properties or rela-
tions. In this way, the awareness of self becomes dynamic and
can be associated with other kinds of domain specific model
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and representation. This paper also proposes a framework for
developing a self-aware agent wherein a domain specific op-
erations and functionalities can be enhanced with the model
to make a self-aware social agent.

This paper is organized as follows. Section 2 discusses re-
lated work. Section 3 conceptualizes self and self-awareness
for computational agents. Section 4 describes the proposed
architecture and framework for the self-aware agent in more
detail. Section 5 exemplifies the the model and the framework
in a therapeutic conversational agent application. Section 6
concludes the paper and discusses future work.

2 Related Work
Some works have been done in modeling self-awareness com-
putationally. Most of them consider self-awareness as a form
of reflection or introspection of their own on-going compu-
tational process so that their reasoning, planning, learning,
or meta-cognition can be improved [Cox, 2007; Bringsjord
et al., 2015; Sloman and Chrisley, 2003; Sun, 2007; Sam-
sonovich and Nadel, 2005]. In this introspective model, an
AI system or program can adapt its own computational state
and optimize the process on-the-fly. These works, however,
do not look at the identity as well as social aspects of self
wherein the self may influence other agents and vice versa.
These model concern only to the internal aspect of self to op-
timize the system.

The reflective computational model has also been general-
ized to include the external or social dimension as an engi-
neering principle for developing a computing system [Lewis
et al., 2016]. It is used to specify what information should
be determined as artifacts for developing the system as if it is
an individual with a cognitive system. This engineering ap-
proach is then further developed for characterizing systems
with self-awareness in general [Kounev et al., 2017]. Here,
it is viewed that a self-aware system is a system that learns
a model and captures knowledge about itself and its envi-
ronment in an ongoing basis. The system can then use the
learned model about itself to reason and act based on it. This
general definition for self-aware computing systems [Lewis
et al., 2016; Kounev et al., 2017], however, does not really
specify what or who should be accounted as the individual
self to be modeled nor how to distinguish oneself from an-
other. There is still no guideline to demarcate the things to be
modeled as parts of oneself from the things belong to others
in the first place.

Other works on self-awareness have focused more on mod-
eling limited aspects of self to make the agent recognize and
identify itself as a distinct entity from others. Works on em-
bodied robotic agents focus on the discovery of a robot’s
own motion dynamic [Bongard et al., 2006; Hart and Scas-
selati, 2012; Stoytchev, 2011], recognize and analyze oneself
based on mirror image projection [Hart and Scasselati, 2012;
Stoytchev, 2011], or control and adapt its own movement
robustly despite impairments [Bongard et al., 2006]. With
some representation of second order self-awareness and the-
ory of mind, an agent can anticipate the behavior of other
agents in interactive tasks including conversation and story
telling [Winfield, 2018; Chatila et al., 2018]. Similar to this

approach suggests anticipation through internal mental simu-
lation [Gray and Breazeal, 2014]. A more complex model for
anticipating self and others in an arbitrary number of level or
order of self-awareness has also been proposed in [Subagdja
and Tan, 2017] with a neurally-plausible model of working
memory. In contrast, the proposed model in this paper only
consider subjective and objective level of self-awareness.

Following the envisioned concept of self-awareness
in [Subagdja and Tan, 2019], the proposed model in this pa-
per also adopts multi-level perspectives to anticipate possible
futures of other individuals. In constrast to the other models
mentioned in this section, it emphasizes identity as the main
distinctive aspect to consider besides mind, social relation-
ships, and autobiographical memory [Wang et al., 2019] that
allows consistent references to the same individual over dif-
ferent times and possible contexts. However, the ecological
aspect, as suggested in [Neisser, 1993], is adopted in place of
embodiment to include the condition of one’s environment.

3 Self and Self-Awareness
Self-awareness is known to be the capacity to put oneself as
the focus of attention [Duval and Wicklund, 1972]. In this
section, the awareness structure of an agent will firstly be
defined before conceptualizing the notion of self and self-
awareness as the main topic in this paper.

3.1 Awareness Structure and Perspectives
An agent can be aware of something if the agent maintains
a model about the thing in memory as a result of or as an
input to a particular computational process. The model is a
simplified description or a quick-sketch of the actual thing
being represented. Here, identifying an object also means that
the object must be unique. When the agent pays attention to
an object and identifies it as a box, for example, the existence
of the box should be unique. Similarly, when it perceives an
agent (e.g. person), it must refer to a unique individual or
person.

Attention unit a = {p1, ..., p2} is defined as a representa-
tion or model of something created in mind when the agent
focuses its attention to something, an object, or an individual.
pi ∈ a is an attribute that describes a. a may also refer to a
relation between attention units. For example, “distance” is
a relation between two objects in space with a value indicat-
ing the spatial distance between the two. Awareness structure
A := {a1, ..., an} consists of all attention units the agent has
at a particular moment. Figure 1a illustrates the contents of
a basic awareness structure of an agent when the agent per-
ceives or pays attention to every object in the environment
(box, cylinder, and human). Relations among the object may
also be represented as attention units (e.g. distances among
the objects).

Figure 2a shows an example of the content of the aware-
ness structure in a graph representation when the agent is
at situation like in Figure 1a. The agent has two objects in
mind (box 00 and cylinder 00) each as Object typed ob-
ject and one individual agent (agent 00 as Agent typed ob-
ject). The agent also maintains relational attentions between
objects (distances). Once an attention unit is put in the aware-
ness structure, more information may be filled up to complete
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(a) Basic awareness (no self-awareness) (b) Subjective self-awareness (c) Objective self-awareness

Figure 1: Different levels of self-awareness

(a) Representation of basic awareness as in Figure 1a

(b) Representation of subjective self-awareness as in Figure 1b

(c) Representation of objective self-awareness as in Figure 1c

(d) Representation of objective self-awareness when the agents
see each other

(e) Representation of objective self-awareness in joint attention

Figure 2: Corresponding awareness representation of Figure 1.

the representation. For example, agent 00 is characterized
with Pose:walk and identified as Individual with identity
human 01 who is also unknown or a stranger. The attention
units of object (or agent) with thick lines indicate that they
are in subjective level of awareness as objects being observed
first-hand by the agent.

3.2 The Concept of Self and Self-Awareness
Agent is a special type of object in the awareness structure
since it is always considered to be an individual associated
with a unique identity. As a unique individual, it can be char-
acterized with five aspects adapted from [Subagdja and Tan,
2019] as defined in Table 1. Whenever an agent is represented
in the awareness structure, some computation process will be
initiated to characterize the individual based on the aspects
defined in the table. For example, when an attention unit is
identified as Agent, it will be associated with an identity of
a particular individual (e.g. human 01). Other attributes re-
lated to the ecological aspect [Neisser, 1993] may follow to be
filled (e.g. “walk” body pose, location, distances). The char-
acterization process may continue to identify the particular
social relationship with the person (social aspect) by consult-
ing the memory. In case it is a first encounter with the person,
the attention unit may be marked as unknown or stranger.

In terms of identity, an individual can also be characterized
based on its type. When someone is known (unknown) or has
a (no) particular social relation with the subject, then the one
is identified as “Known” (“Stranger”) individual. One can
also be a “Generalized others” referring to anyone belongs
to a social group or a set of individuals that share the same
characteristics regardless who is the individual in particular.
This “generalized” identity has been conceptualized with the
same term in social psychology [Mead, 2015] to explain that
one should have a common expectation about actions and
thoughts of anyone within a society or a social group. Fi-
nally, “Oneself” refers to a unique individual that defines the
agent itself as the subject and as a single individual.

Self-Awareness occurs whenever an individual (Agent
typed attention unit), with “Oneself” identity, is present in
the agent’s mind. There are two kinds of self-awareness:
• Subjective self-awareness. There is a representation of

oneself in the subjective level of awareness wherein the
agent thinks or “feels” about it first-hand as illustrated in
Figure 1b. Figure 2b shows the corresponding represen-
tation in the awareness structure.
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• Objective self-awareness. There is a representation of
oneself as an object of another individual’s mind within
the awareness structure of the agent as illustrated in Fig-
ure 1c. Figure 2c shows the corresponding representa-
tion in the awareness structure.

Figure 2b and 2c show that the self-awareness is indicated
as a reference to #myself indicating a “Oneself” identity. A
particular type of relation is also exemplified in the figures. A
relation with Mind type indicates a mental state of an individ-
ual (“Mind” aspect) which is also a kind of attention unit but
can be related to other attention units as subject or object. In
this case, perceive and believe are two relations as parts
of the “Mind” aspect of the individual.

In the case of subjective self-awareness (Figure 2b), the
agent represents itself (as Agent 01) at subjective level as a
subject of relation (perceive:Mind) to an object (box 00,
cylinder 00) or another individual (agent 00). In objec-
tive self-awareness (Figure 2c), the agent itself (Agent 01)
becomes a part of the object of a relation (believe:Mind)
in another individual’s mind (agent 00). In another interest-
ing case, the agent may also have both subjective and objec-
tive self-awareness at the same time. When the two agents
look at each other or both are engaged in a dialog, one can be
the subject of a relation to another and the object of a rela-
tion from the other both at the subjective level of awareness.
Figure 2d shows the representation wherein the two different
individuals look at (perceive) each other. A similar condition
can occur when both have a joint attention to an object like
in Figure 2e. This kind of reciprocal relationships may occur
when the agents are actively engaged in a conversation.

Figure 3 shows a simplified data model of all attention units
in the awareness structure covering all aspects of the individ-
ual. It is shown that some of relational and attribution of an
attention unit can have a value as a property to indicate the
strength or magnitude (positive or negative) of the relation or
the attribute. They may also be associated with a confidence
level representing its (un)certainty with positive or negative
likeliness. Every aspect is made to be generic and flexible
with relations to its attribute that can be added incrementally
(e.g. RelAttribute, GroupAttribute). Event object
takes all attention units in the awareness structure at a cer-
tain moment, as represented in its timestamp attribute, as a
snapshot. This snapshot is then recorded in memory as a trace
of the awareness in episodic memory (episode :Memory).
Later on, some items recorded may be retrieved back to

Figure 3: Simplified Data Model of the Awareness Structure.

Algorithm 1 Executive Process Operation Cycle

1: while true do
2: for every object o produced by PS and every execution

status update sa returned by AES do
3: create attention unit a← fp(o) to update AS.
4: update or remove attention unit in AS accordingly.
5: end for
6: for every as in AS do
7: if as is an intention of oneself at subjective level

then
8: add plan or action type asa to realize as.
9: else if as is an action type at subjective level then

10: create action description a← fd(as).
11: send a to AES for execution.
12: else
13: update AS based on domain knowledge or norms.
14: end if
15: update AS based on a generalized model of individ-

uals.
16: end for
17: end while

awareness structure when needed by a later reasoning pro-
cess.

4 Self-Aware Agent Architecture
A general architecture of self-aware agent can be made ac-
cording to the conceptual model described in the previous
section with a structure shown in Figure 4. Here, Perceptual
System or PS is a component of the architecture that contin-
uously perceives the environment to identify an object o as
a representation of the thing being perceived. PS may also
receive some parameters to adjust its focus of attention or its
filter of information to refine the object identification. As a
significant part of the architecture, the Executive Process (EP)
controls and regulates the production and use of Awareness
Structure (AS) in Working Memory (WM). Through Interac-
tion Manager (IM), the object representation o is interpreted
with function fp(o) to produce an attention unit a about the
object o to update AS. Interaction Manager (IM) also scan the
content of AS to find any agent’s own intention applicable to
execute and then update its status or generate an action de-
scription a with function fd(a) to be executed or performed
by Action Execution System (AES). Besides IM, Reasoning
and Inference Engine (RIE) work also to update AS based on
the current content of AS and/or entries in Autobiographical
Memory (AM). For every Agent type attention unit in sub-
jective level of AS, RIE may also make some predictions or
expectations about what in the agent’s mind based on a model
of “Generalized others” individual or the common behavior
of people within the same social group with the agent. Peri-
odically, RIE goes through every attention unit to check for
consistency and to purge the unit into AM more permanently
as a memory consolidation. AM is an information storage for
events experienced by the individual [Wang et al., 2019] with
the same structure as data model in Figure 3 but retain the
information more permanently. AM may also store general-
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Aspect Description
Identity a set of properties and relations to identify the agent as a unique individual
Ecological a set of properties and relations defining the individual in relation to its environment, embodiment, and its own capabilities [Neisser, 1993]
Mind a set of properties and relations indicating the mental states of the individual at one moment that may point to another object, individual, or relation as

the object of the mental operation
Memory consisting of traces and snapshots of awareness structure from time to time
Social a set of other individuals, their relationship with the agent itself, and social groups wherein other agents or itself may belong to

Table 1: Aspects of Individual

ized characteristics of people from the same social group or
cluster to be used for later prediction. Algorithm 1 shows the
overall operation cycle of EP to maintain the consistency of
AS.

The architecture describe above can be considered as a do-
main generic framework for developing an agent with self-
awareness. In Algorithm 1 line 13, For instance, the knowl-
edge and social norms for updating the attention unit are still
left unspecified. This allows the architecture to be customized
to base on some domain specific knowledge or social norms.

5 Application and Examples
The self-aware agent model has been implemented as
an agent application to carry out Individual Cognitive
Stimulation Therapy or ICST as a psycho-social non-
pharmacological intervention to enhance cognition for an in-
dividual suffering from dementia or cognitive deficit through
one-to-one interactions and activities with a carer involving
mental stimulation, reminiscence, and reality orientation [Ali
et al., 2018]. The agent is made conversational as a chatbot
to complement the human carer. In particular, it conducts a
number of activity sessions in the therapy. The design of the
ICST agent follows the generic architecture in Figure 4 cus-
tomized to cater the specific needs (Figure 5). The agent re-
ceives inputs from the user and produces the response output
as natural language utterances or texts. A natural language
parser interprets the text from the user input into a dialog in-
tent as a structure that specifies what the user intends by that
text. Similarly, a natural language generation module pro-
cesses a communication act that specifies the chatbot’s inten-
tion into natural language text. The Dialog Manager (DM)
controls the flow of the dialog based on the awareness struc-
ture and ICST knowledge base. Self-awareness in this case
is used to handle two kinds of strategy of conversation. The
first one is for adapting the dialog based on the user feeling

Figure 4: An Agent Architecture with Self-Awareness.

towards the agent’s intention. The excerpt below shows a case
of the ICST session, where the bot tries to stimulate the user’s
cognition through reminding the person about the situations
in daily lives.

Eunice (Bot) : It is so wonderful to be able to see you again Budhi
... How is the weather like today?

Budhi (User) : The weather today is sunny
...
...

Budhi (User) : I was hanging out with family this week
Eunice (Bot) : Wow, it’s sounds interesting!

I’ve read the news lately
I’ve heard PMDs (Personal Mobility Devices) have
been banned this week also
what do you think about it?

Budhi (User) : What! not again. I don’t want to talk about it
Eunice (Bot) : Oh, sorry!

I thought you might be interested
Let’s talk about something else
How about your time with family in the past week?

Budhi (User) : It’s great! I was having fun
Eunice (Bot) : good. So what did you do ?

...
The bot applied a strategy to keep stimulating the user’s
cognition by asking the user about various issues regarding
daily lives. Figure 6 shows the goals to maintain the dialog
engagement and joint attention in the related topic (see also
Figure 2d and 2e) of PMDs ban from the news. However, at
a certain point the user responded negatively with “...I don’t
want to talk about it” indicating dislikeness to the topic. In
this case, the agent identified negative interest towards the
topic (negative interest :Mind) and low or negative
sentiment towards the agent.

The self-awareness model allows the agent to keep track
of not just the user’s intentions but also its own. By con-
sulting its own awareness structure to identify a break in the
joint attention, the agent can pinpoint which object or at-
tention unit the user has a negative intention so that it can

Figure 5: Architecture of a Conversational Agent with Self-
Awareness for ICST.
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fix the situation by signaling the user to switch the attention
to another topic (“Let’s talk about something else”). The
second strategy is self-disclosure to support stimulating the
user cognition by revealing information about oneself to an-
other so that the other person may also be willing to self-
disclose in turn [Altman and Taylor, 1973]. This strategy is
used in this ICST chatbot to stimulate the user to be engaged
in the dialog by initially self-disclosing as in the follow-
ing excerpt from an ICST activity session with the chatbot.

...
Eunice (Bot) : Okay! let’s get on with our activity

Today, we will be doing an activity related to food as
well

Budhi (User) : so what would we be doing ?
Eunice (Bot) : ... we will be listing foods that have the same first letter!

For example, for the letter C there is carrot cake, chicken
sandwich, chesse pizza and corn dog!
...
Let’s start with the letter A. List four food with the first
letter A!

Budhi (User) : [long silence]
Eunice (Bot) : come on! can you do it?
Budhi (User) : Yes, I’m still thinking..
Eunice (Bot) : okay, I give you a clue, Almonds

what else? hmm I also can’t remember so well
Budhi (User) : okay, maybe Apple pies ?
Eunice (Bot) : that’s good

I think you better than me on this. okay, what else?
Budhi (User) : Arugula, Alfafa sprouts
Eunice (Bot) : that’s great

Actually, I just knew, there are foods with those
names.
Okay, let’s try another letter. B! List four food with
the first letter B!

Budhi (User) : Okay! Broccoli, Beef Burger, Baklava..
...

In this second case, the bot identifies a problem when there
is a long silence. As shown in Figure 5, the pause can be
identified by Dialog Manager with the Timer module. The
silence can be caused by confusion as the task may be to hard
for the user. To handle the situation, the agent initiates the
self-disclosure strategy by trying to perform the task itself
to give some clues to the user. During this process the agent
is self-disclosing its own private view and evaluation about
its own capability or feelings (“.. I also can’t remember
so well”, “I think you better than me on this”, “Actually I
just knew, there are foods with those names”). By revealing
this internal private information to the user as if it is from
the subjective level of awareness of the agent, it may help
to bring back the engagement with the user following the
self-disclosure strategy. In fact, this strategy of self-discloser
is applied in most of the activity sessions in ICST like
in the first example. Some dialog excerpt taken from the
first dialog shows that self-disclosure is used to repair the
dialog so that the user can still be engaged in conversation.

...
what do you think about it?

Budhi (User) : Hey, I don’t want to talk about it
Eunice (Bot) : Oh, sorry!

I thought you might be interested
Let’s talk about something else
How about your time with family in the past week?
...

After identifying that the issue is related to what it previously
said, the bot makes the repair by revealing its internal state
about the condition (“I thought you might be interested”).

Overall, the exemplified cases above requires the agent to
keep track not just the information about the user but also

Figure 6: Awareness Structure of the ICST agent.

about its own self. In a dialog engagement like in the ICST
sessions, what the user thinks or feels may likely relate to the
agent’s intentions during the dialog. In the current stage of
development, the awareness structure is still covering a lim-
ited aspects of an individual. Most responses from the agent
are produced and controlled by the ICST manager. More dy-
namic and lively responses from the agents can be generated
when most aspects are covered.

6 Conclusion
In this paper, it is suggested that to make an intelligent agent
social and co–exist with people, the agent needs to know and
understand its own self besides knowing the others. Accord-
ingly, a model and framework of self and self-awareness for
an intelligent agent has been proposed which emphasizes the
capacity of the agent to see itself in its entirety as a unique
individual with identity, mind, memory, and social life of its
own. Awareness of self is considered achieved whenever the
agent maintains a model or representation about an aspect of
individual as mentioned associated with a reference to its own
unique identity to support its own on-going computation pro-
cess. It has been demonstrated in exemplified cases of the
implemented model that the agent can adapt its own way of
interacting and use self disclosure strategies to stimulate and
initiate the dialog engagement.

Apart from its potential, the proposed model and frame-
work still deserve more study and investigation. A study in-
volving humans that interact with the agent enhanced with
self-awareness should be conducted to evaluate the model and
to ensure that if it is really useful. The inference mecha-
nisms and operations to update and populate the awareness
structure can still be improved or enhanced to be more real-
istic and human-like. This later point may also open up the
possibility of using the model to study human psychological
development of self and personality through simulation and
modeling.
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