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Discovering Hidden Topical Hubs and Authorities
Across Multiple Online Social Networks

Roy Ka-Wei Lee , Tuan-Anh Hoang, and Ee-Peng Lim

Abstract—Finding influential users in online social networks (OSNs) is an important problem with many possible useful applications.

Many methods have been proposed to identify influential users in OSNs. PageRank and HITs are two well known examples that

determine influential users through link analysis. In recent years, new models that consider both content and social network links have

been developed. The Hub and Authority Topic (HAT) model is one that extends HITS to identify topic-specific hubs and authorities by

jointly learning hubs, authorities, and topical interests from users’ relationship and textual content. However, many of the previous works

are confined to identifying influential users within a single OSN. These models, when applied to multiple OSNs, could not learn

influential users under a common set of topics nor address platform preferences. In this paper, we therefore propose the MPHATmodel,

an extension of HAT, to jointly model the topic-specific hub users, authority users, their topical interests and platform preferences. We

evaluate MPHATagainst several existing state-of-the-art methods in three tasks: (i) modeling of topics, (ii) platform choice prediction,

and (iii) link recommendation. Based on our extensive experiments in multiple OSNs settings using synthetic datasets and real-world

datasets from Twitter and Instagram, we show that MPHAT is comparable to state-of-the-art topic models in learning topics but

outperforms the state-of-the-art models in platform prediction and link recommendation tasks. We also empirically demonstrate the

ability of MPHAT to determine influential users within and across multiple OSNs.

Index Terms—Hub, authority, topic model, online social networks

Ç

1 INTRODUCTION

ONLINE social networks (OSNs), such as Facebook, Twit-
ter and Instagram, have grown phenomenally in recent

years. It was reported that as of August 2017, Facebook has
over 2 billion monthly active users, while Instagram and
Twitter have over 700 million and 300 million monthly
active user accounts respectively [1]. The vast amount of
content and social data generated by these platforms has
made them important resources for marketing campaigns
such as diffusion of advertising messages and promotion of
new products. Identifying influential users in OSNs is there-
fore critical to these marketing applications.

Many research works have proposed methods to identify
influential users in OSNs. For example, there are works that
determine users’ social influence by network centrality
measures [2], [3], [4], [5]. Other works adapted HITS [6] and
PageRank [7] algorithms which were originally proposed
to determine hub and authority web pages through analyz-
ing the link structure of a web graph to identify influential
users in OSNs [8], [9], [10]. Nevertheless, these existing
works are either not topic specific or confined to identifying
influential users within a single OSN.

Topic and platform specificities are important when ana-
lyzing the hub and authority users as they provide more
insights about users and reveal in which OSN platforms
they are influential. To illustrate the usefulness of topic
specificity, consider an example of two users, u1 and u2,
sharing similar ego network structures. HITS will assign u1

and u2 similar authority and hub scores. However, if u1 is a
popular food content contributor who is followed by many
food-loving users, while u2 is a prominent politician fol-
lowed by many users interested in politics, it is more appro-
priate to infer that u1 and u2 are authority users on food-
related and political topics respectively. Platform specificity
is also important in identifying influential users across mul-
tiple OSNs. Suppose a user u3 posts much food content and
is followed by many food-loving users in an OSN p1 but is
less active in another OSN p2, i.e., u3 contributes less content
and forms fewer relationships in p2. While u3 is regarded as
an authority user on food-related topics, her authority on
this topic is found in OSN p1 but not p2.

The understanding of users’ hub and authority specific to
topics and platforms is vital to many important applications
such as social recommendation, viral marketing, and social
sensing. For example, one can address the cold-start problem
in social recommendation [11] by recommending a user u on
a platform p to follow other users on pwho are highly author-
itative on topics that u is interested in. Similarly in market-
ing, companies may enhance the effectiveness of campaigns
by hiring hub or authority users in topics related to the cam-
paigns to disseminate the campaign messages so as to maxi-
mize their reach [12]. To sense social trends, one could also
follow a few selected users who are hubs or authorities
across different topics and on different platforms [13].
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1.1 Research Objectives

In this work, we aim to model topic and platform specific
hub and authority users across multiple OSNs. A simple
approach for this could be to first apply the existing topic-
specific hub and authority models (e.g., HAT [14]) on multi-
ple OSNs separately, followed by comparing the list of top
topical authority and hub users identified in the different
OSNs. However, the topics separately learned from differ-
ent platforms may not be comparable and thus making it is
hard to compare users’ hub and autority across the OSNs.

Another possible approach that overcomes the incompa-
rability of latent topics learned from the different OSNs is to
combine the multiple OSN datasets and learn the users’
topics, hub and authority scores from the single combined
dataset. For example, we can first combine a user u’s gener-
ated posts and links from OSNs p1 and p2 into a single com-
bined dataset and then apply HAT on the combined dataset.
The problem with this approach is that it assumes u has
identical hub and authority scores in the two platforms. In
other words, if u is an authority on food-related topic in
platform p1, she is also the food authority in platform p2. In
the real-world context, this assumption does not hold as u
might be more popular in one platform than the other.

We thus propose Multiple Platforms Hub and Authority
Topic (MPHAT) model to learn users’ topical interests, plat-
form preferences, topic-specific hub and authority scores
simultaneously. We first develop a process for generating
both users’ content and links in the context of multiple
OSNs. We then describe the parameters learning steps of
MPHAT. To evaluate MPHAT, we conduct experiments on
both real-world and synthetic datasets. For experiments on
real-world dataset, we evaluate MPHAT on (i) its effective-
ness in learning topics from user generated content, (ii) its
ability to predict the platform choice of users’ publish post,
and (iii) its ability to recommend platform-specific topical
influential users through link prediction in a multiple OSNs
setting. On synthetic datasets, we further evaluateMPHAT’s
ability to recover platform-specific topical hub and author-
ity users provided by the ground truth.

1.2 Contributions

Our main contributions in this work consist of the
following.

� We propose a topic-based model, Multiple Platforms
Hub and Authority Topic (MPHAT) model, which to
the best of our knowledge, is the first model that
jointly learns user topics, platform preferences, hub
and authority users across multiple online social
networks.

� We apply the MPHAT model on real-world datasets
and demonstrate that (a) MPHAT is comparable to
state-of-the-art topic models in learning topics from
user generated content, and (b) MPHAT outperforms
other models in user link recommendation tasks for
both single and multiple platform settings. Empiri-
cally, we also applied MPHAT to identify topic-
specific hubs and authorities across Instagram and
Twitter.

� We also conduct experiments on synthetic datasets
to verify the effectiveness of MPHAT in identifying

platform-specific topical hubs and authorities under
different dataset parameter settings.

1.3 Paper Outline

The rest of this paper is organized as follows:We first discuss
the relatedworks in Section 2. We then present our proposed
MPHAT model in Section 3. Sections 4 and 5 present the
experimental evaluations that we have conducted on real-
world and synthetic datasets respectively. The empirical
study on the real-world data using MPHAT model will also
be discussed in Section 4. Finally, we conclude the paper and
discuss the future works in Section 6.

2 RELATED WORKS

In this section, we review prior works that are closely
related to ours. These works can be broadly categorized into
three categories: (i) identifying globally influential users, (ii)
finding topic-specific influential users, and (iii) analyzing
users’ behaviors and topical interests across multiple OSNs.

2.1 Topic Oblivious Influential Users

There are many studies on identifying topic oblivious influ-
ential users in OSNs. Most of the existing works find influ-
ential users based on analyzing user relationships only [4],
[5], [15], [16], [17], behaviors only [8], [18], [19], [20], [21], or
both [2], [22], [23], [24], [25], [26], [27], [28].

User Relationships. Many previous works apply network
centrality measures to identify influential users [4], [5], [16].
Kayes et al. [4] aggregated network centrality measures such
as degree [29], betweenness [30], closeness [29] and eigenvector
[31] to measure and identify influential bloggers. There are
also works which extended HITS algorithm [6] to find influ-
ential users in OSNs. Romero et al. [8] proposed the influ-
ence-passivity (I-P) algorithm to measure Twitter users’
influence and passivity from their retweet activities.
Gayo-Avello [15] applied HITS on Twitter follow links to
identify and differentiate influential users from spammers.
Shahriari and Jalili [17] modified the HITS and PageRank [7]
algorithms to analyze and rank users in signedOSNs. Unlike
these works, our paper extends HITS to identify topic-
specific hub and authority users acrossmultiple OSNs.

User Behaviors. Besides user relationships, user behaviors,
e.g., retweet andmention in Twitter, can also be used to deter-
mine influential users in OSNs. Khrabrov and Cybenko [18]
adapted PageRank [7] algorithm to Twitter mention behav-
ior to identify influential Twitter users. Silva et al. [20]
employed a similar approach to find and recommend influ-
ential users based on other users’ retweet activities. Aral and
Walker [19] conducted a randomized experiment on Face-
book to identify influential and susceptible users based on
users’ product sharing and adoption behaviors.

User Relationship and Behavior. Some studies have also
identified influential users by analyzing both user relation-
ships and behaviors. Agarwal et al. [22] proposed a model
that utilizes the page-linking behaviors to measure the influ-
ence of bloggers. Ghosh and Lerman [23] applied centrality
measures on Digg users’ friendship and voting behavior to
identify influential users. Cha et al. [2] evaluated the influ-
ence of Twitter users using follower, mentions and retweets
counts. Other works have also analyzed both user ego
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networks and tweet activities to find influential users in
Twitter [24], [25], [26], [27], [28].

2.2 Topic Specific Influential Users

Existing works that identified topic-specific influential users
in OSNs can be further categorized into two subgroups: (a)
independent models which model topics and user influence in
separate steps [3], [9], [10], [32], [33], [34], [35], [36], [37], [38],
[39], [40], [41], [42], and (b) joint models that jointly model
users’ topical interests and influence [14], [43], [44], [45].

Independent Model. Many existing works have the model-
ing and extraction of topics as the first and separate step in
the identification of topic-specific influential users. In the
simplest manner, the topics of user-generated content are
first determined by performing keyword matching with a
topical lexicon [3], [32], [33], [34], [36], [37], [40]. For example,
in a study to identify topical authorities in Twitter, Pal and
Counts [32] first extracted tweets covering three topics: “oil
spill”, “world cup” and “iphone” using simple substring
matching before applying models to determine the topical
authorities from the users’ retweet behavior. Oro et al. [40]
proposed social media authoritative user (SocialAU) model
which includes a three-layer network (i.e., user-item-lexicon)
for finding authority and hub users of a pre-defined selected
topic by extending the TOPHITS, a model proposed by
Kolde et al. [46] to analyze a semantic graph that combines
anchor text with the hyperlink structure of the web.

Instead of pre-defined topics, some studies use topic
modeling such as Latent Dirichlet Allocation (LDA) [47] in the
first step [10], [35], [38], [39], [41], [42]. For example, Weng
et al. [10] first applied LDA to learn the latent topics from
users’ tweets before applying a PageRank-like model called
TwitterRank to measure topic-specific influence of Twitter
users. Huang et al. [41] also applied LDA in a similar man-
ner before applying their graph partitioning model to find
influential users in Twitter. Hoang and Lim [39] learned the
latent topics using Twitter�LDA [48], a model which
extends LDA to short-text messages, before analyzing the
virality and susceptibility of Twitter users.

Joint Modeling. There are relatively very few works that
jointly model user topical interests and influence altogether.
Liu et al. [43] proposed two-step model which consists of a
generative model to learn the direct influence between users
and a topic-level influence propagation method to mine the
indirect and global influence. The generative models the
generation of a user posts, which is assumed to be either
influence by his or her friends who have the same interests
or generate depending on his her interests. Bi et al. [44]
introduced FLDA, a Bernoulli-Multinomial mixture model
which models the users’ topic-specific influence and con-
tent-independent popularity. Barbieri et al. [45] proposed
the WTFW model, which models topical and social relation-
ships of users. The model learns the authoritative and sus-
ceptible users for each topic, and it considers a topic-
specific susceptible user as one who is interested in the topic
(e.g., posting topic-related content), and a topic-specific
authority user as one who is followed by many topic-spe-
cific susceptible users. Our previous work [14] extended
HITS and proposed the Hub and Authority Topical model
(HAT) which jointly models the users’ topical interests,
hub and authority scores simultaneously. HAT considers a

topic-specific hub user as one who is not only interested in a
topic but also follows many authority users of that topic.
Conversely, the model considers an authority on a topic as
one who is followed by many hub users of the topic. Unlike
the existing works which are confined to finding topic-spe-
cific influential users in a single OSN, our proposed model,
MPHAT, is able to identify topic-specific hubs and authori-
ties across multiple OSNs by jointly learning the users’ topi-
cal interests, platform preferences, topic-specific hubs and
authorities scores from users’ relationships and textual con-
tent in multiple OSNs.

2.3 Modeling Multiple Social Networks

Modeling multiple OSNs has been a much studied research
direction. The following covers two relevant research topics
that have been studied.

User Identity Linkage. As many users utilize multiple
OSNs to exchange content and build social networks, identi-
fying user accounts from different OSNs belonging to the
same users becomes an important research problem, also
known as the user identity linkage problem. Shu et al. [49] pro-
vided a comprehensive survey of user identity linkage
methods. The survey groups all user identity linkage meth-
ods into two categories: (a) analyzing user behaviors and
(b) learning user topical interests. In this paper, we assume
that user identity linkage has been performed as we focus
on users who already declare their accounts across OSNs. It
is also possible to apply user identity linkage on the user
accounts across OSNs, before applying the model to identify
topic-specific influential users across these OSNs.

Modeling user Topical Interests. There are also works that
apply topic models on multiple social media platforms. Guo
et al. proposed a model that considers social-relationship
among users for topic modeling and applied their model on
Sina Weibo and Twitter datasets [50]. Cho et al. designed a
model that incorporates users’ social interactions and attrib-
utes for topic modeling and applied their model on six social
media platforms [51]. Many of these works, however, do not
link the users across platforms but perform the topic analysis
on each platform independently. Lee et al. [52] addressed
this gap by proposing MultiPlatform�LDA, which jointly
models the user topical interests and platform preferences
acrossmultiple OSNs.

3 PROPOSED MODEL

In this section, we describe our proposedMultiple Platforms
Hub and Authority Topic (MPHAT) model in detail. We
begin by introducing the key elements of themodel and their
notations. Next, we present the principles behind designing
the model and its generative process. We then present an
algorithm for learning the models parameters and a data
sub-sampling strategy to reduce the computational cost.

3.1 Notations and Preliminaries

Our main notations are summarized in Table 1. We use U to
denote the set of users, and use U and V to denote the sets of
followers and followees of all users in U respectively. For each
user u 2 U, we denote her posts by Su. Here, we adopt the
bag-of-word representation for each post: that is, each post is
represented as a multi-set of words, and the word order is
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ignored. The number of words of the s-th post of user u is then
denotedbyNu;s, while then-thword of the s-th post is denoted
bywu;s;n. Lastly, we denote theword vocabulary byW .

In this work, we adopt a topic modeling approach for
modeling users’ interests, platform preferences, hubs and
authorities specific to each topic. Our proposed model,
MPHAT, consists of the following model elements.

Topic. A topic is a semantically coherent theme of words
found in the user posts. Formally, a topic is represented by
a multinomial distribution over W (unique) words. For
example, a topic about traveling would have high probabili-
ties for words such as trip, and flight, but low probabilities
for other words. Another topic about food would have high
probabilities for words such as coffee and sandwich but low
properties for other non food related words.

Topical Interest. This refers to the a user’s interests for a
specific topic. Formally we assign to every user u a topical
interest vector Xu ¼ ðXu;1; . . . ; Xu;KÞwhere K is the number
of topics andXu;k 2 ð0;þ1Þ for k ¼ 1; . . . ; K.

Platform Preference. For a specific topic k, a user may pre-
fer to share content or connect to other users for topic k in a
specific platform that she participates in. We model this
user’s topical platform preference by assigning to every
user u a topic-specific platform preference vector, hu;k ¼
ðhu;k;1; . . . ; hu;k;P Þ, where P is the number of platforms.

Topic-Specific Authority. This refers to the authority of a
user for a topic. A topic-specific authority user is one who
attracts connections from others for the topic she is well
known for.We thus assign to every user v 2 V a topic-specific
authority vectorAv ¼ ðAv;1; . . . ; Av;KÞwhereK is the number
of topics andAv;k 2 ð0;þ1Þ for k ¼ 1; . . . ;K.

Topic-Specific Hub. This refers to users with connections to
many other users for specific topics. We assign to every user
u 2 U , a topic-specific hub vector Hu ¼ ðHu;1; . . . ; Hu;KÞ
where K is again the number of topics and Hu;k 2 ð0;þ1Þ
for k ¼ 1; . . . ; K.

3.2 Model Design Principles

Our MPHAT model is designed to generate users’ posts and
following links based on their topical interests, platform
preferences, hubs, and authorities in a multiple OSN

environment. We employ topic modeling approaches for
generating user posts from topics. We also use a factoriza-
tion approach to generate the following links from topic-
specific platform preferences, hubs and authorities.

The notable point in our model is in the explicit and direct
modeling of the relationships among topical interests, plat-
formpreferences, hubs and authorities. InMPHAT, user topi-
cal interests and platform preferences not only determine
post content and which platform the content will be shared,
but also play important roles in determining hubs and
authorities. The relationships are however not deterministic,
but probabilistic in nature. We postulate that it is necessary
for a user to be interested in a topic before she becomes an
authority or hub for that topic. However, users having strong
interest in a topic may not be authoritative or hub for that
topic. Moreover, different topical hub or authority users can
be found on different platforms. MPHAT model therefore
learns for each user the numerical scores of her topic-specific
hub and authority, as well as her platform preferences. Also,
unlike the existing models that return scores normalized
across users, topics, or platforms, MPHAT aims at learning
users’ explicit, unnormalized scores, which can be used
directly or normalizedwhen required.

3.3 Generative Process

We depict the plate diagram of the MPHAT model in Fig. 1
and summarize in Algorithm 1 its generative process. Recall
that the number of topics K is given and suppose that there
are P OSN platforms. We denote the word distribution of
topic k by tk and assume that it is sampled from a given
Dirichlet prior with parameter g. User posts and following
links are then generated as follows.

Generating Topic Interest Vectors. For each user u (also the
user v in the plate diagram), the k-th dimension of her topi-
cal interest vector, Xu;k, is sampled from the Gamma distri-
bution with shape a and scale k. Gamma distribution is
chosen over Gaussian because we want the values of topical
interests to be positive values.

TABLE 1
Notations

Symbol Description

U/U/ V Sets of users, followers, and followees
W Vocabulary of words in users’ content, and jWj ¼ W
Su Sets of posts by user u
Nu;s Sets of words in post su
wu;s;n n-th word of the s-th post by user u
K Number of topics
tk Word distribution of topic k
Xu Topic vector of user u
hu;k Platform preference vector of user u for topic k
pu;s Platform of s-th post of user u
Hu Topic-specific hub vector of user u
Av Topic-specific authority vector of user v
ru;v;p Relationship between u and v in platform p

= 1 if u follows v in platform p, = 0 otherwise
g Dirichlet priors of tk
a, b, s, d Prior shape ofXu;k, hu;k;p, Av, andHu respectively
k, f Prior scale ofXu;k and hu;k;p respectively

Fig. 1. Plate diagram of MPHATmodel.
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Generating Topic-Specific Platform Preference Vectors. We
follow a similar approach to generate user’s topic-specific
platform preference vector. For every user u and every topic
k, the p dimension of u’s platform preference vector specific
to topic k hu;k;p is sampled from the Gamma distribution
with shape b and scale f.

Algorithm 1. Generative Process for MPHAT Model

1: tu� “Generating topics”
2: for each topic k do
3: sample the topic’s word distribution tk � DirðgÞ
4: end for
5: tu� “Generating user topical interests and topic-specific

platform preferences”
6: for each user u do
7: for topic k 2 f1; . . . ; Kg do
8: sample u’s interest in topic k:Xu;k � Gða; kÞ
9: for platform p 2 f1; . . . ; Pg do
10: sample u’ preference for platform p on topic k:

hu;k;p � Gðb;fÞ
11: end for
12: end for
13: end for
14: tu� “Generating user topic-specific authorities and hubs”
15: for each topic k do
16: for each user v 2 V do
17: sample v’s authority on topicK: Av;k � Gðs; Xv;k

s
Þ

18: end for
19: for each user u 2 U do
20: sample u’s hub on topic k:Hu;k � Gðd; Xu;k

d
Þ

21: end for
22: end for
23: tu� “Generating posts”
24: for each user u do
25: for each post s do
26: sample topic zu;s � MultiðuuÞwhere uu ¼ sðXuÞ
27: for each word slot n do
28: sample the word wv;s;n � Multiðtzv;s Þ
29: end for
30: sample platform pu;s � MultiðVuzu;sÞwhere Vuzu;s ¼

sðhu;zu;sÞ
31: end for
32: end for
33: tu� “Generating following relationship”
34: for each pair of source user u and target user v do
35: sample the relationship:

ru;v;p � BernoulliðfðHpT
u Ap

v; �ÞÞ
36: end for

Generating Posts. To generate the s-th post of user u, the
post’s topic zu;s is first sampled from the multinomial distri-
bution with parameter uu ¼ sðXuÞ. Here sðXÞ is the Softmax
function1 that converts an arbitrary vector to a probabilistic
vector of the same dimension size. Similar to other previous
works on modeling user content in social networks [48], we
assume that each post has only one topic as it contains lim-
ited amount of text. The post’s content is then generated by
sampling its words. Each word wu;s;n is sampled from the
word distribution of the chosen topic, i.e., tzu;s , indepen-
dently from the other words. Lastly, the platform on which

the post is shared is sampled from the multinomial distribu-
tion Vu;zu;s ¼ sðhu;zuÞ.

Generating Topic-Specific Hub and Authority Vectors.
MPHAT incorporates two main ideas in generating user
topic-specific hubs and authorities vectors. First, MPHAT
models the users’ topic-specific hub and authority values as
positive numeric values. Second, MPHAT probabilistically
relates these hub and authority values to user topical inter-
ests. Hence, we propose to model a user’s topic-specific hub
and authority scores using Gamma distributions whose
means are the user’s interest for the topics. Specifically, the
topic-specific authority score of user v 2 V for topic k, Av;k,
is sampled from the Gamma distribution with shape s and

scale
Xv;k

s
. Similarly, the topic-specific hub score of user

u 2 U for topic k,Hu;k, is sampled from the Gamma distribu-

tion with shape d and scale
Xu;k

d
. Due to the property of

Gamma distributions2, both Av;k and Hu;k share the same
expectationXu;k.

Generating Links. We use ru;v;p to denote the relationship
between u and v on platform p: ru;v;p ¼ 1 if u follows v on p,
and = 0 otherwise. To generate ru;v;p, we first derive the
platform-specific authority vector of v on platform p, Ap

v,
by taking the element-wise product of Av and vector
sðhv;1;p; . . . ; hv;K;pÞ. Similarly, the platform-specific hub vec-
tor of u on platform p, Hp

u, is defined by the element-wise
product of Hu and vector sðhu;1;p; . . . ; hu;K;pÞ. Finally, we
sample ru;v;p from the Bernoulli distribution with mean
fðHpT

u Ap
v; �Þ. Here HpT

u Ap
v is the dot product of Hp

u and Ap
v;

and f is the function to scale it to [0, 1) and is defined below.

fðx; �Þ ¼ 2
1

e��x þ 1
� 1

2

� �
; (1)

where � 2 ð0; 1Þ is an engineering parameter.
The likelihood of forming a following link from u to v is

therefore factorized into u’s topic-specific hub scores, v’s
topic-specific authority scores and their platform preferen-
ces. The likelihood is high when these scores and platform
preferences correlate (i.e., u has high hub in topics that v has
high authority, and both of them have high preference for
the same platform), and is low otherwise.

3.4 Model Learning

Given the prior g, and the parameters a, b, d, s, f, k, and �,
we learn the other parameters inMPHATmodel using maxi-
mum likelihood approach. In other words, we solve the fol-
lowing optimization problem.

fX�; h�; A�; H�; Z�; t�g ¼ arg.maxX;h;A;H;Z;tLðDjCÞ: (2)

In Equation (2), C ¼ fX; h; A;H; Z; t;a;b; d; s;f; k; �; gg
where X represents for the set of Xu for all users fug. h, A
and H are similarly defined. Z represents for the bag of
topics of all posts, while t represents for the set of all topic
word distributions ftkg. Lastly, LðDjCÞ is the likelihood
function of the observed data D (i.e., posts and following
links) given the value of all the parameters.

Similar to LDA-basedmodels, the problem in Equation (2)
is intractable [47]. We therefore make use of Gibbs-EM

1. https://en.wikipedia.org/wiki/Softmax_function 2. https://en.wikipedia.org/wiki/Gamma_distribution
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method [53] for learning in MPHAT model. Specifically, we
first randomly initializeX, h,A,H, and t. We then iteratively
perform the following steps until reaching a convergence or
exceeding a given number of iterations.

� To sample Z while fixing X, h, A, H, and t. The topic
zu;s is sampled according to the following equation.

P ðzu;s ¼ kjuu; tÞ / uu;k �
YNu;s

n¼1

tk;wu;s;n ; (3)

where, again, uu ¼ sðXuÞ
� To optimize X, h, A, H, and t while keeping Z

unchanged. In this step, we make use of the alternat-
ing gradient descent method [54]. That is, we itera-
tively optimize X, h, A, H, or t while fixing all the
others.

3.5 Parallelization

As suggested by Equation (3), the sampling of a post’s topic
is independent from that of all the other posts. Hence, we
can use multiple child processes, each corresponding to a
small set of users, to sample the topics for the users’ posts
simultaneously. Also, in the alternating steps for optimizing
X, we can parallelize the computation as the optimization
of a user’s topic interest vector is independent of that of all
other users’ topic interest vectors. Similarly, we can parallel-
ize the alternating optimization of A,H, h, and t.

In our implementation, in sampling Z, we build a process
pool, and submit a process for sampling topic for posts of 1

N

of the users where N is the pool’s size. In the ideal case, we
can reduce the running time of sampling Z toN times. Simi-
larly, we use process pool to reduce the running time in the
alternating optimization steps.

3.6 Data Sub-Sampling

Like previous factorization and mixed membership models,
the MPHAT model considers both link and non-link rela-
tionships of all pair of users. This makes the overall com-
plexity of the MPHAT model to be OðN2

uÞ where Nu is the
number of users, which is not practical for large scale social
networks. We therefore choose to use a data sub-sampling
method to reduce the computational cost. To do that, for
each user u, we keep all u’s out links (i.e., the links where u
follows other users) and m% of its out non-links (i.e., the
no-links where u does not follows some other users). These
m% non-links are selected from the followees of u’s follow-
ees (i.e., the 2-hops non-existent links). This selection strat-
egy retains only a subset of relationships that carry strong
signal of users’ hub and authority values, while filtering out
the remaining data that may contain noise.

4 EXPERIMENTS ON REAL-WORLD DATASET

Ideally, we should evaluate MPHAT by comparing the
authority and hub users identified by the model with
ground truth authority and hub users. However, it is diffi-
cult to have find ground truth in real-world datasets. For
such datasets, we evaluate MPHAT against some baseline
methods on three tasks: (i) modeling of topics, (ii) users’
platform choice prediction, and (iii) link recommendation.

We first introduce the real-world datasets which we have
collected for our model evaluation. Next, we describe the
experiments conducted and report the results. Finally, we
present several empirical findings on the topics, hub and
authority users learned by theMPHATmodel.

4.1 Dataset

Our model evaluation requires multiple datasets that allow
us to observe user topical interests and preferences. Further-
more, as we are interested in studying authorities and hubs
across online social networks, we require some users to
have accounts on multiple OSNs. Public datasets that satisfy
the above requirements are not available. Thus, we specially
collect two datasets from two popular social networking
platforms that fulfill our requirements, namely Twitter, a
short-text microblogging site, and Instagram, a photo-shar-
ing social media site. Both Twitter and Instagram support
directed relationships among users, which reflect the prefer-
ences of users towards following other authority users. Fur-
thermore, the hub and authority users in the two platforms
may differ with respect to different topics.

For Twitter data, we collected a set of Singapore-based
Twitter users who declared Singapore locations in their
user profiles. These users were identified by an iterative
snowball sampling process starting from a small seed set of
well known Singapore Twitter users followed by traversing
the follow links to other Singapore Twitter users until the
sampling iteration did not get any more new users. From
these users, we obtain a subset of users who are active, i.e.,
have more than 50 directed links, and posted at least 40
tweets between October and December 2016. Subsequently,
we retrieve the posts of these active Twitter users. A similar
approach is used to retrieve the data of active Instagram
users who have more than 50 directed links and posted at
least 10 posts between October and December 2016.

To identify users having accounts on both Twitter and
Instagram among the above active Twitter users, we obtain
a subset of users who mention their Instagram accounts in
their Twitter bio descriptions. If a mentioned Instagram
account is active and do not exist in our subset of active
Instagram users, we retrieve the posts and links of that
account and add it to our Instagram user set. A similar
approach is used to retrieve users who have mentioned
their Twitter accounts in their Instagram bio descriptions.
Table 2 shows the statistics about the collected datasets. In
total, we gathered 5,633 Instagram users and 5,401 Twitter
users. Among the gathered users, 932 pairs of Twitter and
Instagram user accounts are owned by the same users, i.e.,
these users have active accounts on the two OSNs.

4.2 Experiment Setup

We evaluate MPHAT model in three tasks, namely, (i) topic
modeling, (ii) platform choice prediction, and (iii) link rec-
ommendation. The first task focuses on comparing the
topics learned by MPHAT with those learned by other base-
line models. The second task applies MPHAT to predict
users’ platform choices as they publish posts. Finally, the
last task applies MPHAT to the prediction of missing links
in OSNs. Note that three evaluation tasks will be conducted
in the multiple OSNs setting. For example, in the first task,
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we not only model the topics in individual platforms (i.e.,
Twitter and Instagram separately) but also topics across
both OSNs. In the second task, we predict the platform
choices of users who have accounts on multiple OSNs.
Finally in the last task, we train MPHAT with user relation-
ships from multiple OSNs and predict links to users in indi-
vidual platforms.

4.2.1 Baselines

For topic modeling, we compare MPHAT with HAT [14],
LDA [47] and TW LDA [48]. HAT is a generative model
which jointly models the latent topics, users’ topical inter-
ests, hub and authority scores from user posts and relation-
ships found at one OSN only. LDA and TW LDA are two
popular topic models for text documents and Twitter con-
tent respectively.

For platform choice prediction, we compareMPHATwith
MultiPlatform-LDA (MultiLDA) [52] and TW LDA. MultiLDA
learns the user’s platform preferences from their posts.
Although TW LDA does not model platform choices, we
could infer the posts’ platform based on the popular plat-
form choice for the topics learned using TW LDA.

For link recommendation, we compare MPHAT against
several baselines: HAT, HITS, WTFW, and common user
interests learned by LDA and TW LDA. The intuition for
interest-based baselines is that user who share common
interests are likely to follow each other due to homophily
[55]. WTFW models the topic-specific and social relation-
ships among users, while HITS returns the authority and
hub scores of users based on the relationship network
structure.

4.2.2 Parameter Setting

In our experiments, the parameter setting of LDA, TW LDA,
WTFW, andHATmethods are set to the default values as rec-
ommend in their origin. HITS method is parameter free. For
MPHAT methods, we found that the Gibbs-EM algorithm
converges around after 200 alternating iterations, each itera-
tion includes 10 gradient descent steps. Topics’ prior is set to
a symmetric Dirichlet distribution with g ¼ 0:001 as widely
used in previous works. Both shape a and scale k of the
Gamma prior of users’ topical interest Xuk are set to 2 for all
users u and all topics k. This setting makes Xuk’s mean and

standard deviation close to 4 and 3 respectively. That means
Xuk deviates moderately with respect to its mean, hence,
sðXukÞ is moderately but not extremely skewed toward any
topic. This is reasonable as we expect that it is very less likely
that users totally focus on some single topic. Similarly, both
shape b and scale f of the Gamma prior of users’ platform
preference hukp are set to 2 as we do not expect users, who
have account on multiple platforms, to totally focus on some
single platform. Also, the shapes s and d of Gamma priors of
users’ authority and hub are set to 2. This makes the means
of users’ authority Auk and hub Hu;k close to their topical
interest Xu;k. The scaling parameter � is set to 0.01 through
empirical evaluation on a list values.

4.2.3 Evaluation Metrics

Topic Modeling Evaluation. For evaluation on topic modeling,
we compute the likelihood of the training set and perplexity
of the test set when MPHAT and the baselines are applied to
the OSN datasets. The model with higher likelihood and
lower perplexity is considered superior in this task.

Platform Choice Prediction Evaluation. For evaluation on
platform choice prediction, we get the models to predict
users’ platform choices given the content of the test posts.
The platform choice of a test post is predicted byMPHAT by
first assigning the posts topic using the trainedMPHAT, and
then selecting the most probable platform for the assigned
post topic where the most probable platform is determined
by the users topic-specific platform preference distribution.

For TW LDA which does not model platform choices, we
generate the predicted platform choice of a given test post
by first assigning the particular posts topic using the trained
TW LDA, and then returning the most popular platform
choice for the assigned topic according to the training set

Finally, we compute accuracy to measure the accuracy of
platform choice prediction. Accuracy for platform choice
prediction is defined as:

Accuracy ¼ #posts with platform correctly predicted

#posts in all platforms
:

Link Recommendation Evaluation. For evaluation on link rec-
ommendation, we first define the link recommendation task
as recommending new links to user in a given OSN plat-
form, i.e., we want to recommend users other users to fol-
low in a specific OSN platform. Thus, given a user u, we
first rank her predicted following and non-following of a spe-
cific OSN in the test set by some link scores. Then, we rec-
ommend u other users v who are in the specific platform
and are higher on the link scores.

For MPHAT, the link score, scoreMPHATðu; v; pÞ that user u
would follow user v is measured by the likelihood that
ru;v;p ¼ 1 as computed based on the two users’ hub, author-
ity, and platform preference as described in Section 3.3 on
Generating links. Similarly, for HAT, the score, scoreHATðu; vÞ,
is the likelihood that u follows v as computed based on the
two users’ hub and authority learnt by HAT.

For HITS, the score is measured by taking the product of
u’s hub (hu) and v’s authority (av):

scoreHITSðu; vÞ ¼ hu � av: (4)

TABLE 2
Statistics for Instagram and Twitter Datasets

Instagram Twitter

Total users 5,633 (932) 5,401 (932)
Total links 342,719 (22,529) 276,299 (25,379)
Avg Links/user 60 (24) 51 (27)
Max followers 803 (217) 2,048 (421)
Max followings 672 (147) 991 (172)
Min followers 5 (5) 5 (5)
Min following 5 (5) 5 (5)

Total posts 636,593 (121,856) 944,035 (143,317)
Max posts/user 200 (200) 200 (200)
Min posts/user 10 (40) 40 (40)
Avg posts/user 113 (130) 174 (153)

Numbers in () refer to counts that involve users with accounts on both
platforms and the links among these accounts only.
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For LDA, the score is measured by taking the inner prod-
uct of the topical interests uu and uv:

scoreLDA ¼
XK
k¼1

uu;k � uv;k: (5)

The same way is also applied to measure links’ scores in
TW LDA. Lastly, for WTFW, we directly use the link scores
returned by the model.

Finally, we use precision at top k and Mean Reciprocal
Rank (MRR) [56] to measure the accuracy of link recommen-
dation. Precision at top k is defined as:

Preck ¼
P

u2uk jLu \ L0
u;kj

k � jukj ;

where uk is a set of users with at least k positive links, Lu

and L0
u;k are the set of u’s positive links and set of top k pre-

dicted links for u.

4.2.4 Training and Test Datasets

We generate three pairs of training and test datasets which
will be used in our experiments: (i) Instagram, (ii) Twitter
and (iii) combined datasets.

For Instagram datasets, we randomly select 80 percent of
Instagram posts and links from each user who have an
account on Instagram to form the training set and use the
remaining posts and links as the test set. A similar process
is applied to generate the Twitter training and test dataset.
The Instagram and Twitter datasets are used to conduct
single platform link recommendation experiments.

For the combined datasets, we randomly select 80 percent
of platform-specific posts and links from each user to form
the training set and use the remaining posts and links as the
test set. When combining the two platforms, the users who
have accounts on both Twitter and Instagram will be unified
into a single user identity. The combined datasets are used to
conduct multiple OSNs setting experiments in the three
evaluation tasks, i.e., topic modeling, platform choice pre-
diction and link recommendation.

4.3 Evaluation on Topic Modeling

We evaluate the topic modeling of MPHAT and the base-
lines on three datasets mentioned in Section 4.2.4. Fig. 2
shows the likelihood and perplexity achieved by MPHAT,
HAT, LDA and TW LDA. As expected, the larger the number
of topics, the higher likelihood and lower perplexity are
archived by all models. The quantum of improvement,
however, reduces as the number of topics increases.

Fig. 2 also shows that MPHAT outperforms LDA, and is
comparable to HAT and TW LDA in the topic modeling
task. This result supports the insights from previous work
which suggested that standard LDA does not work well for
short social media text as both Instagram photo captions
and Twitter tweets are much shorter than normal docu-
ments [48]. A possible explanation for the similar results
achieved by MPHAT, HAT and TW LDA can be due to the
three models assuming that each post has only one topic.

Interestingly, we also observe that MPHAT, HAT and
TW LDA have outperformed LDAmore in Twitter than Insta-
gram. A possible explanation can again be attributed the dif-
ferent length of the post in different OSNs; Twitter tweets as
shorter with a 140 character limit, while Instagram photo
captions are longer with no limitation in length imposed.

4.4 Evaluation on Platform Choice Prediction

We next evaluate MPHAT and and the baselines in a plat-
form choice prediction task using the combined dataset. The
task predicts the platforms to be used for posts from users
with accounts on both Instagram and Twitter. Fig. 3 shows
the accuracy ofMPHAT,MultiLDA and TW LDA for each plat-
form with number of topics varying from 12 to 20. We
observe that MPHAT and MultiLDA outperforms TW LDA
by about 35 percent in this prediction task. The figure also
shows that the prediction results do not change significantly
for different number of topics.

We also observe that MultiLDA outperforms MPHAT by a
very small margin. A possible reason for this observation
could be due to the noise introduced by the user

Fig. 2. Likelihood and perplexity of topics modeled in Instagram, Twitter,
and combined datasets.

Fig. 3. Accuracy of platform choice prediction at various number of
topics.
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relationships; MultiLDA learns the users’ platform prefer-
ence from their posts, while MPHAT considers both users’
posts and relationships when learning the users’ platform
preference. Some users, albeit few, might form a lot of rela-
tionships in Twitter but they seldom tweet, and this could
leadMPHAT to infer that the user has stronger preference in
Twitter.

4.5 Evaluation on Link Recommendation

In link recommendation experiments, we consider all links
in test datasets as positive instances, and in principle, all the
non-existent links as negative instances. Nevertheless, due
to the sparsity of OSNs, the number of possible non-links is
enormous. Thus, we limit the negative instances to all the
nodes which are 2-hops away from the source node of each
positive link, which is about 100 times the number of posi-
tive instances. The evaluation on link recommendation are
conducted in two settings: (i) multiple platforms and (ii) single
platform link recommendation.

In the multiple platforms link recommendation setting,
we train MPHAT and the baseline models on the combined
training dataset and perform link recommendation in indi-
vidual OSNs separately using the combined test dataset. This
experiment aims to evaluate the models when recommend-
ing links in multiple OSNs. To further analyze the model
effectiveness, we will present the recommendation results
involving (a) all types of links and (b) links among users
who have accounts on both platforms (i.e., MP Links) using
the combined test dataset.

In single platform link recommendation setting, the mod-
els are trained on a single OSN training dataset, say Insta-
gram training dataset, and the link recommendation is
performed on the same single OSN test dataset, i.e., Insta-
gram test dataset. The purpose of this experiment setting is
to evaluate MPHAT’s ability in single platform link recom-
mendation compared with other single platform methods
even thoughMPHAT is designed for multiple OSN setting.

4.5.1 Multiple Platforms Link Recommendation

Table 3 shows the multiple platforms link recommendation
results for Instagram and Twitter. Note that for MPHAT and

the topic-specific baselines, i.e., HAT, WTFW, LDA and
TW LDA, the number of topics learned is set to 18 as beyond
which, the quantum of improvement on topic likelihood
and perplexity are significantly reduced (see Section 4.3).

We observe that MPHAT outperforms all baselines in
both precision at top k and MRR for both Instagram and Twit-
ter. When measured by MRR, MPHAT significantly outper-
forms HITS by more than 50 and 60 percent in Instagram
and Twitter respectively. This suggests that the topical con-
text is important in link recommendation. MPHAT also
improves the MRR of the common user interests baselines
by more than two-fold. This also suggests the importance of
network information in link recommendation.

Considering both OSNs, MPHAT and HAT also outper-
form WTFW by more than 10 percent in MRR. Interestingly,
this demonstrates the importance of hub when modeling
topical links; WTFW models susceptibility as users who are
interested in a particular topic, while MPHAT and HAT
model hub as users who are not only interested in a topic
but follow users who are also authority users in that topic.
Finally, when measured by MRR,MPHAT outperforms HAT
by more than 25 and 10 percent in Instagram and Twitter
respectively. This demonstrates MPHAT’s superiority over
HAT in recommending links in multiple OSNs setting.

Table 4 shows the results for links among users who have
accounts on both platforms. We observe that MPHAT has
significant improvement over HAT for both all links and MP
links. In particular, MPHAT observes 25 percent improve-
ment by MRR over HAT for all links recommendation in
both Instagram and Twitter. This could be attributed to
MPHAT model design, which considers the users’ platform
preferences. For example, when user u, who has accounts
on both Instagram and Twitter, is an authority for a specific
topic k, HAT will recommend other Instagram and Twitter
users who are hub for topic k to follow u. However, suppose
u is actually more active in Instagram. She is more likely to
be an authority for topic k in Instagram only.MPHAT, which
models u’s platform preferences, would instead recommend
only Instagram users who are hub for topic k to follow u.

We also note that the MRRs for Instagram and Twitter
MP links are lower than all links recommendation for both
models. We examined the learned model parameters and

TABLE 3
Multiple Platform Instagram and Twitter Link Recommendations

Method P@1 P@2 P@3 P@4 P@5 MRR

Instagram

LDA 0.017 0.017 0.018 0.019 0.020 0.065
TW LDA 0.015 0.017 0.017 0.017 0.018 0.059
HITS 0.069 0.065 0.057 0.051 0.050 0.135
WTFW 0.086 0.070 0.058 0.052 0.048 0.141
HAT 0.087 0.078 0.073 0.067 0.064 0.160
MPHAT 0.114 0.104 0.097 0.090 0.086 0.200

Twitter

LDA 0.020 0.019 0.019 0.018 0.017 0.067
TW LDA 0.017 0.017 0.018 0.019 0.019 0.067
HITS 0.100 0.094 0.084 0.078 0.076 0.203
WTFW 0.152 0.125 0.109 0.100 0.093 0.261
HAT 0.196 0.163 0.144 0.129 0.117 0.305
MPHAT 0.226 0.182 0.156 0.141 0.130 0.337

TABLE 4
Stratified Instagram and Twitter Link Recommendations

Method P@1 P@2 P@3 P@4 P@5 MRR

Instagram

HAT (All) 0.087 0.078 0.073 0.067 0.064 0.160
MPHAT (All)) 0.114 0.104 0.097 0.090 0.086 0.200
%Improvement 31% 31% 32% 33% 33% 25%
HAT (MP) 0.032 0.035 0.037 0.038 0.040 0.096
MPHAT (MP) 0.047 0.065 0.066 0.066 0.063 0.152
%Improvement 43% 84% 77% 72% 57% 59%

Twitter

HAT (All) 0.196 0.163 0.144 0.129 0.117 0.305
MPHAT (All)) 0.226 0.182 0.156 0.141 0.130 0.337
%Improvement 15% 11% 8% 9% 11% 10%
HAT (MP) 0.050 0.057 0.056 0.055 0.052 0.126
MPHAT (MP) 0.073 0.075 0.070 0.062 0.059 0.161
%Improvement 46% 29% 24% 12% 12% 28%
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found that most of the users who have accounts on both
OSNs are topical authorities but not strong hubs. On aver-
age, 48.91 percent of the top 100 authority users across
the 18 topics are users on both OSNs. Conversely, only
19.91 percent of the top 100 hub users across the 18 topics
are users on both OSNs. These characteristics of the users
on both OSNs make it harder to recommend MP links to
these users because most of them they are authorities and
they have less propensity to follow other authorities.

4.5.2 Single Platform Link Recommendation

Table 5 shows the single platform link recommendation
results for Instagram and Twitter. Note that for topic-specific
models, the number of topics learned in the training phase is
set to 8 and 10 for Instagram and Twitter respectively.

Similar to link recommendation in multiple platform set-
ting, we observe that MPHAT outperforms all baselines
measured by both precision at top k and MRR for both Insta-
gram and Twitter. This shows thatMPHAT can also perform
well in single platform link recommendation.

We also note that MPHAT outperforms HAT by a small
margin. A possible reason could be due to the learning of
the models. HAT learns the users’ topical interests using
projection gradient descent and this constraint might result
in trapping the learned parameter in a local optimal.
MPHAT, on the other hand, does not have this constraint as
it generates the users’ topical interests by applying Softmax
function on the learned unconstrained user latent factor.

Interestingly, we also observe that the MRR of single plat-
form link recommendation is higher for most models than

that of multiple platform link recommendation. A possible
explanation could be the additional noise introduced when
we combined the Instagram and Twitter datasets to form the
combined dataset. For example, when recommending Insta-
gram links in the test dataset, we train the models using the
Twitter and Instagram links in the combined training dataset.
The additional Twitter links might be noise in modeling
influence of Instagram users, thusmaking the Instagram link
recommendation task more difficult for multiple platforms.
The effect of this additional cross-platform noise is further
discussed in an empirical analysis in Section 4.6.2.

4.6 Empirical Analysis

In this section, we first examine the topic-specific platform
preferences of users learned by the MPHAT model. Next,
we empirically compare the authority and hub users
learned by HITS, HAT, and MPHAT. Note that the analysis
is conducted on the combined dataset.

4.6.1 Topic-Specific Platform Preferences

Other than the users’ topical interests, authorities and hubs,
MPHAT also learns the topical platform preferences of users
onmultiple platforms. Here, we showcase the platform pref-
erence of users on Instagram and Twitter. Fig. 4 shows the
distributions of platform preferences of users with accounts
on multiple OSNs for four selected sample topics, namely,
“sports”, “current affairs”, “beauty” and “gourmet”.

Generally, we observe that most of the users have 0.5
platform preference across multiple topics. This is due to
the users not publishing any posts related to those topics; in
such situation the default platform preferences becomes
1=P when P is the number of platforms. More interestingly,
we also observe that the distribution of platform preferences
differs across the four topics. This observation supports pre-
vious research work [52] that suggests that users have dif-
ferent platform preferences for different topics. For
example, for the topics on “sports” and “current affairs”,
the right-leaning bar charts of users’ platform preference for
Twitter suggest that the users on multiple platforms prefer
to generate their “sports” and “current affairs” content in
Twitter, and also link to other Twitter users who have dis-
played interests on the two topics.

The study on users’ topical platform preference also has
implications for users’ topical authority and hub values.
Suppose that “sports” is a popular topic on Twitter and a
user, u, who has accounts on both Twitter and Instagram, is
identified as a “sports” authority, it is likely that u also has a
stronger platform preference for Twitter on “sports” topic.

TABLE 5
Single Platform Instagram and Twitter Link Recommendations

Method P@1 P@2 P@3 P@4 P@5 MRR

Instagram

LDA 0.018 0.019 0.019 0.019 0.019 0.062
TW LDA 0.020 0.018 0.017 0.017 0.017 0.059
HITS 0.078 0.070 0.063 0.057 0.054 0.145
WTFW 0.099 0.082 0.071 0.064 0.059 0.167
HAT 0.103 0.092 0.086 0.081 0.078 0.182
MPHAT 0.123 0.113 0.106 0.100 0.097 0.211

Twitter

LDA 0.017 0.017 0.018 0.019 0.019 0.067
TW LDA 0.024 0.025 0.025 0.024 0.023 0.080
HITS 0.055 0.066 0.064 0.064 0.065 0.169
WTFW 0.169 0.146 0.132 0.123 0.115 0.296
HAT 0.220 0.166 0.144 0.130 0.120 0.319
MPHAT 0.220 0.182 0.159 0.146 0.135 0.335

Fig. 4. Distributions of platform preferences for sports, current affairs, beauty, and gourmet topics.
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This is because most of the sports-loving users and hubs
who follow u are likely to be from Twitter. Note that u may
also have other Instagram followers. However, these Insta-
gram followers may not contribute much in determining
the u’s authority in “sports” topic because majority of the
“sports” topical hubs that link to u are in Twitter. Another
empirical example on topical platform preference’s effects
on topical authority and hub is discussed in Section 4.6.2.

4.6.2 Hub and Authority Users

Table 6 shows samples of the authority and hub users
learned by HITS, HAT and MPHAT. HITS basically deter-
mines the authority and hub users strictly by the network
structures. Thus, the top authority and hub users identified
by HITS are popular Twitter and Instagram users with
many followers. On the other hand, MPHAT and HAT are
able to identify authority and hub users for specific topics.
For example, for the “sports” topic, MPHAT was able to
identify popular football clubs and news media and a sports

blogger as top authority users. These users often post
sports-related content and are followed by many users
interested in sports. Similarly, the top sports topic hub users
identified byMPHAT are also sports bloggers and fan group
who have followed the sports topic authority users. Similar
observations are made in HAT.

Interestingly, we also observe the topic-specific authority
and hub users identified by MPHAT different from those
that are identified by HAT. Particularly for the topic on
“beauty”, MPHAT have identified popular lifestyle bloggers
who have accounts on both Instagram and Twitter as
authority users, while HAT identified cosmetics brands and
lifestyle bloggers who only have Instagram accounts as
authorities. A possible reason for the difference could be the
additional cross-platform noise in modeling influence of
users with accounts on multiple OSNs, which we have
briefly discussed in Section 4.5.2.

To investigate this further, we first examine the top 100
hub users for the topic on “beauty” and found that they all

TABLE 6
A Sample of Authority and Hub Users in Combined Dataset Learned by HITS, HAT, and MPHAT

Topic Top 10 Keywords Top 5 Authority Users Top 5 Hub Users

HITS

- - C@xiaxue, T@blxcknicotine,
C@naomineo_ (lifestyle blogger),
C@benjaminkheng, C@toshrock
(celebrity)

T@blxcknicotine, C@naomineo_
(lifestyle blogger),
C@benjaminkheng, C@flyirene
(celebrity), T@herbertrsim
(businessman)

HAT

Beauty beauty, makeup, skincare,
treatment, clozette, collection,
lip, foundation, facial, lipstick

I@sephorasg, I@laneigesg
(cosmetics brand),
I@benefitcosmeticssg (lifestyle
blogger), I@beautifulbuns_sg
(fashion magazine),
I@thewowoshop (cosmetics
ecommerce)

I@sephorasg,
I@etudehousesingapore,
I@laneigesg (cosmetics brand),
I@benefitcosmeticssg (lifestyle
blogger), I@a_must_shop
(cosmetic ecommerce)

Sports game, team, united, arsenal,
manutd, league, fans, football,
goal, footy_jokes

T@lfc, T@arsenal (football club),
T@ufc (sports news media),
T@futballtweets, T@empireofthekop
(sports blogger)

T@redsports, T@empireofthekop,
T@futballtweets, T@coutinhoflair,
T@theredcardtv (sport blogger)

Current Affairs business, marketing, digital,
trump, tech, ai, data, china,
fintech, startup

C@stcom, T@channelnewsasia
(news media), T@mrbrown (satire
blogger), T@eskimon
(businessman), T@govsingapore
(government)

T@wtfsg (satire blogger),
T@eskimon, T@herbertrsim,
T@alansoon (business),
T@robinhicks_ (editor)

MPHAT

Beauty beauty, makeup, skincare,
treatment, natural, facial, oil,
lip, foundation, clozette

C@jamietyj, C@bongqiuqiu,
C@bellywellyjelly, C@Xiaxue,
C@xchubbykitty (lifestyle blogger)

I@ilrpsg (skin-care brand),
C@william82sg, C@JoannaLHS,
I@makeupforeversg,
I@benefitcosmeticssg (lifestyle
blogger)

Sports arsenal, game, manutd, team,
league, football, united, goal,
mufc, liverpool

C@stcom, T@channelnewsasia
(news media), T@lfc , T@arsenal
(football club), T@redsports (sport
blogger)

T@alb_s_fc (football club),
T@redsports, T@footbalifact,
T@futballtweets (sport blogger),
T@theutdreview (fan group)

Current Affairs business, marketing, digital,
trump, tech, ai, data, china,
fintech, startup

C@stcom (news media), T@eskimon
(businessman), T@mrbrown (satire
blogger), C@papsingapore (political
party), T@govsingapore
(government)

C@pinkdotsg (social group),
T@alansoon, C@skinnylatte,
T@mrscotteddy,
C@mediumshawn (businessman)

I@, T@ and C@ denotes Instagram, Twitter, and multiple OSNs users, respectively.
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have accounts on Instagram. This suggests that “beauty” is
a popular topic in Instagram and the authority users fol-
lowed by these hub users should also have an account in
Instagram. Many of these top 100 hub users follow the top 5
“beauty” authority users identified by HAT andMPHAT.

However, HAT has given lower authority scores to the
users who have accounts on multiple OSNs because they
are also followed by other non-hub users in Twitter, i.e.,
noise from the links in other OSNs are introduced in HAT’s
modeling of the users’ topical authority. MPHAT mitigates
these noise by considering the topical platform preferences
of users on multiple OSNs when learning their topical
authority and hub scores from the users’ links in multiple
platforms. We examined the topical platform preferences of
the top 5 “beauty” topic authority users identified by
MPHAT and found that these authority users have an aver-
age 0.62 platform preferences score for Instagram, i.e., they
have a stronger preference for the Instagram platform on
the “beauty” topic. MPHAT weighs the “beauty” topical
authority scores of these users by their platform preferences
for Instagram, and reduces the effect of the noise among the
links from Twitter.

4.7 Efficiency of Parallel Implementation

We now examine the efficiency of the parallel implementa-
tion of the learning algorithm in MPHAT as presented in
Section 3.5. Fig. 5 shows the running time of a full iteration
of the algorithm when the number of parallel processes is
varied from 1 to 20. The figure clearly shows that, as we
expected, the running time drop dramatically when the
number of parallel processes starts increasing. This shows
the efficacy of our parallel implementation. It is also
expected that the running time does not decrease signifi-
cantly after a certain number of processes due to trade off
between the actual computing time and the additional time
spent for managing the process pool.

4.8 Data Sub-Sampling Analysis

In Section 3.6, we discussed a data sub-sampling method
used to reduce computation cost of HAT and MPHAT. We
now empirically examine the effect on link recommendation
of the data sub-sampling method. Note that the experiments
are conducted in the multiple platforms link recommendation
setting described in Section 4.5.

Fig. 6 shows the HAT and MPHAT’s MRR for Instagram
and Twitter link recommendation with various percentage
of non-link sampled. The link recommendation results are
observed to be consistent even when we increase the

percentage of non-links sampled for training as the data sub-
sampling process is not random but bias to more informative
non-links (i.e., followees of users’ followees). Thus, the addi-
tional less informative non-links would not improve the link
recommendation performance significantly.

5 EXPERIMENTS ON SYNTHETIC DATASETS

We now evaluate the accuracy of MPHAT in recovering
topics and users’ authority and hub specific to topics. We
also examine how MPHAT behaves in different data set-
tings. To do so, we need the access to the ground truth value
of those variables, which is however not available in any
real dataset. We therefore address this shortcoming by gen-
erating synthetic datasets for conducting the experimental
evaluations.

5.1 Synthetic Data Generation

We employ the following steps to generate a dataset with N
users on P platforms, whose posts covering K topics and
using a vocabulary withW words.

Generating users’ Topical Interest. Given K topics, for each
user u, we randomly choose 10 percent of topics to be ones
that u is interested in. That is, the topical interest vector of u,
Xg

u, is randomly generated such that the distribution
SoftmaxðXg

uÞ (i.e., applying Softmax function on Xg
u) mostly

skews on u’s interested topics. Also, fXg
ugu are also normal-

ized across users such that: if users u and v are interested
topics ki and kj respectively thenXg

u;ki
is similarly as large as

Xg
v;kj

, and they are bothmuch larger than otherXg
w;kl

for users
w not interested in topics kl. This normalization does not
affect SoftmaxðXg

uÞ but creates clear and distinctive users’
topical interest for more accurate comparison among
models.

Generating users’ Platform Preference. Given P platforms,
as suggested by observations from real datasets used in the
Section 4, we randomly choose a large subset of users, says
70 percent, to have accounts on only a single platform, and
the remaining users have accounts on all P platforms. For
each user u having account on only a single platform, says
p, her platform preference vector v

g
u;k is generated with

Softmaxðvg
u;kÞ totally focused on the p-th element for any

topic k. Otherwise, u has accounts on multiple platforms
and v

g
u;k is defined to have either (i) Softmaxðvu;kÞ return

uniform distribution of platforms u has accounts on, or (ii)
Softmaxðvg

u;kÞ return a distribution that skews 90 percent
on a certain platform. We generate two synthetic datasets
with all the users on multiple platforms either adopting uni-
form or skewed platform preference distributions. The two

Fig. 5. Running time of HAT and MPHAT with various number of
processes. Fig. 6. MRR for Instagram and Twitter link recommendation with various

percentage of non-link sampled.
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synthetic datasets help to evaluate the models more
comprehensively.

Generating users’ Hub and Authority. For each topic k, we
randomly choose a small proportion, says q, of users inter-
ested in k (refer to the previous step for generating users’
topical interest) to be authority users of topic k. Similarly, q
of users interested in k are randomly chosen to be hub users
of topic k. As q becomes sufficiently larger, the users who
are both authority and hub will increase. If v is among the
authority users of k, her authority score Ag

v;k is set to Xg
v;k

plus a small perturbation m, (m > 0). Otherwise, Ag
v;k is set

to be much smaller than Xg
v;k. Similarly, the hub score Hg

u;k

of user u on topic k is set in the same way. As users’ topical
interest Xg

�;k’s are normalized, Ag
v;ki

is similarly as large

as Ag
u;kj

if v and u are authoritative on topics ki and kj

respectively. The same observations are held for users’ hub
scores. These result in a clear separation between authority
(or hub) users and non-authority (or non-hub) users in the
synthetic datasets. Such a separation helps to evaluate the
models more accurately.

Generating Topics’ Word Distribution. Given W words in
vocabulary, for each of K topics, its word distribution is
randomly generated such that the distribution skews on 10
percent of the words. Again, this skewness is to create clear
and distinctive topics.

Generating the Posts and Relationships. For each user u, we
generate a random number between Tmin and Tmax of posts,
and for each u’s post a random number between Lmin and
Lmax of words. The posts’ topic, words and following links
are generated similar to the generative process described in
Section 3.3.

5.2 Experiment Setup

We generate the synthetic datasets with N ¼ 1000 users,
K ¼ 10 topics, and the number platforms P is varied from 2
to 6. We set the authority and hub perturbation m to 0.1, and
set Tmin and Tmax for post generation to be 100 and 200
respectively. For each topic k, 10 percent of the users who
are interested in topic k are also randomly selected as the
topical hub and authorities. For each setting, we generate
two datasets: the skewed dataset and the uniform dataset. In
the skewed dataset, users show platform preference to gen-
erate posts and relationships (i.e., their platform preference
distribution are skewed) while the uniform dataset has
users not having any platform preference.

In this section, we compare MPHAT against HAT only,
the best performing baseline method on our real datasets.
For training MPHAT and HAT models, we adopt the param-
eter settings described in Section 4.2.2.

We first evaluate the twomodels in recovering the topics by
comparing their learned topics with ground truth topics. That

is, we find the best matching betweenK learned topics andK
ground truth topics such that the total distance of the K pairs
is minimized. Here the distance between a pair of topics is the
euclidean distance between their word distributions. A small
total distance betweenmatching topics is desired.

To evaluate MPHAT and HAT’s accuracy in identifying
topical hub and authority users, we rank users by the model
computed hub and authority scores for each topic, and com-
pare the top 10 percent users in the ranked lists with the
ground truth topical hub and authority users. We measure
the model’s precision by PrecAuth@10% ¼ jtp\tgj

jtp j for each

topic k, where tp is the set of top 10 percent authorities pre-
dicted by the model and tg is the set of authorities in the
ground truth. The precision in recovering ground truth topi-
cal hubs, PrecHub@10%, is defined in a similar manner.

5.3 Performance in Ground Truth Topic Recovery

Fig. 7 shows the mean and standard deviation of euclidean
distance over K groud truth topics and their matching
topics learned byHAT and MPHAT on uniform datasets. We
observed that the mean distance is consistently small across
different number of platforms: the mean stays below 0:0025
for both MPHAT and HAT. This suggests that both models
have learned the topics well, which is important for identi-
fying the ground truth topic-specific hubs and authorities.
Similar observations are made when applied HAT and
MPHAT on the skewed datasets, implying the effectiveness
and robustness of the models in recovering topics.

5.4 Performance in Ground Truth Hubs and
Authorities Recovery

Fig. 8 shows the accuracy of MPHAT and HAT in recovering
ground truth hubs and authorities - as measured by
PrecAuth@10% and PrecHub@10% - on uniform and skewed
datasets involving 2 to 6 platforms. From the figure, we
observe that both MPHAT and HAT performs well in identi-
fying topical hub and authority users in the uniform dataset,
while MPHAT outperforms HAT in the skewed dataset. The
results are reasonable as HAT is designed to identify topical

Fig. 7. Distances between learned and ground truth topics on uniform
datasets.

Fig. 8. PrecAuth@10% and PrecHub@10% on uniform datasets.
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hubs and authorities in a single platform setting, and is thus
able to perform well in the uniform dataset. It however
yields poor results for skewed dataset; as the number of plat-
form increases, HAT’s performance deteriorates further. On
the other hand,MPHAT performs very well in both data set-
tings. MPHAT learns the users’ topical platform preference
and is thus able to perform well in identifying the topical
hubs an authorities in both synthetic datasets. We have also
varied q% in {10%, 20%, . . . , 50% } and generated synthetic
datasets and conducted the same experiments with each
value of q. These experiments returned results that are con-
sistently similar to ones shown in Fig. 8. These results con-
clude that MPHAT significantly outperforms HAT in
recovering ground truth hubs and authorities.

6 CONCLUSION

In this paper, we have proposed a novel generative model
calledMultiple PlatformHub and Authority Topic (MPHAT)
model, which jointly models user’s topic-specific hubs,
authorities, interests and platform preferences. We evalu-
ated MPHAT using synthetic and real-world datasets and
benchmarked against the state-of-the-art. Our experiments
on Twitter and Instagram datasets show that our proposed
MPHAT outperforms LDA and achieves comparable results
as TW LDA in topic modeling. On platform prediction,
MPHAT outperforms the TW LDA baseline method and is
able to predict which platform a user would publish his or
her posts with reasonable accuracy. On link recommenda-
tion, MPHAT outperforms the baseline methods in MRR by
at least 10 percent. We have empirically shown that MPHAT
is able to identify hub and authority users within and across
Twitter and Instagram for different topics. Our experiments
on synthetic datasets also show that our proposed model
outperforms baseline method in identifying hub and author-
ity users in multiple OSNs setting. For future works, we
would like extend our model to include non-topical relation-
ship among users. Currently, our model assumes that all
links among users are topical although a user may follow
each other for social reasons (e.g., they are friends).
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