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ABSTRACT

Truth Discovery (TD) is to infer truthful information by
estimating the reliability of users in crowdsensing systems.
To protect data privacy, many Privacy-Preserving Truth Dis-
covery (PPTD) approaches have been proposed. However,
all existing PPTD solutions do not consider a fundamental
issue of trust. That is, if the data aggregator (e.g., the cloud
server) is not trustworthy, how can an entity be convinced
that the data aggregator has correctly performed the PPTD?
A “lazy” cloud server may partially follow the deployed pro-
tocols to save its computing and communication resources,
or worse, maliciously forge the results for some shady deal-
s. In this paper, we propose V-PATD, the first Verifiable
and Privacy-Aware Truth Discovery protocol in crowdsens-
ing systems. In V-PATD, a publicly verifiable approach is
designed enabling any entity to verify the correctness of ag-
gregated results returned from the server. Since most of the
computation burdens are carried by the cloud server, our
verification approach is efficient and scalable. Moreover, users’
data is perturbed with the principles of local differential pri-
vacy. Security analysis shows that the proposed perturbation
mechanism guarantees a high aggregation accuracy even if
large noises are added. Compared to existing solutions, ex-
tensive experiments conducted on real crowdsensing systems
demonstrate the superior performance of V-PATD in terms
of accuracy, computation and communication overheads.
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1 INTRODUCTION

The rapid growth in the number of mobile devices has made
crowdsensing system a popular data collection paradigm [10,
32], where the cloud server can pay to assign data collection
tasks to a group of mobile users, and ask them to upload the
sensory data (such as road conditions and air indicators) that
they have recorded using the various sensors embedded in
mobile devices. Such crowdsensing systems have been widely
applied in healthcare, smart transportation, and many others.

Although users’ sensory data serves a wide range of data-
driven applications, there still exists an unresolved challenge
of extracting truthful data from noise-filled, heterogeneous,
large-scale data generated from various mobile devices [33]. In
reality, the uncontrollable crowdsensing environments always
result in the uneven quality of the collected data. Some
users will provide high-quality data while others may upload
incorrect data due to hardware issues or environmental noise.
In this context, traditional data truth inference methods, such
as averaging and voting, may fail to work as they typically
assume that all users are equal in reliability (i.e., weight).
Truth Discovery (TD) [13, 17, 21] overcomes this problem,
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which aims to find truthful information among conflicting
data based on each user’s weight. In general, existing TD
algorithms obey the following two principles: (1) If a data
item provided by a user is closer to the aggregated result,
this user will be assigned a higher weight. (2) If a user holds
a higher weight, the data of this user will be counted more
in the execution. Based on this, TD algorithms take as input
the users’ sensory data, and then iteratively estimate each
user’s weight to eventually find the optimal aggregated result
(i.e., ground truth).

Undoubtedly, the TD method provides a powerful chan-
nel to find real data in complex crowdsensing environments.
However, it neglects two fundamental problems in real-world
scenarios. i.e., data privacy protection and verifiability of
aggregated results. First of all, users’ data privacy may be
compromised once they upload sensory data to the untrusted
cloud server. For example, sharing personal real-time GPS
information can help with traffic monitoring, navigation and
transportation control, but also increases the risk of expos-
ing user’s location privacy to the public. Aggregating the
healthcare data submitted from various wearable devices can
improve the analysis of the therapeutic effects of new drugs.
However, a malicious server may abuse healthcare data be-
cause it has full access to individual users’ data [30, 35]. On
the other hand, how to verify the correctness of the aggregat-
ed data is another critical issue. In a typical crowdsensing
system, a task requester pays for the server to collect data
and find truthful values through a truth discovery algorithm.
However, a dishonest server may deviate from the aggrega-
tion protocol in order to reduce its computation overhead, or
worse, maliciously forge the results for some shady deals.

To protect data privacy, many PPTD approaches [13, 17,
21] have been proposed and widely applied in diverse field-
s. Miao et al. [21] proposed the first PPTD framework in
crowdsensing systems. It can execute TD procedures in the
ciphertext domain while guaranteeing the confidentiality of
users’ data. Xu et al. [31] designed EPTD, an efficient PPTD
mechanism to solve the problem of privacy leakage during
the truth discovery process. Moreover, EPTD can ensure
that the entire process is smoothly executed even if there
is a certain number of users offline. Recently, Tang et al.
[28] presented a non-interactive PPTD scheme by utilizing
the Yao’s Garbled Circuit (GC) under the two non-colluding
servers assumption. However, these cryptographic primitive-
based techniques always involve expensive cost among mobile
device users, which makes it difficult to achieve low latency
for large-scale data or user sets. Other technologies, such
as data perturbation based on differential privacy [17], is a
feasible approach to protect users’ privacy while preserving
the efficiency. The fly in the ointment is that traditional
centralized differential privacy mechanisms usually require
a trusted server to perform the data perturbation [7, 20],
that is, relying on the server to add pre-calculated noise to
the aggregated results. This contradicts the assumption of
untrusted server setting in many real-life scenarios. Moreover,
to the best of our knowledge, existing solutions do not con-
sider the verifiability of aggregated results returned from the

untrusted cloud server. Therefore, it is critical to propose a
PPTD approach, which can efficiently verify the correctness
of results returned from the server, while protecting each
user’s data privacy.

However, it is challenging to design a satisfactory solution
that meets the above requirements. First, local differential
privacy based technology [18] has been demonstrated as a
potential way to alleviate the above problems. However, com-
pared with centralized differential privacy, it requires each
user adding noise to their local data, which inevitably incurs
larger errors in the aggregated results. Therefore, to reduce
the impact of large noises on the aggregated results, one chal-
lenge that needs to be conquered is to carefully design the
PPTD protocol, so as to achieve the elegant balance between
security and aggregation accuracy. On the other hand, in
TD process, the sensory data collected by the server is often
sourced from multiple users. Besides, the outsourced function
performed by the server changes as the number of users/data
set size changes. As a consequence, the intrinsic nature of the
truth discovery requires that a qualified verifiable algorithm
should satisfy the following characteristics: (1) Verifiability:
the cloud server can provide evidence (proof message) to the
task requester for verifying the correctness of the returned
results. (2) Efficiency: the cost of the task requester to verify
the correctness of the result 𝑅 is significantly less than the
cost of computing 𝑅 locally. (3) Scalability: the verifying time
is independent of the size of the outsourced function’s inputs.
(4) No prefixed functions: the outsourced function does not
require to be fixed, and each user does not need to know
the function before outsourcing data. (5) Public verification:
any entity can verify the correctness of the server’s calcula-
tion results. (6) Support of multiple data sources: the inputs
of the outsourced function can be contributed by multiple
independent users.

To the best of our knowledge, most existing verifiable com-
putation schemes [9, 14, 24, 25, 34] only support verification
with a single data source or fixed outsourced functions, and
hard to keep a small overhead when dealing with large-scale
data and users. Recently, Song et al. [27] proposed the first
publicly verifiable computation of polynomials framework
over outsourced data. The authors claimed that their verifi-
able approach satisfied the above characteristics. Regrettably,
Wang et al. [29] showed that a core building block of their
protocol allows an adversary to forge the signatures on the
outsourced data, so as to invalidate the security of the proto-
col. Therefore, it is also challenging to propose a light-weight
verifiable approach which is highly supportive for verifying
the correctness of results generated in TD process.

To address the above challenges, in this paper, we propose
V-PATD, the first verifiable and privacy-aware truth discovery
protocol in crowdsensing systems. We first perturb each user’s
sensory data independently under the definition of local
differential privacy. Then, we design a publicly verifiable
approach to enable any entity to verify the correctness of
aggregated results returned from the server. In summary, the
contributions of our V-PATD can be summarized as follows:
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∙ We propose a novel perturbation scheme to protect
the user’s data privacy based on local differential pri-
vacy. By fully considering the characteristics of truth
discovery, we demonstrate the ability of the proposed
mechanism guaranteeing high aggregation accuracy
even if large noise is added.
∙ We propose a publicly verifiable approach in the privacy-
preserving truth discovery process. Our solution is the
first approach meeting the requirements of publicly
verifiable, low cost, support for non-fixed outsourced
functions and multiple data contributors.
∙ We conduct extensive analysis to show that our V-
PATD has high security and data utility. Besides, ex-
tensive experiments conducted on real-world data also
demonstrate the high performance of V-PATD in terms
of aggregated accuracy, computation and communica-
tion overheads.

The remainder of this paper is organized as follows. In
Section 2, we describe the background and problem statement.
In Section 3, we review some important concepts used in this
paper. Then we present the technical details of our V-PATD
in Section 4. Security analysis and performance evaluation
are shown in Section 5 and Section 6. Finally, we introduce
the related works in Section 7 and conclude the paper in
Section 8.

2 PROBLEM STATEMENT

2.1 System Model

�

� 

� 

� 

Figure 1: System Model

As shown in Figure 1, the system model in our scenario
consists of three generic entities: users, a task requester and
a cloud server. Specifically, the task requester first submits
its truth discovery request (such as air quality monitoring
and healthcare data collection) to the cloud server. Then,
the cloud server assigns data collection tasks to a group
of users with mobile devices, and asks them to upload the
sensory data recorded through the various sensors embedded
in mobile devices. In order to find the truthful data, the

server performs the truth discovery algorithm on the cloud
and returns the final aggregated result to the task requester.

2.2 Threat Model and Security and
Privacy Requirements

Based on the system model, there are two potential security
and privacy threats in the truth discovery process. One is
that by exploiting the weaknesses in the truth discovery
process, the server and certain users may violate the data
privacy of honest users. The other is that the server may
return incorrect aggregated results to the task requester for
some improper benefits. In our V-PATD, we assume that
the task requester is trustworthy and will not collude with
any entity. All users are considered to be honest-but-curious
[16, 26], which means that every user will honestly upload
its local sensory data required by the server, however, it
may also try to compromise other users’ data privacy by
utilizing the mastered prior knowledge. The cloud server is
considered to be dishonest and may compromise our V-PATD
model. Specifically, we consider the following attacks launched
by the server: 1○The cloud server can exploit the potential
vulnerabilities in the network and the service interface to infer
the privacy of sensory data submitted by users. 2○The cloud
server may corrupt the sensory data uploaded by each user,
thereby breaking the correctness of aggregated results and
gaining additional user’s data privacy. 3○The cloud server may
launch data integrity attacks by compromising the agreed
computing protocol or maliciously forging the aggregated
results.

Under the above threat model, we formulate the security
and privacy requirements as follows.

∙ Protect the integrity of aggregated result : As explained
above, the cloud server is fully capable of modifying the
aggregated results to deceive the task requester. The
goal of our proposed model is to verify the integrity of
aggregated results in an efficient manner.
∙ Privacy protection of user’s sensory data: User-uploaded
sensory data may contain certain sensitive information
such as healthcare, location and credit. Consider the
user’s personal privacy, all user’s sensory data should
be protected from being disclosed to other parties (such
as the server and malicious users).

3 PRELIMINARIES

3.1 Truth Discovery

The goal of truth discovery is to find truthful information
among conflicting data based on each user’s weight. Various
truth discovery approaches [13, 17, 21] have been proposed
for different scenarios. In this paper, we adopt the truth dis-
covery algorithm designed by Li et al. [15] due to its superior
aggregated accuracy and efficiency in crowdsensing systems.
In general, a truth discovery algorithm can be divided into
two interactive parts: Weight Update and Truth Update.

Specifically, assume that there are a total of ℳ distinc-
tive objects observed by 𝒩 users (each user is denoted as
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𝑛, 𝑛 = (1, 2, · · · 𝒩 )). We use the symbol 𝑥𝑚
𝑛 to represent the

recorded sensory data of the 𝑛-th user for the 𝑚-th object.
Similarly, the aggregated result (i.e., ground truth) of object
𝑚 is denoted as 𝑥𝑚

* .
Weight Update: Given 𝑥𝑚

* , each user’s weight 𝑤𝑛 can
be updated as below.

𝑤𝑛 = f

(︃ ℳ∑︁
𝑚=1

𝑑𝑖𝑠𝑡 (𝑥
𝑚
𝑛 , 𝑥𝑚

* )

)︃
(1)

𝑓 is a monotonically decreasing function, and 𝑑𝑖𝑠𝑡(𝑥
𝑚
𝑛 , 𝑥𝑚

* ) is
the distance function for measuring the distance between 𝑥𝑚

𝑛

and 𝑥𝑚
* . Usually, 𝑑𝑖𝑠𝑡(𝑥

𝑚
𝑛 , 𝑥𝑚

* ) is computed as 𝑑𝑖𝑠𝑡(𝑥
𝑚
𝑛 , 𝑥𝑚

* ) =
(𝑥𝑚

𝑛 − 𝑥𝑚
* )

2. Based on the definition of 𝑓 in [15], the above
formula can be expanded as follows.

𝑤𝑛 = log

(︃∑︀𝒩
𝑛′=1

∑︀ℳ
𝑚=1 𝑑𝑖𝑠𝑡(𝑥

𝑚
𝑛′ , 𝑥

𝑚
* )∑︀ℳ

𝑚=1 𝑑𝑖𝑠𝑡(𝑥
𝑚
𝑛 , 𝑥𝑚

* )

)︃
(2)

From the above formula, we can see that a user 𝑛 will be
assigned a higher weight 𝑤𝑛 if the data provided by this
user is closer (i.e., 𝑑𝑖𝑠𝑡 (𝑥

𝑚
𝑛 , 𝑥𝑚

* ) is smaller) to the aggregated
result.

Truth Update: Similarly, given the weight 𝑤𝑛 of each
user, the ground truth 𝑥𝑚

* of each object can be updated as
below.

𝑥𝑚
* =

∑︀𝒩
𝑛=1 𝑤𝑛 · 𝑥𝑚

𝑛∑︀𝒩
𝑛=1 𝑤𝑛

(3)

Obviously, those users holding higher weights will be counted
more in the truth update process. In truth discovery, the cloud
server and all users iteratively perform the above two phases
until the final results satisfy the agreed-upon convergence
conditions.

3.2 Arithmetic Circuit

Arithmetic circuit [2, 27] is a basic architecture that can
be exploited to compute arbitrary polynomials. In our V-
PATD, the arithmetic circuit is an important aid to verify the
integrity of the results returned by the server. We describe
the definition of the arithmetic circuit as follows.

Definition 1: Given a finite field ℱ and a set of variables
𝒳 = (𝑥1, 𝑥2, · · · , 𝑥𝒩 ), the arithmetic circuit Ψ can be ex-
pressed as a directed acyclic graph (shown in Figure 2). The
vertices of Ψ are called “gates”, where gates with in-degree 0
are input gates, and gates with out-degree 0 are output gates.
Other gates are labeled by either ’×’ or ’+’ with in-degree 2.
Specifically, a gate labeled by ’×’ is called a product gate, and
a gate labeled by ’+’ is called a sum gate.

3.3 Bilinear Map

A bilinear map 𝑒 [11] is denoted as 𝑒: 𝐺1 ×𝐺1 → 𝐺2, where
both 𝐺1 and 𝐺2 are groups with prime order 𝑝. Suppose that
𝑔 and ℎ are the generator of the group 𝐺1, the bilinear map
𝑒 has following properties.

(1) Bilinearity: For any integer 𝑎, 𝑏 ∈ 𝑍𝑝, and 𝑔𝑎, ℎ𝑏 ∈
𝐺1, we have 𝑒(𝑔𝑎, ℎ𝑏) = 𝑒(𝑔, ℎ)𝑎𝑏.

(2) Computability: 𝑒(𝑔𝑎, ℎ𝑏) is computed efficiently for
any {𝑔𝑎, ℎ𝑏} ∈ 𝐺1.

Figure 2: A example of arithmetic circuit to express
a polynomial, i.e., 𝑦 = 2𝑥1𝑥2𝑥3 + 𝑥1𝑥

3
4.

(3) Non-degeneracy: 𝑒(𝑔, ℎ) ̸= 1, where 𝑔 and ℎ are the
generator of 𝐺1.

4 PROPOSED SCHEME

In this section, we describe the technical details of our V-
PATD.

4.1 Overview

At a high level, before submitting raw sensory data to the
cloud, each user first perturbs its sensory data independently
by adding noises obeying a pre-set Gaussian distribution,
where the perturbation mechanism strictly satisfies the def-
inition of local differential privacy. In addition, each user
is required to sign its data to facilitate subsequent genera-
tion of proof by the server. Then, the server executes the
privacy-preserving truth discovery algorithm to find the op-
timal aggregated results. In the end, the server returns the
aggregated results along with corresponding proof s to the
task requester. The task requester can choose to accept or
reject the results by only checking the proof s. In general,
our V-PATD can be divided into two interactive parts: Per-
turbation Mechanism and Verification Mechanism. In the
following subsections, we will present the technical details of
these two parts.

4.2 Perturbation Mechanism
Assume that there are a total ofℳ distinctive objects ob-
served by 𝒩 users (denoted as 𝑛, 𝑛 = (1, 2, · · · ,𝒩 )). We use
the symbol 𝑥𝑚

𝑛 to represent the recorded sensory data of the
𝑛-th user for the 𝑚-th object. Before uploading 𝑥𝑚

𝑛 to the
cloud, each user 𝑛 first adds noise 𝜁𝑚𝑛 selected from 𝑁(0, 𝛾2

𝑛)
to 𝑥𝑚

𝑛 as follows, ̂︀𝑥𝑚
𝑛 = 𝑥𝑚

𝑛 + 𝜁𝑚𝑛 (4)

where 𝛾2
𝑛 is the variance of Gaussian distribution selected

by the 𝑛-th user for uploading all its data items. Obviously,
the amount of noise added to raw data is closely related to
the level of data privacy protection and the accuracy of the
aggregation. In general, adding larger noise helps provide a
higher level of privacy protection, but bounds to impair the
accuracy of the aggregated results. For the controllability of
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accuracy, we ask all users to select the variance independently
from an exponential distribution with hyper parameter 𝜂2.
Then, each user submits the perturbed data ̂︀𝑥𝑚

𝑛 to the server.
Clearly, our perturbation mechanism is very simple. How-

ever, it has the following outstanding advantages that make
it ideal for practical privacy-preserving truth discovery.

∙ We support each user to randomly select the distri-
bution of noise’s variance independently. It ensures
that the server and other users are unable to know the
distribution of target users’ noise. To control the ac-
curacy of aggregated results, the variance of all noises
is chosen from an exponential distribution with hyper
parameter 𝜂2. This is feasible and we will prove that
our perturbation mechanism meets the requirements
of local differential privacy in Section 5.
∙ By combining the principles of truth discovery, the
sensory data added with large noise will be counted
less in the truth discovery process. This will benefit our
perturbation mechanism to achieve better aggregation
accuracy.
∙ Our perturbation mechanism is simple, which only
requires each user to generate noise and adds it to the
raw sensory data. Compared with techniques based
on cryptographic primitives, the proposed mechanism
is very efficient and easy to implement in real-world
applications.

4.3 Verification Mechanism

In the perturbation process, each user has distorted its da-
ta before outsourcing to the server. To support verifiable
computation, we also require each user to upload addition-
al information to the server. Based on this, the server can
generate proof s of the aggregated results returned to the
task requester. Referring to Eqn.(2) and Eqn.(3), we know
that the server needs to perform polynomial and logarithmic
operations during the truth discovery process. However, it
usually involves expensive cost to generate proof s for ex-
ponential results [2, 27]. In our V-PATD, we only require
the server to compute the polynomials in Eqn.(2) and E-

qn.(3) (i.e.,
∑︀𝒩

𝑛′=1

∑︀ℳ
𝑚=1 𝑑𝑖𝑠𝑡(𝑥

𝑚
𝑛′ , 𝑥𝑚

* ),
∑︀ℳ

𝑚=1 𝑑𝑖𝑠𝑡(𝑥
𝑚
𝑛 , 𝑥𝑚

* ),∑︀𝒩
𝑛=1 𝑤𝑛 · 𝑥𝑚

𝑛 and
∑︀𝒩

𝑛=1 𝑤𝑛) and the corresponding proof s.
The logarithmic operations (i.e., 𝑙𝑜𝑔(·)) can be computed by
each user after verifying the integrity of the above compu-
tations. This is feasible and requires only a small amount
of communication and computation overheads for each user.
For the convenience of description, here we assume that each
user 𝑛, 𝑛 = (1, 2, · · · 𝒩 ) has only one data item 𝑥𝑛, where
𝑥𝑛 represents the sensory data of a target object that all
users need to record. Besides, our verification mechanism
works on integer domains due to the inherent requirements
of embedded cryptographic primitives. To handle each float-
ing point number ̂︀𝑥𝑛, we use a large rounding factor ℒ to
scale each ̂︀𝑥𝑛 to an integer ℒ · ̂︀𝑥𝑛 whenever needed. ̂︀𝑥𝑛 can
be recovered by simply removing ℒ in the final verification
process. This is a common trick widely adopted in works
such as [21, 22, 31, 32, 35, 36]. For simplicity, we omit the

above operation and default to all ̂︀𝑥𝑛 being integers in the
following description.

In general, our verification mechanism uses as a basis the
publicly verifiable computation from [27], that we modify
significantly to improve the unforgeability of signatures in [27],
thus resisting the attacks proposed in work [29]. Specifically, it
consists of six algorithms, i.e., Setup, Gen key, Gen sign,
Gate eval, Gen proof and Proof verify.

Setup(1𝜆)→ (𝑝𝑝). Given a security parameter 𝜆, the al-
gorithm Setup(1𝜆) outputs the global security parameters
𝑝𝑝 = (𝑒, 𝑝, 𝐺1, 𝐺2, 𝑔, ℎ,𝐻,𝐻 ′) used in our verification mech-
anism. 𝐺1 and 𝐺2 are two groups with prime order 𝑝, 𝑒 is
a bilinear map denoted as 𝑒: 𝐺1 × 𝐺1 → 𝐺2, where 𝑔 and
ℎ are the generator of the group 𝐺1. 𝐻 : {0, 1}* → 𝑍𝑝 and
𝐻 ′ : {0, 1}* → 𝑍𝑝 are two different collision-resistant hash
functions which map arbitrary strings to the elements in 𝑍𝑝,
respectively.

Gen key(𝑝𝑝)→ (𝑠𝑘, 𝑝𝑘). Given the public parameter 𝑝𝑝,
the algorithm Gen key(𝑝𝑝) outputs the secret key 𝑠𝑘 and
public key 𝑝𝑘 for each user. The secret key 𝑠𝑘𝑛 = (𝛽𝑛, 𝛽

′
𝑛, 𝛽

′′
𝑛)

are randomly selected by each user 𝑛. The public key is 𝑝𝑘𝑛

= {(𝑔𝛽𝑛 , ℎ𝛽𝑛 , ℎ
1

𝛽𝑛 ),(𝑔𝛽
′
𝑛 , ℎ𝛽′

𝑛 , ℎ
1

𝛽′
𝑛 ), (𝑔𝛽

′′
𝑛 , ℎ𝛽′′

𝑛 , ℎ
1

𝛽′′
𝑛 )}. Then,

each user 𝑛 keeps the secret key locally and submits the
public key to the cloud.

Gen sign(̂︀𝑥𝑛, 𝑠𝑘𝑛)→ 𝜌𝑥𝑛 . Take the perturbed sensory da-
ta ̂︀𝑥𝑛 (with label 𝜏 , denote the description of ̂︀𝑥𝑛) and the se-
cret key 𝑠𝑘𝑛 as the inputs, the algorithm Gen sign(̂︀𝑥𝑛, 𝑠𝑘𝑛)
outputs the signature 𝜌𝑥𝑛 . Specifically, the user 𝑛 first com-
putes 𝜙𝜏 = 𝐻(𝜏) and z𝜏 = 𝐻 ′(𝜏). Then, it randomly

chooses an integer 𝑡𝑛 ∈ 𝑍𝑝 and sets 𝜇𝑛 = ℎ𝑡𝑛 , 𝜈
(1)
𝑛 =

𝛽𝑛(𝜙𝜏 + 𝑡𝑛) mod 𝑝, 𝜈
(2)
𝑛 = 𝛽′𝑛(z𝜏 + 𝑡𝑛) mod 𝑝, and 𝜈

(3)
𝑛 =

𝛽′′𝑛(̂︀𝑥𝑛 + 𝑡𝑛) mod 𝑝. Then the signature 𝜌𝑥𝑛 is denoted as
follows.

𝜌𝑥𝑛 = (𝜇𝑛, 𝜈
(1)
𝑛 , 𝜈

(2)
𝑛 , 𝜈

(3)
𝑛 ). (5)

In the end, each user 𝑛 sends 𝜌𝑥𝑛 as well as label 𝜏 to the
cloud.

After receiving the signature 𝜌𝑥𝑛 and 𝜏 from each user 𝑛,
the server verifies the authenticity of 𝜌𝑥𝑛 as follows.

𝑒(𝑔, ℎ𝜈
(1)
𝑛 )

?
= 𝑒(𝑔𝛽𝑛 , 𝜇𝑛 × ℎ𝜙𝜏 ) = 𝑒(𝑝𝑘

(1)
𝑛 , 𝜇𝑛 × ℎ𝜙𝜏 )

𝑒(𝑔, ℎ𝜈
(2)
𝑛 )

?
= 𝑒(𝑔𝛽

′
𝑛 , 𝜇𝑛 × ℎz𝜏 ) = 𝑒(𝑝𝑘

(2)
𝑛 , 𝜇𝑛 × ℎz𝜏 )

𝑒(𝑔, ℎ𝜈
(3)
𝑛 )

?
= 𝑒(𝑔𝛽

′′
𝑛 , 𝜇𝑛 × ℎ̂︀𝑥𝑛 ) = 𝑒(𝑝𝑘

(3)
𝑛 , 𝜇𝑛 × ℎ̂︀𝑥𝑛 )

(6)

where 𝑝𝑘
(1)
𝑛 = 𝑔𝛽𝑛 , 𝑝𝑘

(2)
𝑛 = 𝑔𝛽

′
𝑛 and 𝑝𝑘

(3)
𝑛 = 𝑔𝛽

′′
𝑛 . If verified,

the server stores ̂︀𝑥𝑛 and 𝜌𝑥𝑛 . Otherwise, outputs ⊥.
Gate eval(̂︀𝑠1, ̂︀𝑠2, 𝜎1, 𝜎2)→ 𝜎′. Gate eval is a bit compli-

cated but the core of our verification mechanism. Here we first
introduce some preliminary knowledge before introducing it.
Concretely, as described before, we only require the server to
compute the polynomial in Eqn.(2) and Eqn.(3). Here we use
the symbol 𝑓(̂︀𝑥1, ̂︀𝑥2, · · · , ̂︀𝑥𝒩 ) to represent the polynomials
executed by the server, where ̂︀𝑥𝑛 is the perturbed data of
user 𝑛. 𝑓(̂︀𝑥1, ̂︀𝑥2, · · · , ̂︀𝑥𝒩 ) can be denoted as follows.

𝑓(̂︀𝑥1, ̂︀𝑥2, · · · , ̂︀𝑥𝒩 ) =
∑︁

(𝑐𝑖 ×
∏︁

𝑛∈[1,𝒩 ]

̂︀𝑥𝑒𝑛
𝑛 )

(7)
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where 𝑐𝑖 is the constant-coefficient and 𝑒𝑛 denotes the expo-
nent of ̂︀𝑥𝑛. Then, we adopt the arithmetic circuit to express
the 𝑓(̂︀𝑥1, ̂︀𝑥2, · · · , ̂︀𝑥𝒩 ) (See Figure 2 for an example).

Therefore, the algorithm Gate eval is run by the server
to compute the verification tags 𝜎′ for the outputs of gates in
the arithmetic circuit, where the tag 𝜎′ is used to verify the
correctness of gates’ output. For example, given a product
or a sum gate G, the input wires ̂︀𝑠1 and ̂︀𝑠2 of G, and the
corresponding verification tags 𝜎1 and 𝜎2, the algorithm
Gate eval(̂︀𝑠1, ̂︀𝑠2, 𝜎1, 𝜎2) outputs the verification tag 𝜎′ of
G’s output.

Based on the structure of the arithmetic circuit, we divide
the verification tags into two categories: i.e., category-1 veri-
fication tag and category-2 verification tag. We describe the
concepts of these two types of verification tags as below.

Definition 2: The category-1 verification tag includes the
following tags: 1○the verification tag of each user’s perturbed
data. 2○the verification tag of the product gate’s output. 3○the
verification tag of the sum gate G’s output, where the in-
put wires of G hold category-1 verification tag signed by the
same public key. Taking ̂︀𝑠1 (with label 𝜏1) as an example,
the category-1 verification tag 𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) of ̂︀𝑠1 can be
denoted as below.

𝑝𝑘̂︀𝑠1 = {(𝑔𝛽̂︀𝑠1 , ℎ𝛽̂︀𝑠1 , ℎ 1
𝛽̂︀𝑠1 ), (𝑔

𝛽′̂︀𝑠1 , ℎ𝛽′̂︀𝑠1 , ℎ
1

𝛽′̂︀𝑠1 ), (𝑔
𝛽′′̂︀𝑠1 , ℎ𝛽′′̂︀𝑠1 , ℎ

1
𝛽′′̂︀𝑠1 )}

𝜌̂︀𝑠1 = (𝜇̂︀𝑠1 , 𝜈(1)̂︀𝑠1 , 𝜈
(2)̂︀𝑠1 , 𝜈

(3)̂︀𝑠1 )

(8)

where the secret key of variable ̂︀𝑠1 is (𝛽̂︀𝑠1 , 𝛽′̂︀𝑠1 , 𝛽′′̂︀𝑠1). 𝜇̂︀𝑠1 =

ℎ𝑡̂︀𝑠1 , 𝜈(1)̂︀𝑠1 = 𝛽̂︀𝑠1(𝜙𝜏1 + 𝑡̂︀𝑠1) mod 𝑝, 𝜈
(2)̂︀𝑠1 = 𝛽′̂︀𝑠1(z𝜏1 + 𝑡̂︀𝑠1) mod 𝑝,

and 𝜈
(3)̂︀𝑠1 = 𝛽′′̂︀𝑠1(̂︀𝑠1+𝑡̂︀𝑠1) mod 𝑝, 𝑡̂︀𝑠1 is a random integer selected

from 𝑍𝑝.
Definition 3: The category-2 verification tag includes the

verification tag of the sum gate G’s output, except the input
wires of G hold category-1 verification tag signed by the same
public key. In our verification mechanism, the category-1
verification tag can be transformed into the category-2 verifi-
cation tag. However, the category-2 verification tag cannot
be transformed into the category-1 verification tag. Similarly,
taking the ̂︀𝑠1 as an example, the category-2 verification tag
𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) of ̂︀𝑠1 can be denoted as below.

𝑝𝑘̂︀𝑠1 = {(𝑔𝛽̂︀𝑠1 , ℎ𝛽̂︀𝑠1 , ℎ 1
𝛽̂︀𝑠1 ), (𝑔

𝛽′̂︀𝑠1 , ℎ𝛽′̂︀𝑠1 , ℎ
1

𝛽′̂︀𝑠1 ), (𝑔
𝛽′′̂︀𝑠1 , ℎ𝛽′′̂︀𝑠1 , ℎ

1
𝛽′′̂︀𝑠1 )}

𝜌̂︀𝑠1 = (𝜇̂︀𝑠1 , 𝜈(1)̂︀𝑠1 , 𝜈
(2)̂︀𝑠1 , 𝜈

(3)̂︀𝑠1 )

(9)

where the secret key of variable ̂︀𝑠1 is (𝛽̂︀𝑠1 , 𝛽′̂︀𝑠1 , 𝛽′′̂︀𝑠1). 𝜇̂︀𝑠1 =

ℎ𝑡̂︀𝑠1 , 𝜈(1)̂︀𝑠1 = ℎ𝛽̂︀𝑠1 (𝜙𝜏+𝑡̂︀𝑠1 ), 𝜈
(2)̂︀𝑠1 = ℎ

𝛽′̂︀𝑠1 (z𝜏+𝑡̂︀𝑠1 )
, and 𝜈

(3)̂︀𝑠1 =

ℎ
𝛽′′̂︀𝑠1 (̂︀𝑠1+𝑡̂︀𝑠1 )

, 𝑡̂︀𝑠1 is a random integer selected from 𝑍𝑝.
Therefore, given the input wires ̂︀𝑠1 and ̂︀𝑠2 of a gate G, and

the corresponding verification tags 𝜎1 and 𝜎2, Gate eval is
to generate the verification tag 𝜎′ of G’s output. Please note
that 𝜎′ will be in turn transmitted as an input to calculate
the verification tag of the next gate’s output.

Specifically, if G is a sum gate, then
Case 1: The inputs of G are a variable ̂︀𝑠1 and a constant̂︀𝑠2 = 𝑐, where ̂︀𝑠1 possesses the category-1 verification tag

𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1). The verification tag 𝜎′ = (𝑝𝑘′, 𝜌′) of G’s

output (i.e., 𝑦 = 𝑐+ ̂︀𝑠1) can be computed as follows.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠1 , 𝜙′𝜏 = 𝑐+ 𝜙𝜏1 ,z
′
𝜏 = 𝑐+ z𝜏1

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 , 𝜈′(1), 𝜈′(2), 𝜈′(3)) (10)

where 𝜈′(1) = ℎ𝛽̂︀𝑠1×𝑐 × ℎ
𝜈
(1)̂︀𝑠1 , 𝜈′(2) = ℎ

𝛽′̂︀𝑠1×𝑐 × ℎ
𝜈
(2)̂︀𝑠1 and

𝜈′(3) = ℎ
𝛽′′̂︀𝑠1×𝑐 × ℎ

𝜈
(3)̂︀𝑠1 .

Case 2: The inputs of G are a variable ̂︀𝑠1 and a constant̂︀𝑠2 = 𝑐, where ̂︀𝑠1 possesses the category-2 verification tag
𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1). The verification tag 𝜎′ = (𝑝𝑘′, 𝜌′) of the G’s
output (i.e., 𝑦 = 𝑐+ ̂︀𝑠1) can be computed as follows.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠1 , 𝜙′𝜏 = 𝑐+ 𝜙𝜏1 ,z
′
𝜏 = 𝑐+ z𝜏1

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 , 𝜈′(1), 𝜈′(2), 𝜈′(3)) (11)

where 𝜈′(1) = ℎ𝛽̂︀𝑠1×𝑐×𝜈
(1)̂︀𝑠1 , 𝜈′(2) = ℎ

𝛽′̂︀𝑠1×𝑐×𝜈
(2)̂︀𝑠1 and 𝜈′(3) =

ℎ
𝛽′′̂︀𝑠1×𝑐 × 𝜈

(3)̂︀𝑠1 .

Case 3: The inputs of G (e.g., the gate 7 in Figure 2) are
two variables ̂︀𝑠1 and ̂︀𝑠2, both of which possess category-1
verification tag 𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) and 𝜎2 = (𝑝𝑘̂︀𝑠2 , 𝜌̂︀𝑠2), respec-
tively. The verification tag 𝜎′ = (𝑝𝑘′, 𝜌′) of the G’s output
(i.e., 𝑦 = ̂︀𝑠1 + ̂︀𝑠2) can be computed as follows.

If 𝑝𝑘̂︀𝑠1 = 𝑝𝑘̂︀𝑠2 , which means that 𝜎1 and 𝜎2 are signed
by the same user, the server can compute 𝜎′ = (𝑝𝑘′, 𝜌′) as
below.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠1 , 𝜙′𝜏 = 𝜙𝜏1 + 𝜙𝜏2 ,z
′
𝜏 = z𝜏1 + z𝜏2

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 × 𝜇̂︀𝑠2 , 𝜈′(1), 𝜈′(2), 𝜈′(3)) (12)

where 𝜈′(1) = 𝜈
(1)̂︀𝑠1 + 𝜈

(1)̂︀𝑠2 , 𝜈′(2) = 𝜈
(2)̂︀𝑠1 + 𝜈

(2)̂︀𝑠2 , and 𝜈′(3) =

𝜈
(3)̂︀𝑠1 + 𝜈

(3)̂︀𝑠2 .
If 𝑝𝑘̂︀𝑠1 ̸= 𝑝𝑘̂︀𝑠2 , which means that 𝜎1 and 𝜎2 are signed by

the different secret keys, the server can compute 𝜎′ = (𝑝𝑘′, 𝜌′)
as below.

(i) The server sends (ℎ
1

𝛽̂︀𝑠1 , ℎ

1
𝛽′̂︀𝑠1 , ℎ

1
𝛽′′̂︀𝑠1 , ℎ

1
𝛽̂︀𝑠2 , ℎ

1
𝛽′̂︀𝑠2 , ℎ

1
𝛽′′̂︀𝑠2 )

to the task requester.
(ii) The task requester randomly selects three integers

𝜉, 𝜉′ and 𝜉′′ ∈ 𝑍𝑝 and then submits (𝑔𝜉, ℎ𝜉, ℎ
1
𝜉 , ℎ

𝜉
𝛽̂︀𝑠1 , ℎ

𝜉
𝛽̂︀𝑠2 ),

(𝑔𝜉
′
, ℎ𝜉′ , ℎ

1
𝜉′ , ℎ

𝜉′
𝛽′̂︀𝑠1 , ℎ

𝜉′
𝛽′̂︀𝑠2 ), and (𝑔𝜉

′′
, ℎ𝜉′′ , ℎ

1
𝜉′′ , ℎ

𝜉′′
𝛽′′̂︀𝑠1 , ℎ

𝜉′′
𝛽′′̂︀𝑠2 ) to

the cloud.
(iii) The server computes the verification tag 𝜎′ = (𝑝𝑘′, 𝜌′)

of G’s output as below.

𝑝𝑘′ = {(𝑔𝜉, ℎ𝜉, ℎ
1
𝜉 ), (𝑔𝜉

′
, ℎ𝜉′ , ℎ

1
𝜉′ ), (𝑔𝜉

′′
, ℎ𝜉′′ , ℎ

1
𝜉′′ )}

𝜙′𝜏 = 𝜙𝜏1 + 𝜙𝜏2 ,z
′
𝜏 = z𝜏1 + z𝜏2

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 × 𝜇̂︀𝑠2 , 𝜈′(1), 𝜈′(2), 𝜈′(3))
(13)

where 𝜈′(1) = ℎ
𝜉

𝛽̂︀𝑠1 ×𝜈
(1)̂︀𝑠1 × ℎ

𝜉
𝛽̂︀𝑠2 ×𝜈

(1)̂︀𝑠2 , 𝜈′(2) = ℎ

𝜉′
𝛽′̂︀𝑠1 ×𝜈

(2)̂︀𝑠1 ×
ℎ

𝜉′
𝛽′̂︀𝑠2 ×𝜈

(2)̂︀𝑠2
, and 𝜈′(3) = ℎ

𝜉′′
𝛽′′̂︀𝑠1 ×𝜈

(3)̂︀𝑠1 × ℎ

𝜉′′
𝛽′′̂︀𝑠2 ×𝜈

(3)̂︀𝑠2
. In this case,

the new verification tag 𝜎′ = (𝑝𝑘′, 𝜌′) is changed to the
category-2 verification tag.

Case 4: The inputs of G are two variables ̂︀𝑠1 and ̂︀𝑠2, wherê︀𝑠1 possesses category-1 verification tag 𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) whilê︀𝑠2 possesses category-2 verification tag 𝜎2 = (𝑝𝑘̂︀𝑠2 , 𝜌̂︀𝑠2). The
verification tag 𝜎′ = (𝑝𝑘′, 𝜌′) of G’s output (i.e., 𝑦 = ̂︀𝑠1 + ̂︀𝑠2)
can be computed as follows.
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If 𝑝𝑘̂︀𝑠1 = 𝑝𝑘̂︀𝑠2 , which means that 𝜎1 and 𝜎2 are signed
by the same user, the server can compute 𝜎′ = (𝑝𝑘′, 𝜌′) as
below.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠1 , 𝜙′𝜏 = 𝜙𝜏1 + 𝜙𝜏2 ,z
′
𝜏 = z𝜏1 + z𝜏2

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 × 𝜇̂︀𝑠2 , 𝜈′(1), 𝜈′(2), 𝜈′(3)) (14)

where 𝜈′(1) = ℎ
𝜈
(1)̂︀𝑠1 × 𝜈

(1)̂︀𝑠2 , 𝜈′(2) = ℎ
𝜈
(2)̂︀𝑠1 × 𝜈

(2)̂︀𝑠2 , and 𝜈′(3) =

ℎ
𝜈
(3)̂︀𝑠1 × 𝜈

(3)̂︀𝑠2 .
If 𝑝𝑘̂︀𝑠1 ̸= 𝑝𝑘̂︀𝑠2 , which means that 𝜎1 and 𝜎2 are signed by

the different secret keys, the server can compute 𝜎′ = (𝑝𝑘′, 𝜌′)
as below.

(i) The server sends (ℎ
1

𝛽̂︀𝑠1 , ℎ
1

𝛽′̂︀𝑠1 , ℎ
1

𝛽′′̂︀𝑠1 ) to the task re-
quester.

(ii) Since all the keys of category-2 verification tags are gen-

erated by the task requester, it computes (ℎ

𝛽̂︀𝑠2
𝛽̂︀𝑠1 , ℎ

𝛽′̂︀𝑠2
𝛽′̂︀𝑠1 , ℎ

𝛽′′̂︀𝑠2
𝛽′′̂︀𝑠1 )

and sends it to the cloud.
(iii) The server computes the verification tag 𝜎′ = (𝑝𝑘′, 𝜌′)

of the gate G’s output as below.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠2 , 𝜙′𝜏 = 𝜙𝜏1 + 𝜙𝜏2 ,z
′
𝜏 = z𝜏1 + z𝜏2

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 × 𝜇̂︀𝑠2 , 𝜈′(1), 𝜈′(2), 𝜈′(3)) (15)

where 𝜈′(1) = 𝜈
(1)̂︀𝑠2 ×ℎ

𝛽̂︀𝑠2
𝛽̂︀𝑠1 ×𝜈

(1)̂︀𝑠1 , 𝜈′(2) = 𝜈
(2)̂︀𝑠2 ×ℎ

𝛽′̂︀𝑠2
𝛽′̂︀𝑠1 ×𝜈

(2)̂︀𝑠1
, and

𝜈′(3) = 𝜈
(3)̂︀𝑠2 × ℎ

𝛽′′̂︀𝑠2
𝛽′′̂︀𝑠1 ×𝜈

(3)̂︀𝑠1
.

Case 5: The inputs of gate G are two variables ̂︀𝑠1 and̂︀𝑠2, both of which possess category-2 verification tag 𝜎1 =
(𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) and 𝜎2 = (𝑝𝑘̂︀𝑠2 , 𝜌̂︀𝑠2), respectively. The verification
tag 𝜎′ = (𝑝𝑘′, 𝜌′) of the gate G’s output (i.e., 𝑦 = ̂︀𝑠1 + ̂︀𝑠2)
can be computed as follows.

If 𝑝𝑘̂︀𝑠1 = 𝑝𝑘̂︀𝑠2 , which means that 𝜎1 and 𝜎2 are signed
by the same user, the server can compute 𝜎′ = (𝑝𝑘′, 𝜌′) as
below.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠1 , 𝜙′𝜏 = 𝜙𝜏1 + 𝜙𝜏2 ,z
′
𝜏 = z𝜏1 + z𝜏2

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 × 𝜇̂︀𝑠2 , 𝜈′(1), 𝜈′(2), 𝜈′(3)) (16)

where 𝜈′(1) = 𝜈
(1)̂︀𝑠1 × 𝜈

(1)̂︀𝑠2 , 𝜈′(2) = 𝜈
(2)̂︀𝑠1 × 𝜈

(2)̂︀𝑠2 , and 𝜈′(3) =

𝜈
(2)̂︀𝑠1 × 𝜈

(3)̂︀𝑠2 .
If 𝑝𝑘̂︀𝑠1 ̸= 𝑝𝑘̂︀𝑠2 , which means that 𝜎1 and 𝜎2 are signed by

the different secret keys, the server can compute 𝜎′ = (𝑝𝑘′, 𝜌′)
as below.

(i) The server first selects a variable (e.g., ̂︀𝑠1) as the primary
input.

(ii) Since all the keys of category-2 verification tags are gen-

erated by the task requester, it can compute (
𝛽̂︀𝑠1
𝛽̂︀𝑠2 ,

𝛽′̂︀𝑠1
𝛽′̂︀𝑠2 ,

𝛽′′̂︀𝑠1
𝛽′′̂︀𝑠2 )

and sends it to the cloud.
(iii) The server computes the verification tag 𝜎′ = (𝑝𝑘′, 𝜌′)

of the gate G’s output as below.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠1 , 𝜙′𝜏 = 𝜙𝜏1 + 𝜙𝜏2 ,z
′
𝜏 = z𝜏1 + z𝜏2

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 × 𝜇̂︀𝑠2 , 𝜈′(1), 𝜈′(2), 𝜈′(3)) (17)

where 𝜈′(1) = 𝜈
(1)̂︀𝑠1 ×(𝜈

(1)̂︀𝑠2 )

𝛽̂︀𝑠1
𝛽̂︀𝑠2 , 𝜈′(2) = 𝜈

(2)̂︀𝑠1 ×(𝜈
(2)̂︀𝑠2 )

𝛽′̂︀𝑠1
𝛽′̂︀𝑠2 , and

𝜈′(3) = 𝜈
(3)̂︀𝑠1 × (𝜈

(3)̂︀𝑠2 )

𝛽′′̂︀𝑠1
𝛽′′̂︀𝑠2 .

If G is a product gate, then
Case 1: The inputs of gate G are a variable ̂︀𝑠1 and a

constant ̂︀𝑠2 = 𝑐, where the ̂︀𝑠1 can be a perturbed sensory
data ̂︀𝑥𝑛, 𝑛 = (1, 2, · · · 𝒩 ) or a output of other product gate.
Based on the Eqn.(7), we can see that all the product gates are
performed before the sum gates. Therefore, the verification
tag 𝜎1 of ̂︀𝑠1 must be the category-1 verification tag. Assume
𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1), the verification tag 𝜎′ = (𝑝𝑘′, 𝜌′) of the gate
G’s (such as the gate 1 in Figure 2) output (i.e., 𝑦 = 𝑐× ̂︀𝑠1)
can be computed as follows.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠1 , 𝜙′𝜏 = 𝑐× 𝜙𝜏1 ,z
′
𝜏 = 𝑐× z𝜏1

𝜌′ = (𝜇′, 𝜈′) = (𝜇𝑐̂︀𝑠1 , 𝑐× 𝜈
(1)̂︀𝑠1 , 𝑐× 𝜈

(2)̂︀𝑠1 , 𝑐× 𝜈
(3)̂︀𝑠1 )

(18)

Case 2: The inputs of gate G (e.g., the gate 2 and gate
3 in Figure 2) are two variables ̂︀𝑠1 and ̂︀𝑠2, both of which
possess category-1 verification tag 𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) and 𝜎2 =
(𝑝𝑘̂︀𝑠2 , 𝜌̂︀𝑠2), respectively. In this case, the server first selects a
variable (e.g., ̂︀𝑠1) as the primary input. Then, the verification
tag 𝜎′ = (𝑝𝑘′, 𝜌′) of the gate G’s output (i.e., 𝑦 = ̂︀𝑠1 × ̂︀𝑠2)
can be computed as follows.

(i) The server sends 𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) and 𝜎2 = (𝑝𝑘̂︀𝑠2 , 𝜌̂︀𝑠2)
to the task requester.

(ii) The task requester verifies the authenticity of 𝜎1 and 𝜎2

by the Eqn.(6). If fails, the task requester outputs ⊥. Other-
wise, it randomly selects new secret keys as 𝜉, 𝜉′ and 𝜉′′ ∈ 𝑍𝑝

to compute 𝑝𝑘′ = {(𝑔𝜉, ℎ𝜉, ℎ
1
𝜉 ), (𝑔𝜉

′
, ℎ𝜉′ , ℎ

1
𝜉′′ ), (𝑔𝜉

′′
, ℎ𝜉′′ , ℎ

1
𝜉′′ )}.

(iii) The task requester computes the verification tag 𝜎′ =
(𝑝𝑘′, 𝜌′) of the gate G’s output as below.

𝑝𝑘′ = {(𝑔𝜉, ℎ𝜉, ℎ
1
𝜉 ), (𝑔𝜉

′
, ℎ𝜉′ , ℎ

1
𝜉′′ ), (𝑔𝜉

′′
, ℎ𝜉′′ , ℎ

1
𝜉′′ )}

𝜙′𝜏 = 𝜙𝜏1 × 𝜙𝜏2 ,z
′
𝜏 = z𝜏1 × z𝜏2

𝜌′ = (𝜇′, 𝜈′) = (𝜇′, 𝜈′(1), 𝜈′(2), 𝜈′(3))

(19)

where 𝜇′ = ℎ𝑡′ , 𝜈′(1) = 𝜉(𝜙′𝜏 + 𝑡′) mod 𝑝, 𝜈′(2) = 𝜉′(z′𝜏 +

𝑡′) mod 𝑝, 𝜈′(3) = 𝜉′′(̂︀𝑠1 × ̂︀𝑠2 + 𝑡′) mod 𝑝, and 𝑡′ is a random
integer selected from 𝑍𝑝.

(iv) The task requester submits {𝜎′, 𝜙′𝜏 ,z′𝜏 } to the cloud.
As the polynomial shown Eqn.(7), all the product gates

are performed before the sum gates. Therefore, according
to the Definition 2, all the data with category-2 verification
tags will not be the inputs of product gates. Hence, we have
discussed how the cloud server generates the verification tag
under various types of gates. For some gates, we need the
cooperation of the task requester to successfully generate the
verification tag. In real-world applications, the task requester
can do these things in bulk or delegating a trusted third
party to assist with this process.

Gen proof(𝜎𝑅)→ 𝑃 . When the computation reaches the
last gate of the arithmetic circuit, the cloud server computes
the verification tag 𝜎𝑅 = (𝑝𝑘𝑅, 𝜌𝑅) of the last gate G’s out-
put, and sets the proof message 𝑃 = 𝜎𝑅. Then, the server
returns the aggregated results 𝑅 = 𝑓(̂︀𝑥1, ̂︀𝑥2, · · · , ̂︀𝑥𝒩 ) and
proof message 𝑃 to the task requester.
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Proof verify(𝑃 ) → (𝑇𝑟𝑢𝑒, 𝐹𝑎𝑙𝑠𝑒). After receiving the
aggregated results 𝑅 and proof message 𝑃 , the task re-
quester verifies the correctness of 𝑅 by checking the proof
message 𝑃 = 𝜎𝑅. Specifically, for each input ̂︀𝑠𝑖 with la-
bel 𝜏𝑖, the task requester first computes 𝜙𝜏𝑖 = 𝐻(𝜏𝑖) and
z𝜏𝑖 = 𝐻 ′(𝜏𝑖), and then sets 𝜙 = 𝑓(𝜙𝜏1 , 𝜙𝜏2 , · · · , 𝜙𝜏𝑁 ) as
well as z = 𝑓(z𝜏1 ,z𝜏2 , · · · ,z𝜏𝑁 ). If the verification tag
𝜎𝑅 = (𝑝𝑘𝑅, 𝜌𝑅) is the category-1 verification tag, the task re-
quester verifies 𝑃 by Eqn.(20). Otherwise, the task requester
verifies 𝑃 by Eqn.(21). If verified, the task requester accepts
the result 𝑅; otherwise, the task requester rejects the result
𝑅.

𝑒(𝑔, ℎ𝜈
(1)
𝑅 )

?
= 𝑒(𝑔𝛽𝑅 , 𝜇𝑅 × ℎ𝜙) = 𝑒(𝑝𝑘

(1)
𝑅 , 𝜇𝑅 × ℎ𝜙)

𝑒(𝑔, ℎ𝜈
(2)
𝑅 )

?
= 𝑒(𝑔𝛽

′
𝑅 , 𝜇𝑅 × ℎz) = 𝑒(𝑝𝑘

(2)
𝑅 , 𝜇𝑅 × ℎz)

𝑒(𝑔, ℎ𝜈
(3)
𝑅 )

?
= 𝑒(𝑔𝛽

′′
𝑅 , 𝜇𝑅 × ℎ𝑅) = 𝑒(𝑝𝑘

(3)
𝑅 , 𝜇𝑅 × ℎ𝑅)

(20)

where 𝜌𝑅 = (𝜇𝑅, 𝜈
(1)
𝑅 , 𝜈

(2)
𝑅 , 𝜈

(3)
𝑅 ). Specifically, 𝜇𝑅 = ℎ𝑡𝑅 ,

𝜈
(1)
𝑅 = 𝛽𝑅(𝜙 + 𝑡𝑅) mod 𝑝, 𝜈

(2)
𝑅 = 𝛽′𝑅(z + 𝑡𝑅) mod 𝑝, and

𝜈
(3)
𝑅 = 𝛽′′𝑅(𝑅 + 𝑡𝑅) mod 𝑝, 𝑡𝑅 ∈ 𝑍𝑝 is the random integer

calculated from the last gate.

𝑒(𝑔, 𝜈
(1)
𝑅 )

?
= 𝑒(𝑔𝛽𝑅 , 𝜇𝑅 × ℎ𝜙) = 𝑒(𝑝𝑘

(1)
𝑅 , 𝜇𝑅 × ℎ𝜙)

𝑒(𝑔, 𝜈
(2)
𝑅 )

?
= 𝑒(𝑔𝛽

′
𝑅 , 𝜇𝑅 × ℎz) = 𝑒(𝑝𝑘

(2)
𝑅 , 𝜇𝑅 × ℎz)

𝑒(𝑔, 𝜈
(3)
𝑅 )

?
= 𝑒(𝑔𝛽

′′
𝑅 , 𝜇𝑅 × ℎ𝑅) = 𝑒(𝑝𝑘

(3)
𝑅 , 𝜇𝑅 × ℎ𝑅)

(21)

where 𝜌𝑅 = (𝜇𝑅, 𝜈
(1)
𝑅 , 𝜈

(2)
𝑅 , 𝜈

(3)
𝑅 ). Specifically, 𝜇𝑅 = ℎ𝑡𝑅 ,

𝜈
(1)
𝑅 = ℎ𝛽𝑅(𝜙+𝑡𝑅), 𝜈

(2)
𝑅 = ℎ𝛽′

𝑅(z+𝑡𝑅), and 𝜈
(3)
𝑅 = ℎ𝛽′′

𝑅(𝑅+𝑡𝑅),
𝑡𝑅 ∈ 𝑍𝑝 is the random integer calculated from the last gate.

The correctness of the above verification comes from the
homomorphism of the verification tags, and we will give a
complete analysis in the next section. Based on the algorithm
Proof verify, we can see that the task requester verifies the
correctness of aggregated result 𝑅 by only requiring to check
the verification tag 𝜎𝑅 = (𝑝𝑘𝑅, 𝜌𝑅) of the last gate G’s output.
This feature will help the task requester to verify the results
without the user’s inputs, i.e., supporting public verification.
Moreover, it also significantly reduces the communication
cost in our verification mechanism.

5 SECURITY ANALYSIS

In this section, we first prove that the proposed perturba-
tion mechanism satisfies the definition of local differential
privacy, and then we analyze the security of our verification
mechanism.

We first introduce some symbols used in the following
analysis. Reviewing the scenario of V-PATD, there are a
total ofℳ distinctive objects to be observed by each user
(denoted as 𝑛, 𝑛 = (1, 2, · · · 𝒩 )), where 𝑥𝑚

𝑛 is the recorded
sensory data of 𝑛-th user for the 𝑚-th object. Similarly, the
aggregated result (i.e., ground truth) of object 𝑚 is denoted
as 𝑥𝑚

* . In addition, we use symbols 𝒲 and 𝒜 to denote the
perturbation mechanism and original truth discovery algorith-
m, respectively. Therefore, the original data set of all users
can be denoted as 𝐷 = {𝑥𝑚

𝑛 }𝑛=𝒩 ,𝑚=ℳ
𝑛=1,𝑚=1 . Correspondingly,

the perturbed data set is 𝒲(𝐷) = {̂︀𝑥𝑚
𝑛 }𝑛=𝒩 ,𝑚=ℳ

𝑛=1,𝑚=1 . Besides,
the final aggregated results(i.e., the ground truths) on data
set 𝐷 and 𝒲(𝐷) are indicated as {𝑥𝑚

* }𝑚=ℳ
𝑚=1 = 𝒜(𝐷) and

{̂︀𝑥𝑚
* }𝑚=ℳ

𝑚=1 = 𝒜(𝒲(𝐷)).
As discussed before, for each 𝑥𝑚

𝑛 , user 𝑛 adds noise 𝜁𝑚𝑛
selected from 𝑁(0, 𝛾2

𝑛) to 𝑥𝑚
𝑛 , where 𝛾2

𝑛 is the variance of
Gaussian noise selected from the 𝑛-th user. To ensure the
controllability of accuracy, we ask all users to select the
variance independently from an exponential distribution with
hyper parameter 𝜂2. This means that for each user 𝑛, the

p.d.f of the 𝛾2
𝑛’s variance is 𝑔(𝛾2

𝑛) = 𝜂2𝑒
𝜂2(𝛾

2
𝑛). On the other

hand, in the original truth discovery process, we assume that
the error of user 𝑛 (i.e., the different between the user 𝑛’s raw
sensory data and the final aggregated results) follows another
Gaussian distribution 𝑁(0, 𝛾2

𝑛′). Similarly, 𝛾2
𝑛′ is selected

from an exponential distribution with hyper parameter 𝜂1.
By the nature of the exponential distribution, the expectation
of 𝛾2

𝑛 and 𝛾2
𝑛′ are 1/𝜂2 and 1/𝜂1. Let 1/𝜂2 = 𝑟/𝜂1, where 𝑟

is the ratio between the expectation of 𝛾2
𝑛’s variance and the

error’s variance. Obviously, a large 𝑟 means that large noises
added in the raw sensory data, and thus 𝑟 can be regarded
as the noise level compared with the raw sensory data.

5.1 Analysis for Perturbation Mechanism

In this subsection, we describe the privacy-preserving level
of our perturbation mechanism under the definition of local
differentia privacy.

Definition 4: ((𝜖, 𝛿)-Local Differential Privacy): Assume
that ℛ is the universal set of perturbation mechanism 𝒲’s
outputs. Given any subset 𝒮 ⊆ ℛ, and two different sensory
data 𝑥(1) and 𝑥(2), the perturbation mechanism 𝒲 satisfies
the (𝜖, 𝛿)-local differential privacy as long as

𝑃𝑟{𝒲(𝑥(1)) ∈ 𝒮} ≤ 𝑒𝜖𝑃𝑟{𝒲(𝑥(2)) ∈ 𝒮}+ 𝛿 (22)

Based on the definition, for any two different sensory data
𝑥(1) and 𝑥(2), a smaller tuple (𝜖, 𝛿) means a higher probability
of the two 𝒲’s outputs in the same range. In other words,
it makes the outputs obtained under different inputs more
indistinguishable, and provides a higher level of data privacy
protection.

Next, we define the concept of sensitive information for
each user 𝑛, which is also an important term in local differ-
ential privacy. Specifically, the sensitive information △𝑛 of

each user 𝑛 can be denoted as △𝑛 = max
(𝑥

(1)
𝑛 ,𝑥

(2)
𝑛 ∈𝐷)

|𝑥(1)
𝑛 −𝑥

(2)
𝑛 |,

where 𝑥
(1)
𝑛 and 𝑥

(2)
𝑛 are two data collected by user 𝑛 for the

same object. △𝑛 is used to describe the range of sensory data
claimed by user 𝑛. Intuitively, △𝑛 is closely related to the
parameter 𝜂1 since 𝜂1 controls the variance (i.e., 𝛾2

𝑛′) size of
users’ error. We formally give the following lemma to define
the relationship between the △𝑛 and 𝜂1.

Lemma 1: For user 𝑛, the p.d.f of the error’s variance is

𝑔(𝛾2
𝑛′) = 𝜂1𝑒

𝜂1(𝛾
2
𝑛′ ), and the sensitive information △𝑛 satis-

fies that △𝑛 = max
(𝑥

(1)
𝑛 ,𝑥

(2)
𝑛 ∈𝐷)

|𝑥(1)
𝑛 − 𝑥

(2)
𝑛 | ≤ 𝛼𝑛

𝜂1
with probability
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at least 𝑞(1 − 2𝑒
−𝑏2

2

𝑏
), where 𝛼𝑛 = 𝑏

√︁
2 ln 1

1−𝑞
, 𝑞 and 𝑏 are

constants.
Proof : See the proof in Appendix 1.1.
Based on the above lemma, we can infer that the size of

sensitive information of each user is inversely proportional
to 𝜂1. This means that the larger the 𝜂1 is, the smaller error’
variance and sensitive information will be obtained. In the fol-

lowing analysis, we set △𝑛 =
𝑏
√︁

2 ln 1
1−𝑞

𝜂1
and demonstrate the

proposed perturbation mechanism satisfying the definition
of local differential privacy.

Theorem 1: Given the parameter 𝜂1 and 𝜂2, where 1/𝜂2 =
𝑟/𝜂1, the perturbation mechanism 𝒲 of user 𝑛 satisfies (𝜖, 𝛿)-

Local Differential Privacy with 𝑟 ≥ 𝛼2
𝑛

2𝜂1𝜖 ln(
1

1−𝛿
)
, where 𝛼𝑛 =

𝑏
√︁

2 ln 1
1−𝑞

.

Proof : See the proof in Appendix 1.2.

5.2 Analysis for Verification Mechanism

In this subsection, we analyze the security of our verification
mechanism. First of all, we give two lemmas to prove that
our verification tag has the property of homomorphism with
addition and multiplication.

Lemma 2: The verification tag in our verification mecha-
nism is additive homomorphic.

Proof : The additive homomorphic means that given a sum
gate G with the incoming wires ̂︀𝑠1 and ̂︀𝑠2, anyone can generate
a new verification tag 𝜎′ for G’s output (i.e., ̂︀𝑠1+̂︀𝑠2) based on
the verification tag 𝜎1 and 𝜎2, and verify the correctness of̂︀𝑠1 + ̂︀𝑠2 without knowing ̂︀𝑠1 and ̂︀𝑠2. For more details, please
refer to Appendix 1.3.

Lemma 3: The verification tag in our verification mecha-
nism is multiplicative homomorphic.

Proof : The multiplicative homomorphic means that given
a product gate G with the incoming wires ̂︀𝑠1 and ̂︀𝑠2, anyone
can generate a new verification tag 𝜎′ for G’s output (i.e.,̂︀𝑠1 × ̂︀𝑠2) based on the verification tag 𝜎1 and 𝜎2, and verify
the correctness of ̂︀𝑠1 × ̂︀𝑠2 without knowing ̂︀𝑠1 and ̂︀𝑠2. For
more details, please refer to Appendix 1.4.

Based on the properties of our verification tag, we give the
following theorem to prove the correctness of our verification
mechanism.

Theorem 2: We say that the cloud server returns the cor-
rect result as long as its corresponding proof information is
verified.

Proof : Based on Lemma 2 and Lemma 3, we know that
the task requester can verify the result of a polynomial with-
out knowing the inputs. Therefore, the correctness of our
verification mechanism can be reduced to the correctness of
algorithm Proof verify. Based on the properties of bilinear
maps, the correctness of Eqn.(20) and Eqn.(21) can be easily
proved. Here we omit the detailed proofs for simplicity.

Next, we analyze the soundness (i.e., the proof informa-
tion corresponding to any false computation answer will be
detected and cannot pass the result integrity check) of our ver-
ification mechanism. Since the soundness of the verification
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Figure 3: Effect of (𝜖, 𝛿). (a) MAE. (b) Noise.

mechanism stems from the unforgeability of the signature
method designed in this paper, we give a theorem as follows.

Theorem 3: We say that our verification mechanism achieves
soundness as long as our proposed digital signature scheme
is EUF-CMA secure.

Proof : See the proof in Appendix 1.5.

6 PERFORMANCE EVALUATION

To evaluate the performance of our V-PATD, we simulate 150
mobile users to observe 50 pre-set objects in the application of
floorplan construction [8]. Floorplan construction has gained
a lot of attention because it can use mobile users to observe
objects (such as the height, length, layout) and reconstruct
the structure of the target building. We utilize Java Pairing-
Based Cryptography Library (jPBC) [6] to implement the
pairing computation in the proposed scheme, where we set
the size of security parameter as 256 bits. In our experiments,
each user is a smartphone equipped with 4GB RAM, Android
6.0 system. The “ Cloud ” is simulated with a Lenovo server
which has Intel(R) Xeon(R)E5-2620 2.10GHZ CPU, 16GB
RAM, 256SSD, 1TB mechanical hard disk and runs on the
Ubuntu 18.04 operating system.

6.1 Accuracy

6.1.1 Effect of (𝜖, 𝛿). We first analyze the relationship be-
tween the accuracy and privacy of our proposed scheme. In
this part, we first perturbed the raw sensory data by the
perturbation mechanism described in Section 4.2. Then, to
measure the accuracy of aggregated results, we adopt the
mean of absolute error (MAE) to compare the difference in
aggregation results between raw data and perturbed data.
For this measure, the lower value indicates higher accuracy.

As discussed before, a smaller tuple (𝜖, 𝛿) provides a higher
level of data privacy protection. In other words, it requires
adding more noise to each sensory data. Figure 3(a) shows
the MAE with the different values of 𝜖. We can see that the
MAE decreases and changes slowly as the value of 𝜖 increases.
Moreover, from the Figure 3(b), we can also observe that
the added average noise incurred in perturbation is small
with the increase of (𝜖, 𝛿). This is mainly due to the fact that
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Figure 4: Effect of 𝒩 . (a) MAE. (b) Noise.

the truth discovery algorithm can automatically adjust the
weight of each user, which helps lower the weight of users
holding sensory data with large noise added, thereby reducing
the impact of these users’ data on the final result.

6.1.2 Effect of 𝒩 . Next, we analyze the effect of 𝒩 on
the results of the aggregation. Since each user perturbs its
sensory data independently by adding noises obeying a pre-
set Gaussian distribution, the change in 𝒩 will not affect
the average noise added in raw data, which is also shown
in Figure 5(b). On the other hand, from the Figure 5(a),
we can see that the increase in the number of users helps
improve the accuracy of the aggregation results. The reason
for this is that the truth discovery algorithm can collect more
information when more users upload data, which helps to
improve the quality of the aggregated results.

6.2 Computation Overhead

In this section, we analyze the computation overhead of our
V-PATD under the different number of users/objects. As dis-
cussed before, our V-PATD excels in performance compared
to existing solutions based on Homomorphic Encryption (HE)
or SMC. To be more convincing, the latest solutions (based on
SMC and HE)[22, 35] are also evaluated in our experiments
to demonstrate the efficiency of our proposed scheme.

In our V-PATD, the overall computation overhead comes
from three entities, i.e., the users, the cloud server and the
task requester. Figure 6(a) and Figure 6(b) show that the
computation overhead of each entity under the different num-
ber of users/objects. We can see that the cost of each user
keeps almost constant as the number of users/objects in-
creases. This is because in our scenario, each user is only
required to perturb its data and sign it to the server, which
requires only a small amount of computation overhead. The
overhead of the server and the task requester are proportional
to the number of users and objects. This is mainly because
the variation of the number of users/objects affects the com-
plexity of the arithmetic circuit of the outsourced function.
In general, the increase in the number of users/objects re-
sults in more complex arithmetic circuits, which makes the
server/the task requester (in some gates, the server needs
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Figure 5: Computation Overhead. (a)ℳ=25, with
the different number of users. (b)𝒩=75, with the
different number of objects.

to interact with the task requester to generate verification
tags) require more overhead to generate verification tags for
all gates. However, the overhead of the other two entities is
not significant compared to the overhead of the server. In
particular, the user’s overhead grows very slowly and can
be considered constant with the different number of user-
s/objects. Therefore, our verifiable approach is efficient and
scalable. Figure 7(a) and Figure 7(b) compare the compu-
tation overhead of V-PATD with those of the latest model
CATD[35] and F-PPTD[22]. Obviously, compared to [22, 35],
V-PATD significantly reduces the computation overhead in
the privacy-preserving truth discovery process. This is mainly
due to the shortcomings of the underlying structures of CAT-
D and F-PPTD. Specifically, CATD[35] and F-PPTD[22]
are constructed utilizing SMC and homomorphic encryption,
respectively, and both of these require participants executing
PPTD with multiple complex interactions. Therefore, these
techniques always involve time-consuming computation or
expensive communication among mobile device users, which
makes it difficult to achieve low latency for large-scale data
or user sets. Conversely, our perturbation mechanism is very
simple, which just requires each user to perturb sensory by
adding noises obeying a pre-set Gaussian distribution. Hence,
compared with the latest model based on SMC or homomor-
phic encryption, our V-PATD is very efficient and can be
easily applied to real-life scenarios.

6.3 Communication Overhead

Next, we analyze the communication overhead of our V-
PATD under the different number of users/objects. Similarly,
as shown in Figure 8(a), the communication cost of each user
almost constant as the number of users/objects increases.
This is also because the user only needs to sign his perturbed
data and send them to the server. On the other hand, the
overhead of the server and the task requester are proportional
to the number of users and objects. In V-PATD, since the
server primarily interacts with the task requester to generate
tags for some gates and return the final aggregated result,
which makes the communication overhead of these entities
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Figure 6: Computation overhead compared with ex-
isting models. (a)ℳ=25, with the different number
of users. (b)𝒩=75, with the different number of ob-
jects.
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Figure 7: Communication Overhead. (a)ℳ=25, with
the different number of users. (b)𝒩=75, with the
different number of objects.

comparable. Figure 9(a) and Figure 9(b) shows that the co-
munication overhead of V-PATD compared with the latest
model CATD[35] and F-PPTD[22]. As described before, F-
PPTD is constructed under the SMC protocol, which requires
the server to interact with each participant multiple times
(using garbled circuits) to complete a ciphertext aggregation
operation. This inevitably leads to high communication over-
head. Also, to ensure the privacy of the aggregated results,
CATD uses the threshold variant of the Paillier scheme [5] in
their framework, which requires the cooperation of multiple
users to complete the aggregation operation under cipher-
text. However, compared to [22, 35], the performance of our
V-PATD is excellent in terms of communication overhead,
which grows slowly as the number of users/objects increases.

7 RELATED WORK

To protect the users’ privacy in the truth discovery process,
many PPTD approaches[13, 17, 21] have been proposed and
widely applied in diverse fields. Miao et al.[21] proposed the
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Figure 8: Communication overhead compared with
existing models. (a)ℳ=25, with the different num-
ber of users. (b)𝒩=75, with the different number of
objects.

first privacy-preserving truth discovery framework in crowd-
sensing systems. Based on Threshold Paillier Cryptosystem[5],
it can execute TD procedures in the ciphertext domain while
guaranteeing the confidentiality of users’ privacy. To address
the problem of users dropping out in the truth discovery
process, Xu et al.[31] designed EPTD. It exploited the Secure
Multiparty Computing (SMC) based technologies to ensure
smooth execution even if there is a certain amount of users
offline. Tang et al.[28] also presented a non-interactive PPT-
D, which utilized two non-colluding servers assumption to
remove the online requirement for each user. On the other
hand, to improve efficiency, several approaches[4, 22, 23, 36]
have also been proposed. However, these techniques such
as homomorphic encryption and SMC always involve time-
consuming computation or expensive communication among
mobile device users, which makes it difficult to achieve low
latency for large-scale data or user sets. Recently, Li et al.[17]
designed a two-layer data perturbation mechanism under the
centralized differential privacy. However, their data pertur-
bation process relies on a trusted server to add noise to the
aggregation results, which contradicts the assumption of un-
trusted server setting in many real-life scenarios. To the best
of our knowledge, all existing solutions do not consider the
verifiability of aggregated results returned from the cloud
server. As introduced above, a dishonest server may com-
press the agreed computing protocol or maliciously forge the
aggregated results for some shady deals. Hence, it is urgent
to proposed a verifiable truth discovery approach, which can
efficiently verify the correctness of results returned from the
server while protecting user’s data privacy.

8 CONCLUSION

In this paper, we first designed a perturbation mechanism
to protect users’ sensory data before submitting them to
the cloud. Based on this, a publicly verifiable technique is
designed to enable any entity to verify the correctness of ag-
gregated results returned from the server. We gave a formal
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analysis to prove the security of our V-PATD. Moreover, ex-
tensive experiments demonstrated the superior performance
of our V-PATD in terms of aggregated accuracy, computa-
tion and communication overhead. As part of future research
effort, we will focus on improving the aggregation accuracy
of our V-PATD.
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APPENDIX

1.1 Proof of Lemma 1

Proof. Since user 𝑛’s error follows the Gaussian distribution
𝑁(0, 𝛾2

𝑛′), the sensory data 𝑥𝑛 follows 𝑥𝑛 ∼ 𝑁(𝑥*, 𝛾
2
𝑛′), where

𝑥* represents the true value, and 𝛾2
𝑛′ is selected from the

exponential distribution with hyper parameter 𝜂1. Given
a large number 𝐵, we can conclude that 𝑃𝑟{𝛾𝑛′ ≤ 𝐵} =

1− 𝑒−𝜂1𝐵
2

= 𝑞 by the nature of light tail of the exponential

distribution [19], which implies𝐵 =

√︁
ln 1

1−𝑞√
𝜂1

. Since we assume

that most of users are reliable, the 𝜂1 should be larger than

1. Therefore, we have 𝐵 ≤
√︁

ln 1
1−𝑞

𝜂1
.

Next, we try to bound △𝑛. Given two data 𝑥
(1)
𝑛 and 𝑥

(2)
𝑛 ,

as the sensory data 𝑥𝑛 ∼ 𝑁(𝑥*, 𝛾
2
𝑛′), we know that 𝑥

(1)
𝑛 −

𝑥
(2)
𝑛 ∼ 𝑁(0, 2𝛾2

𝑛′). Therefore, we have 𝑃𝑟{|𝑥(1)
𝑛 − 𝑥

(2)
𝑛 | >

𝑏
√
2𝛾𝑛′} ≤ 2𝑒

−𝑏2

2

𝑏
based on the Gaussian Tail Inequality[12],

which implies △𝑛 = max
(𝑥

(1)
𝑛 ,𝑥

(2)
𝑛 ∈𝐷)

|𝑥(1)
𝑛 − 𝑥

(2)
𝑛 | ≤ 𝑏

√
2𝛾𝑛′ with

probability at least 1− 2𝑒
−𝑏2

2

𝑏
. Let 𝛼𝑛 = 𝑏

√︁
2 ln 1

1−𝑞
, we have

△𝑛 = max
(𝑥

(1)
𝑛 ,𝑥

(2)
𝑛 ∈𝐷)

|𝑥(1)
𝑛 − 𝑥

(2)
𝑛 | ≤ 𝑏

√
2𝛾𝑛′ ≤

𝑏
√︁

2 ln 1
1−𝑞

𝜂1
≤ 𝛼𝑛

𝜂1

with probability at least 𝜂1(1− 2𝑒
−𝑏2

2

𝑏
). �

1.2 Proof of Theorem 1

Proof. As discussed before, user 𝑛 adds noise selected from
𝑁(0, 𝛾2

𝑛) to its sensory data, where 𝛾2
𝑛 is chosen from an

exponential distribution with hyper parameter 𝜂2. Then, we
have

𝑃𝑟{𝒲(𝑥(1)
𝑛 ) = 𝑥} = 1√︀

2𝜋𝛾2
𝑛

exp(− (𝑥− 𝑥
(1)
𝑛 )2

2𝛾2
𝑛

)

≤ 1√︀
2𝜋𝛾2

𝑛

exp(− (𝑥− 𝑥
(2)
𝑛 )2 − (𝑥

(2)
𝑛 − 𝑥

(1)
𝑛 )2

2𝛾2
𝑛

)

= exp(
(𝑥

(2)
𝑛 − 𝑥

(1)
𝑛 )2

2𝛾2
𝑛

)
1√︀
2𝜋𝛾2

𝑛

exp(− (𝑥− 𝑥
(2)
𝑛 )2

2𝛾2
𝑛

)

≤ exp(
△2

𝑛

2𝛾2
𝑛

)𝑃𝑟{𝒲(𝑥(2)
𝑛 ) = 𝑥}

≤ 𝑒𝜖𝑃𝑟{𝒲(𝑥(2)
𝑛 ) = 𝑥}.

(23)

From the above formula, we know that 𝑃𝑟{𝒲(𝑥
(1)
𝑛 ) = 𝑥} ≤

𝑒𝜖𝑃𝑟{𝒲(𝑥
(2)
𝑛 ) = 𝑥} holds if and only if 𝛾2

𝑛 ≥
△2

𝑛
2𝜖

. As 𝛾2
𝑛 is

chosen from an exponential distribution with hyper parameter

𝜂2, we limit the probability of event 𝑃𝑟{𝛾2
𝑛 : 𝛾2

𝑛 ≥
△2

𝑛
2𝜖
} to at

least 1− 𝛿, where 𝛿 ∈ [0, 1]. Therefore, we have 𝑃𝑟{𝛾2
𝑛 : 𝛾2

𝑛 ≥
△2

𝑛
2𝜖
} = exp(− 𝜂2△2

𝑛
2𝜖

) ≥ 1−𝛿, which implies− 𝜂2△2
𝑛

2𝜖
≤ ln( 1

1−𝛿
).

Because 1/𝜂2 = 𝑟/𝜂1, we have 𝑟 ≥ 𝜂1△2
𝑛

2𝜖 ln( 1
1−𝛿

)
. Based on the

Lemma 1, we have 𝑟 ≥ 𝛼2
𝑛

2𝜂1𝜖 ln(
1

1−𝛿
)
, where 𝛼𝑛 = 𝑏

√︁
2 ln 1

1−𝑞
.

Since the domain of user 𝑛’s noise variance 𝛾2
𝑛 is R+, we

divide R+ as R+ = R1∪ℛ2, where R1 = {𝛾2
𝑛 ∈ R+ : 𝛾2

𝑛 ≥
△2

𝑛
2𝜖
}

and R2 = {𝛾2
𝑛 ∈ R+ : 𝛾2

𝑛 <
△2

𝑛
2𝜖
}. Then, we use 𝒲(𝑥𝑛, 𝛾

2
𝑛) to

denote the perturbation mechanism of user 𝑛. Given a subset
𝒮 ⊆ ℛ, we also divide 𝒮 as 𝒮 = 𝒮1 ∪ 𝒮2, where we claim
𝒲(𝑥𝑛, 𝛾

2
𝑛) ∈ 𝒮1 if 𝛾2

𝑛 ∈ R1 or W(𝑥𝑛, 𝛾
2
𝑛) ∈ S2 if 𝛾2

𝑛 ∈ R2. Thus,
we have

𝑃𝑟
𝛾2
𝑛∈R+

{𝒲(𝑥
(1)
𝑛 , 𝛾2

𝑛) ∈ 𝒮} ≤ ( 𝑃𝑟
𝛾2
𝑛∈R1

+ 𝑃𝑟
𝛾2
𝑛∈R2

){𝒲(𝑥
(1)
𝑛 , 𝛾2

𝑛) ∈ 𝒮}

≤ 𝑃𝑟
𝛾2
𝑛∈R1

{𝒲(𝑥
(1)
𝑛 , 𝛾2

𝑛) ∈ 𝒮1}+ 𝛿

≤ 𝑒𝜖 𝑃𝑟
𝛾2
𝑛∈R+

{𝒲(𝑥
(2)
𝑛 , 𝛾2

𝑛) ∈ 𝒮}+ 𝛿

�

1.3 Proof of Lemma 2

Proof : Given a sum gate G and two inputs ̂︀𝑠1 and ̂︀𝑠2, the
process of generating 𝜎′ is divided into five cases ( shown
in algorithm Gate eval). For ease of description, we take
Case 3 in the algorithm Gate eval as an example, where
𝑝𝑘̂︀𝑠1 = 𝑝𝑘̂︀𝑠2 . Given two variables ̂︀𝑠1 and ̂︀𝑠2, both of which
possess category-1 verification tag 𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) and 𝜎2 =
(𝑝𝑘̂︀𝑠2 , 𝜌̂︀𝑠2), respectively. The verification tag 𝜎′ = (𝑝𝑘′, 𝜌′) of
the gate G’s output (i.e., 𝑦 = ̂︀𝑠1 + ̂︀𝑠2) is computed as follows.

𝑝𝑘′ = 𝑝𝑘̂︀𝑠1 , 𝜙′𝜏 = 𝜙𝜏1 + 𝜙𝜏2 ,z
′
𝜏 = z𝜏1 +z𝜏2

𝜌′ = (𝜇′, 𝜈′) = (𝜇̂︀𝑠1 × 𝜇̂︀𝑠2 , 𝜈′(1), 𝜈′(2), 𝜈′(3)) (24)

where 𝜈′(1) = 𝜈
(1)̂︀𝑠1 + 𝜈

(1)̂︀𝑠2 , 𝜈′(2) = 𝜈
(2)̂︀𝑠1 + 𝜈

(2)̂︀𝑠2 , and 𝜈′(3) =

𝜈
(3)̂︀𝑠1 + 𝜈

(3)̂︀𝑠2 . With verification tag 𝜎′ = (𝑝𝑘′, 𝜌′), anyone can

verify the correctness of ̂︀𝑠1 + ̂︀𝑠1 without knowing ̂︀𝑠1 and ̂︀𝑠1
as below.

𝑒(𝑔, ℎ𝜈′(1)
)

?
= 𝑒(𝑔𝛽̂︀𝑠1 , ℎ(𝜙𝜏1

+𝜙𝜏2
)+(𝑡̂︀𝑠1+𝑡̂︀𝑠2 ))

= 𝑒(𝑝𝑘′
(1)

, 𝜇′ × ℎ(𝜙𝜏1
+𝜙𝜏2

))

𝑒(𝑔, ℎ𝜈′(2)
)

?
= 𝑒(𝑔

𝛽′̂︀𝑠1 , ℎ(z𝜏1
+z𝜏2

)+(𝑡̂︀𝑠1+𝑡̂︀𝑠2 ))

= 𝑒(𝑝𝑘′
(2)

, 𝜇′ × ℎ(z𝜏1+z𝜏2 ))

𝑒(𝑔, ℎ𝜈′(3)
)

?
= 𝑒(𝑔

𝛽′′̂︀𝑠1 , ℎ(̂︀𝑠1+̂︀𝑠2)+(𝑡̂︀𝑠1+𝑡̂︀𝑠2 ))

= 𝑒(𝑝𝑘′
(3)

, 𝜇′ × ℎ(̂︀𝑠1+̂︀𝑠2))

(25)

Clearly, the verification tag in our verification mechanism
is additive homomorphic. �

1.4 Proof of Lemma 3

Proof. Specifically, given a product gate G and two inputs ̂︀𝑠1
and ̂︀𝑠2, the process of generating 𝜎′ is divided into two cases (
shown in algorithm Gate eval). Similarly, we take Case 2 in
the algorithm Gate eval as an example. Specifically, given
two variables ̂︀𝑠1 and ̂︀𝑠2, both of which possess category-1
verification tag 𝜎1 = (𝑝𝑘̂︀𝑠1 , 𝜌̂︀𝑠1) and 𝜎2 = (𝑝𝑘̂︀𝑠2 , 𝜌̂︀𝑠2), respec-
tively. The process of generating verification tag 𝜎′ = (𝑝𝑘′, 𝜌′)
of the gate G’s output is shown in Eqn.(19). Then, based on
the verification tag 𝜎′ = (𝑝𝑘′, 𝜌′) (refer to Eqn.(19)), anyone
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can verify the correctness of ̂︀𝑠1 × ̂︀𝑠2 without knowing ̂︀𝑠1 and̂︀𝑠2 as below.

𝑒(𝑔, ℎ𝜈′(1)
)

?
= 𝑒(𝑔𝜉, ℎ(𝜙𝜏1

+𝜙𝜏2
)+(𝑡̂︀𝑠1+𝑡̂︀𝑠2 ))

= 𝑒(𝑝𝑘′
(1)

, 𝜇′ × ℎ(𝜙𝜏1
+𝜙𝜏2

))

𝑒(𝑔, ℎ𝜈′(2)
)

?
= 𝑒(𝑔𝜉

′
, ℎ(z𝜏1+z𝜏2 )+(𝑡̂︀𝑠1+𝑡̂︀𝑠2 ))

= 𝑒(𝑝𝑘′
(2)

, 𝜇′ × ℎ(z𝜏1
+z𝜏2

))

𝑒(𝑔, ℎ𝜈′(3)
)

?
= 𝑒(𝑔𝜉

′′
, ℎ(̂︀𝑠1+̂︀𝑠2)+(𝑡̂︀𝑠1+𝑡̂︀𝑠2 ))

= 𝑒(𝑝𝑘′
(3)

, 𝜇′ × ℎ(̂︀𝑠1+̂︀𝑠2))

(26)

Clearly, the verification tag in our verification mechanism is
multiplicative homomorphic. �

1.5 Proof of Theorem 3

We first review the definition of the proposed signature, and
then give a formal security model. Finally, we demonstrate the
soundness of our verification mechanism under this security
model.

1.5.1 Signature method. Our proposed signature is a tuple
of probabilistic polynomial time algorithms, i.e., Setup,
Gen key, Gen sign, Sign verify, as follows:

Setup(1𝜆) → 𝑝𝑝. The setup algorithm generates the de-
scription of a pairing (𝑒, 𝑝,𝐺1, 𝐺2, 𝑔, ℎ) by running the bilin-
ear group generator 𝒢(1𝜆), where 𝑔, ℎ ∈ 𝐺1. The algorithm
randomly chooses two collision-resistant hash functions 𝐻 :
{0, 1}* → 𝑍𝑝 and 𝐻 ′ : {0, 1}* → 𝑍𝑝. It returns the public
parameter 𝑝𝑝 = (𝑒, 𝑝,𝐺1, 𝐺2, 𝑔, ℎ, 𝐻,𝐻 ′).

Gen key(𝑝𝑝) → (𝑠𝑘, 𝑝𝑘). The key generation algorithm
randomly chooses 𝛽, 𝛽′, 𝛽′′ ∈ Z𝑝 and returns the public key
𝑝𝑘 and the secret key 𝑠𝑘 as:

𝑝𝑘 = {(𝑔𝛽 , ℎ𝛽 , ℎ
1
𝛽 ), (𝑔𝛽

′
, ℎ𝛽′

, ℎ
1

𝛽′′ ), (𝑔𝛽
′′
, ℎ𝛽′′

, ℎ
1

𝛽′′ )}
𝑠𝑘 = (𝛽, 𝛽′, 𝛽′′)

Gen sign(𝑚, 𝑠𝑘) → 𝜌. Take a message 𝑚 (with label 𝜏 ,
denote the description of 𝑚) and the secret key 𝑠𝑘 as the
inputs, the sign algorithm first computes 𝜙𝜏 = 𝐻(𝜏) and
z𝜏 = 𝐻 ′(𝜏). Then, it randomly chooses a integer 𝑡 ∈ 𝑍𝑝 and

sets 𝜇 = ℎ𝑡, 𝜈(1) = 𝛽(𝜙𝜏 + 𝑡) mod 𝑝, 𝜈(2) = 𝛽′(z𝜏 + 𝑡) mod 𝑝,

and 𝜈(3) = 𝛽′′(𝑚 + 𝑡) mod 𝑝. It returns the signature 𝜌 =

(𝜇, 𝜏, 𝜈(1), 𝜈(2), 𝜈(3)).
Sign verify(𝑝𝑘,𝑚, 𝜌)→ 𝑏: The algorithm returns 1 indi-

cating a valid message and signature pair if the following
equations are correct; otherwise, it returns 0.

𝑒(𝑔, ℎ𝜈(1)

)
?
= 𝑒(𝑔𝛽 , 𝜇× ℎ𝜙𝜏 ) = 𝑒(𝑝𝑘(1), 𝜇× ℎ𝜙𝜏 )

𝑒(𝑔, ℎ𝜈(2)

)
?
= 𝑒(𝑔𝛽

′
, 𝜇× ℎz𝜏 ) = 𝑒(𝑝𝑘(2), 𝜇× ℎz𝜏 )

𝑒(𝑔, ℎ𝜈(3)

)
?
= 𝑒(𝑔𝛽

′′
, 𝜇× ℎ𝑚) = 𝑒(𝑝𝑘(3), 𝜇× ℎ𝑚)

(27)

1.5.2 Security Model. Next, we introduce the security model
of existential unforgeability under chosen message attack
(EUF-CMA)[1, 3] for a digital signature scheme, which allows
an adversary to query for signatures on messages of his choice
deceptively and then adversary outputs a valid signature for
a message which has not been queried before.

Specifically, given the digital signature scheme consists
of four algorithms given above and an adversary 𝒜 who is
allowed to access a series of oracles, i.e., 𝒪Gen key(·),𝒪Corrupt(·)
and 𝒪Gen sign(·, ·), we define the following experiment under
EUF-CMA:

Experiment ExpEUF-CMA
Signature𝒜(1𝜆) Oracle 𝒪Gen key(𝑖)

𝑝𝑝← Setup(1𝜆); (𝑝𝑘𝑖, 𝑠𝑘𝑖)← Gen key(𝑝𝑝)
𝒟𝑢 := ∅;𝒟𝑐 := ∅;𝒟𝜌 := ∅; 𝒟𝑢 ← 𝒟𝑢 ∪ {𝑖, 𝑝𝑘𝑖, 𝑠𝑘𝑖}
(𝑝𝑘*,𝑚*, 𝜌*)← 𝒜𝒪(𝑝𝑝); return 𝑝𝑘𝑖.
return 1 iff 𝑝𝑘* ̸∈ 𝒟𝑐, (𝑝𝑘*,𝑚*) ̸∈ 𝒟𝜌, and Oracle 𝒪Corrupt(𝑖)
Sign verify(𝑝𝑘*,𝑚*, 𝜌*) = 1. (𝑝𝑘𝑖, 𝑠𝑘𝑖)← Gen key(𝑝𝑝)

Oracle 𝒪Gen sign(𝑝𝑘𝑖,𝑚) 𝒟𝑢 ← 𝒟𝑢 ∪ {𝑖, 𝑝𝑘𝑖, 𝑠𝑘𝑖}
𝜌← Gen sign(𝑠𝑘𝑖,𝑚) 𝒟𝑐 ← 𝒟𝑐 ∪ {𝑝𝑘𝑖}
𝒟𝜌 ← 𝒟𝜌 ∪ {𝑝𝑘𝑖,𝑚, 𝜌} return 𝑠𝑘𝑖.
return 𝜌

We say that our signature method is EUF-CMA secure
if for any probabilistic polynomial time adversary 𝒜, the
following advantage is negligible:

AdvEUF-CMA
Signature,𝒜(1

𝜆) = Pr[ExpEUF-CMA
Signature𝒜(1

𝜆) = 1].

Proof : Suppose there exists a polynomial-time adversary
𝒜 that can break our digital signature scheme in EUF-CMA
model with non-negligible advantage. Then, we can build
a simulator ℬ that can break either the discrete logarithm
(DL) assumption [1, 3] or collision-resistant hash functions
with non-negligible advantage. Specially, ℬ receives the tuple
(𝑔,𝐴 = 𝑔𝑎) to output 𝑎, and two hash functions 𝐻,𝐻 ′ to find
𝜏, 𝜏 ′ such that 𝜏 ′ ̸= 𝜏 and they are either 𝐻(𝜏 ′) = 𝐻(𝜏) or
𝐻 ′(𝜏 ′) = 𝐻 ′(𝜏).

Setup: ℬ generates the description of a pairing (𝑒, 𝑝,𝐺1, 𝐺2, 𝑔)
by running the bilinear group generator 𝒢(1𝜆) and derives
public key 𝑝𝑝 = (𝑒, 𝑝,𝐺1, 𝐺2, 𝑔, ℎ,𝐻,𝐻 ′) by simulating

𝑔 = 𝑔𝑎, ℎ = 𝑔

ℬ returns the public key 𝑝𝑝 = (𝑒, 𝑝,𝐺1, 𝐺2, 𝑔
𝑎, 𝑔,𝐻,𝐻 ′) to

𝒜, where 𝑔𝑎 and 𝑔 are uniform in the view of 𝒜.
Querying Phase: At the beginning of querying phase, ℬ
randomly picks 𝑖* ∈ {1, 2, ..., 𝑞Gen key} then queries the follow-
ing oracles adaptively.

𝒪Gen key(𝑖): 𝒜 queries the key generation oracle on the index
𝑖 at most 𝑞Gen key times. For each query, if 𝑖 has been queried
before, ℬ returns the public key 𝑝𝑘𝑖 from the database 𝒟𝑢;
otherwise, ℬ simulates the public key as following:

∙ If 𝑖 ̸= 𝑖*, ℬ randomly chooses 𝛽, 𝛽′, 𝛽′′ ∈ Z𝑝 and gen-
erates the public key 𝑝𝑘𝑖 and the secret key 𝑠𝑘𝑖 as:

𝑝𝑘𝑖 = {(𝑔𝛽 , ℎ𝛽 , ℎ
1
𝛽 ), (𝑔𝛽

′
, ℎ𝛽′

, ℎ
1
𝛽′ ), (𝑔𝛽

′′
, ℎ𝛽′′

, ℎ
1

𝛽′′ )}
𝑠𝑘𝑖 = (𝛽, 𝛽′, 𝛽′′)

ℬ updates the database 𝒟𝑢 as 𝒟𝑢 ← 𝒟𝑢 ∪ {𝑖, 𝑝𝑘𝑖, 𝑠𝑘𝑖}.
∙ If 𝑖 = 𝑖*, ℬ randomly picks 𝑟1, 𝑟2, 𝑟3 ∈ Z𝑝 and generates
the public key 𝑝𝑘 as:

𝑝𝑘𝑖 = {(𝐴𝑟1 , 𝑔𝑟1 , 𝑔
1
𝑟1 ), (𝐴𝑟2 , 𝑔𝑟2 , 𝑔

1
𝑟2 ), (𝐴𝑟3 , 𝑔𝑟3 , 𝑔

1
𝑟3 )}

= {(𝑔𝑎𝑟1 , 𝑔𝑟1 , 𝑔
1
𝑟1 ), (𝑔𝑎𝑟2 , 𝑔𝑟2 , 𝑔

1
𝑟2 ), (𝑔𝑎𝑟3 , 𝑔𝑟3 , 𝑔

1
𝑟3 )}

ℬ updates 𝒟𝑢 as 𝒟𝑢 ← 𝒟𝑢 ∪ {𝑖, 𝑝𝑘𝑖, (𝑟1, 𝑟2, 𝑟3)},
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where 𝑟1, 𝑟2 and 𝑟3 are uniform in the domain 𝒵𝑝 and hence
the public key 𝑝𝑘𝑖 is uniform from the view of 𝒜. ℬ returns
the public key 𝑝𝑘𝑖 to 𝒜.
𝒪Corrupt(𝑖): 𝒜 queries the corrupt oracle on the index 𝑖 at most
𝑞Corrupt times. For each query, if 𝑖 has been queried before, ℬ
returns the secret key 𝑠𝑘𝑖 from the database 𝒟𝑢; otherwise,
ℬ simulates the secret key as follows:

∙ If 𝑖 ≠ 𝑖*, ℬ randomly chooses 𝛽, 𝛽′, 𝛽′′ ∈ Z𝑝 and gen-
erates the public key 𝑝𝑘𝑖 and the secret key 𝑠𝑘𝑖 as:

𝑝𝑘𝑖 = {(𝑔𝛽 , ℎ𝛽 , ℎ
1
𝛽 ), (𝑔𝛽

′
, ℎ𝛽′

, ℎ
1

𝛽′′ ), (𝑔𝛽
′′
, ℎ𝛽′′

, ℎ
1

𝛽′′ )}
𝑠𝑘𝑖 = (𝛽, 𝛽′, 𝛽′′)

ℬ updates the database 𝒟𝑢 as 𝒟𝑢 ← 𝒟𝑢 ∪ {𝑖, 𝑝𝑘𝑖, 𝑠𝑘𝑖}
and 𝒟𝑐 ← 𝒟𝑐 ∪ {𝑝𝑘𝑖}.
∙ If 𝑖 = 𝑖*, ℬ aborts since the secret key of challenging
index cannot be simulated.

ℬ returns the secret key 𝑠𝑘𝑖 = (𝛽, 𝛽′, 𝛽′′) to 𝒜.
𝒪Gen sign(𝑝𝑘𝑖,𝑚): 𝒜 queries the signing oracle on the public
key 𝑝𝑘𝑖 and the message 𝑚 at most 𝑞Gen sign times. For each
query, if (𝑝𝑘𝑖,𝑚) has been queried before, ℬ returns the
signature 𝜌 from the database 𝒟𝜌; otherwise, ℬ simulates the
signature as follows:

∙ If 𝑝𝑘𝑖 ̸= 𝑝𝑘𝑖* , ℬ computes the signature based on the
proposed scheme. Specifically, ℬ randomly chooses a
term 𝜏, 𝑡 ∈ Z𝑝 and computes

𝜇 = ℎ𝑡 = 𝑔𝑡

𝑣(1) = 𝛽(𝐻(𝜏) + 𝑡) mod 𝑝

𝑣(2) = 𝛽′(𝐻 ′(𝜏) + 𝑡) mod 𝑝

𝑣(3) = 𝛽′′(𝑚+ 𝑡) mod 𝑝

∙ If 𝑝𝑘𝑖 = 𝑝𝑘𝑖* , ℬ randomly chooses a term 𝜏, 𝑡 ∈ Z𝑝 and
retrieve the randomly 𝑟1, 𝑟2 and 𝑟3 to compute

𝜇 = ℎ𝑡 = 𝑔𝑡

𝑣(1) = 𝑟1(𝐻(𝜏) + 𝑡) mod 𝑝

𝑣(2) = 𝑟2(𝐻
′(𝜏) + 𝑡) mod 𝑝

𝑣(3) = 𝑟3(𝑚+ 𝑡) mod 𝑝

ℬ returns the signature 𝜌 = (𝜇, 𝜏, 𝜈
(1)
𝑛 , 𝜈

(2)
𝑛 , 𝜈

(3)
𝑛 ). Note that

the simulation for 𝑝𝑘𝑖 ≠ 𝑝𝑘𝑖* is identical to our proposed
scheme. Hence, it passes the verification algorithm and 𝒜
cannot find ℬ is processing the real scheme or the scheme
simulation. For 𝑝𝑘𝑖 ̸= 𝑝𝑘𝑖* , we have

𝑒(𝑔, ℎ
𝑣(1)

) = 𝑒(𝑔
𝑎
, 𝑔

𝑟1(𝐻(𝜏)+𝑡)
) = 𝑒(𝑔

𝑎𝑟1 , 𝑔
𝐻(𝜏)+𝑡

) = 𝑒(𝑔
𝛽
, ℎ

𝐻(𝜏)
ℎ
𝑡
)

𝑒(𝑔, ℎ
𝑣(2)

) = 𝑒(𝑔
𝑎
, 𝑔

𝑟2(𝐻′(𝜏)+𝑡)
) = 𝑒(𝑔

𝑎𝑟2 , 𝑔
𝐻′(𝜏)+𝑡

) = 𝑒(𝑔
𝛽′

, ℎ
𝐻′(𝜏)

ℎ
𝑡
)

𝑒(𝑔, ℎ
𝑣(3)

) = 𝑒(𝑔
𝑎
, 𝑔

𝑟3(𝑚+𝑡)
) = 𝑒(𝑔

𝑎𝑟3 , 𝑔
𝑚+𝑡

) = 𝑒(𝑔
𝛽′′

, ℎ
𝑚
ℎ
𝑡
)

Therefore, the signature for 𝑝𝑘𝑖* is correct and uniform from
the view of 𝒜.
Output: 𝒜 outputs (𝑝𝑘*,𝑚*, 𝜎*), then we consider following
two cases.

∙ Case 1: 𝑝𝑘* = 𝑝𝑘𝑖 then 𝒜 breaks the DL problem.
We have the following equations from the signature
𝜌* = (𝜇, 𝜏, 𝜈(1), 𝜈(2), 𝜈(3)) such that⎧⎪⎨⎪⎩

𝜈
(1)
𝑛 = 𝛽(𝐻(𝜏) + 𝑡) mod 𝑝 = 𝑎𝑟1(𝐻(𝜏) + 𝑡) mod 𝑝

𝜈
(2)
𝑛 = 𝛽′(𝐻 ′(𝜏) + 𝑡) mod 𝑝 = 𝑎𝑟2(𝐻

′(𝜏) + 𝑡) mod 𝑝

𝜈
(3)
𝑛 = 𝛽′′(𝑚* + 𝑡) mod 𝑝 = 𝑎𝑟3(𝑚

* + 𝑡) mod 𝑝.

We can calculate 𝑎 and 𝑡 from the above equations since
there are three equations with two unknown elements.
Therefore, we break the BL by returning 𝑎.
∙ Case 2: 𝑝𝑘* ≠ 𝑝𝑘𝑖* . We have the following equations
from the signature 𝜌* = (𝜇, 𝜏, 𝜈(1), 𝜈(2), 𝜈(3)) such that⎧⎪⎨⎪⎩

𝜈
(1)
𝑛 = 𝛽(𝐻(𝜏) + 𝑡) mod 𝑝

𝜈
(2)
𝑛 = 𝛽′(𝐻 ′(𝜏) + 𝑡) mod 𝑝

𝜈
(3)
𝑛 = 𝛽′′(𝑚* + 𝑡) mod 𝑝.

We can calculate 𝐻(𝜏) and 𝐻 ′(𝜏) from the above e-
quations since there are three equations with three
unknown elements. Therefore, we break the collusion-
resistant hash function by returning 𝜏 and 𝜏 ′, where
𝜏 ′ has the same hash result to 𝜏 and is queried before.

Probability analysis: The simulation aborts if 𝒜 guesses
𝑖* and 𝑗* incorrect. Hence, we have the following advantage:

AdvEUF-CMA
𝑆𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒,𝒜(1

𝜆) = 1/𝑞Gen sign · 𝜖DL + 1/𝑞Sign verify · 𝜖H,
where 𝜖DL and 𝜖H are the advantages to break the DL problem
and collision-resistant hash function. �
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