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ABSTRACT
In this research, we propose a novel and effective entity mention
embedding framework that learns from semi-structured text corpus
with annotated entity mentions without the aid of well-constructed
knowledge graph or external semantic information other than the cor-
pus itself. Based on the co-occurrence of words and entity mentions,
we enrich the co-occurrence matrix with entity-entity, entity-word,
and word-entity relationships as well as the simple structures within
the documents. Experimentally, we show that our proposed entity
mention embedding benefits from the structural information in link
prediction task measured by mean reciprocal rank (MRR) and mean
precision@K (MP@K) on two datasets for Named-entity recognition
(NER).

CCS CONCEPTS
• Computing methodologies → Lexical semantics; Information
extraction; Ontology engineering;
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1 INTRODUCTION
Recent years have witnessed the increasing popularity of contex-
tualized embeddings [1, 6]. There has been very little research on
learning word and entity embeddings from semi-structured text cor-
puses which are not associated with rich semantic knowledge often
found in well-structured knowledge bases. A straightforward way
of learning the embeddings of these entities and words is to directly
apply word embedding models (e.g., GloVe [4]) on the document
treating both entities and words as words. This approach however
ignores the document structure which can play a vital role in de-
termining whether two terms should share similar semantics. To

Permission to make digital or hard copies of part or all of this work for personal or
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Description
Knowledge of Anti Money Laundering transaction monitor-
ing red flags ...
Strong data analysis skills ...
Very good understanding of KYC, AML Transaction moni-
toring ...

Requirement
Oracle Mantas FS data model and scenarios ...
Basic sql skills
Working knowledge of Oracle applications such as EDQ /
DIH

Figure 1: An example in Jobs dataset. Underlines in the figure
indicate skill entities annotated by annotators.

address this issue, we offer an alternative idea and propose a light-
weight framework to learn entity1 embeddings from datasets where
the knowledge graph of entities is not available but structures exist
in documents.

Specifically, we propose a framework that learns entity embed-
dings using the document structure found in the semi-structured text
containing the entities. Consider the example document in Figure 1
which is an annotated job post with marked-up skill entities. This
document contains three levels of structure, i.e., sentence, section
("Description" and "Requirement"), and document levels. Intuitively,
the skills EDQ and DIH in the same sentence should be semantically
closer to each other than EDQ and another skill sql from different
sentences of the same section. The EDQ and another skill sql en-
tity pair however is in turn closer than the entity pair sql and data
analysis which exist in the same document but different sections.
While there is no existing knowledge graph covering these entities,
we can use the structural information of the documents to enhance
the relationship between entities so as to learn their embeddings
well. Our proposed enrichment procedure can give additional small
weights to a pair of entities that do not co-occur within a fixed size
window but are still related by document structure. We call this
structure enrichment. Besides enriching entity-entity pairs, we also
consider the entity-word and word-entity pairs. When enriching an
entity-word pairs, the entities in the document are treated as target
terms and the words are treated as context terms. This structure
enrichment approach can be performed on an co-occurrence matrix
of entities and words, which cover the entity-entity, entity-word and
word-entity pairs. Note that our proposed enriching procedure is a
general framework and can be applied to different semi-structured
NER datasets.

1Entity mention should be a more precise term as this work focuses on learning the
entity mention embedding (without canonicalization). For simplicity, we use entity to
mean entity mention throughout this paper unless otherwise specified. Similarly, we use
word to represent a normal word (non-entity word).

https://doi.org/10.1145/3412841.3442100
https://doi.org/10.1145/3412841.3442100
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Figure 2: The co-occurrence matrix 𝑋 .
In our problem formulation, we treat the vocabulary of terms

(entities and words) as nodes in a graph and the the co-occurrence
count of a pair of terms as the edge weight between two terms.
We apply three popular network embedding models DeepWalk [5],
node2vec [2], and LINE [7] and a word embedding model GloVe [4]
on link prediction task. We find that our proposed structural enriched
entity embedding model outperforms the embeddings learned with-
out structural information using CoNLL-2003 [8] and Jobs datasets.

2 METHODOLOGY
Given a dataset 𝐼 with |𝐼 | annotated documents, let 𝐺 = (𝑉 , 𝐸) be a
graph with nodes representing a vocabulary of two types of terms,
𝑉 = 𝑉𝑤 ∪𝑉𝑒 . 𝑉𝑒 refers to the set of all the entities2 and 𝑉𝑤 refers
to the set of all the words in 𝐼 . All these entities and words are
at surface form. 𝐸 ⊆ (𝑉 ×𝑉 ) denotes a set of edges. The weight
of an edge

(
𝑣𝑖 , 𝑣 𝑗

)
∈ 𝐸 represents how strong the two terms are

related. A natural way to represent these weights is to construct a
co-occurrence matrix similar to that in GloVe [4]. Specifically, the
entry 𝑋𝑖 𝑗 tabulates the occurrence count of term 𝑗 in the context of
target term 𝑖 with distance weight decay. As the vocabulary contains
𝑉𝑤 and𝑉𝑒 , 𝑋 consists of four parts: 𝑋𝑤𝑤 (word–word), 𝑋𝑤𝑒 (word–
entity), 𝑋𝑒𝑤 (entity–word), and 𝑋𝑒𝑒 (entity–entity) as shown in
Figure 2.

2.1 Enriching Entity-Entity Co-occurrences
Next, we leverage on the structure of document to enrich the co-
occurrence between every pair of terms. The structural enriching
procedure updates 𝑋𝑒𝑒 by the context. To meet our objective, the
co-occurrence counts are computed on the same dataset. Given a doc-
ument 𝐼𝑑 (e.g., a job post) in 𝐼 with 𝑛 entity instances {𝑒1, · · · , 𝑒𝑛},
each pair of instances

(
𝑒𝑝 , 𝑒𝑞

)
∈ {𝑒1, · · · , 𝑒𝑛} for 𝑝 ≠ 𝑞 appears in

the same structural element at certain level, e.g., document, section,
sentence, etc. Suppose there are 𝐿 predefined structure levels, we de-
fine 𝑠𝑐𝑠𝑙

(
𝑒𝑝 , 𝑒𝑞

)
as the smallest common structure level of entity

instances 𝑒𝑝 and 𝑒𝑞 . We define level 1 to be the finest structure and
level 𝐿 to be the coarsest structure. For example, for a dataset with
sentences found in documents, we assign levels 1 and 2 to sentence
and document structural elements, (𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 (1), 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 (2)), re-
spectively. If 𝑒𝑝 and 𝑒𝑞 belong to two distinctive sentences but in the
same document, 𝑠𝑐𝑠𝑙

(
𝑒𝑝 , 𝑒𝑞

)
= 2 as their smallest common structure

level is 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 . Suppose 𝑒𝑝 and 𝑒𝑞 are the surface forms of 𝑒𝑝
and 𝑒𝑞 respectively, our proposed procedure updates 𝑋𝑒𝑝 ,𝑒𝑞 for every

2Noted that we glue the entities and their types with a reserved underscore character to
distinguish entities (e.g., united_states_loc) and words in the context.

pair of entity instances (𝑒𝑝 , 𝑒𝑞) ∈ {𝑒1, · · · , 𝑒𝑛}2 for 𝑝 ≠ 𝑞 with some
additional weight as follows:

𝑋𝑒𝑝 ,𝑒𝑞 ← 𝑋𝑒𝑝 ,𝑒𝑞 + 𝑓
(
𝑒𝑝 , 𝑒𝑞

)
(1)

where 𝑓
(
𝑒𝑝 , 𝑒𝑞

)
= 𝛼𝑙 if 𝑠𝑐𝑠𝑙

(
𝑒𝑝 , 𝑒𝑞

)
= 𝑙 . The function 𝑓

(
𝑒𝑝 , 𝑒𝑞

)
returns the additional co-occurrence weight based on the granularity
of the common structure covering both 𝑒𝑝 and 𝑒𝑞 . As increasing
level numbers correspond to fine-to-coarse levels, we expect 𝛼𝑙 ’s to
follow 𝛼1 > 𝛼2 > · · · > 𝛼𝐿 . The update procedure is performed on
all the documents in 𝐼 to enrich 𝑋 into the |𝑉 | × |𝑉 | matrix 𝑋 ′.

2.2 Enriching Entity-Word and Word-Entity
Co-occurrences

In addition to the entity-entity relationship, words surrounding en-
tities and entities surrounding words can be used to construct and
enrich their co-existence expressed in the form of co-occurrence
matrix. We apply a similar strategy to enrich the 𝑋𝑒𝑤 and 𝑋𝑤𝑒 .
Other than entity instances in a document 𝐼𝑑 , {𝑒1, · · · , 𝑒𝑛}, suppose
𝑚 word instances {�̂�1, · · · , �̂�𝑚} also exist in 𝐼𝑑 . Similar to entity-
entity enrichment, for each pair of entity instances and word in-
stances (𝑒𝑝 , �̂�𝑞) where 𝑒𝑝 ∈ {𝑒1, · · · , 𝑒𝑛} and �̂�𝑞 ∈ {�̂�1, · · · , �̂�𝑚},
we redefine 𝑠𝑐𝑠𝑙 to consider the smallest common structure level
shared by them: 𝑠𝑐𝑠𝑙

(
𝑒𝑝 , �̂�𝑞

)
. Let 𝑤𝑞 be the surface form of the

word instance �̂�𝑞 . To preserve the symmetry of the matrix, We
update 𝑋 ′ for every (𝑒𝑝 , �̂�𝑞) pair in 𝐼𝑑 by:

𝑋𝑒𝑝 ,𝑤𝑞
← 𝑋𝑒𝑝 ,𝑤𝑞

+ 𝑓
(
𝑒𝑝 , �̂�𝑞

)
(2)

𝑋𝑤𝑝 ,𝑒𝑞 ← 𝑋𝑤𝑝 ,𝑒𝑞 + 𝑓
(
�̂�𝑝 , 𝑒𝑞

)
(3)

where 𝑓
(
𝑒𝑝 , �̂�𝑞

)
= 𝛼𝑙 if 𝑠𝑐𝑠𝑙

(
𝑒𝑝 , �̂�𝑞

)
= 𝑙 . The above update

procedure is performed on all documents in 𝐼 to enrich 𝑋 ′ into the
|𝑉 | × |𝑉 | matrix 𝑋 ′′. Given the enriched matrices 𝑋 ′ and 𝑋 ′′, we
also extract a small co-occurrence submatrix from the 𝑋𝑒𝑒 part of 𝑋 ′

and 𝑋 ′′ and call it 𝑋 †. This extracted matrix 𝑋 † will largely reduce
the amount of information but maintaining the structural information
between the entities.

2.3 Learning Entity Mention Embeddings
After the enrichment process, we can directly apply word embedding
model GloVe on matrices 𝑋 , 𝑋 ′, 𝑋 ′′, 𝑋 †. To apply network embed-
dings on them, we derive weighted graphs from these matrices. Each
of {𝑋 , 𝑋 ′, 𝑋 ′′} is turned into a graph with vertices 𝑉 and edges
with weights corresponding to co-occurrence values. For 𝑋 †, they
too are represented as weighted graphs with vertices 𝑉𝑒 . For each of
the above graphs, network embedding models such as DeepWalk,
node2vec, and LINE can be applied to learn the entity embeddings.

3 EXPERIMENT
We used two datasets in our experiments, namely:
CoNLL-2003 [8]: We select the English version which contains
1,393 news articles labeled with four named entity types: persons,
locations, organizations and names of miscellaneous.
Jobs: This is a small job post dataset we collected from Singapore’s
Jobsbank 3. The dataset contains selected 300 job posts for each of
3https://www.mycareersfuture.sg/
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dataset CoNLL-2003 Jobs
#Documents 1,393 1,800
#Sentences 22,137 33,325

#Tokens 301,418 426,187
|𝑉𝑤 | 4,217 3,876
|𝑉𝑒 | 1,402 412

#Vertices 5,619 4,288
𝑋 1,008,427 1,666,005
𝑋 ′ 1,070,016 1,677,994
𝑋 ′′ 1,568,976 2,086,334
𝑋 † 69,529 21,416

Table 1: Statistics of the CoNLL-2003 and Jobs datasets.

the six occupations, namely: software developer (SD), business con-
sultant (BC), sales and marketing manager (SM), personnel/human
resource officer (HR), ledger and accounts clerk (LA), and financial
analyst (FA). Each job post contains two sections Requirement and
Description (see Figure 1), and only skill entities are annotated.

The statistics of CoNLL-2003 and Jobs are shown in Table 1. The
last four rows of Table 1 show the number of non-zero entries in
the matrix. All the terms are lower-cased and a frequency threshold
of 5 is set to filter out low frequency entities and words. CoNLL-
2003 contains two structure levels {𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 (1), 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 (2)}, and
we set 𝛼1 and 𝛼2 to 1.0 and 0.5 respectively. Jobs contains three
structure levels {𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 (1), 𝑠𝑒𝑐𝑡𝑖𝑜𝑛(2), 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 (3)} and we set
𝛼1, 𝛼2, and 𝛼3 to 1.0, 0.5, and 0.25 respectively.

3.1 Experiment Settings
As there are no other baseline methods to be compared with, the main
performance comparison is on different combinations of embedding
models and enrichment methods. We select link prediction task for
evaluating the enrichment methods, an evaluation task commonly
used in representation learning [3, 10, 11]. In link prediction, we
randomly mask out 10% of the entity-entity co-occurrences with
co-occurrence values greater than the median. This is to mask out
non-trivial links or co-occurrence entities.

For GloVe, the number of update iterations is set to 128 and the
context window size is 15. For DeepWalk and node2vec, the number
of random walks is 100 and the length of random walk is 40; both
the return parameter 𝑝 and in-out parameter 𝑞 of node2vec are set
to 1. For LINE, the number of negative samples is set to 1 and the
weight of negative samples is set to 5. The dimension 𝑑𝑣 of all the
embedding models are set to 128. For link prediction task involving
a masked link between 𝑒𝑖 and 𝑒 𝑗 , we use 𝑒𝑖 as the reference and
rank the remaining entities by cosine similarity. We then use MRR
and MP@K to measure the prediction accuracy. In general, higher
MRR and MP@𝐾 indicate a better learnt embeddings that capture
the semantics relatedness of entities.

3.2 Experiment Results
Table 2 shows the results on CoNLL-2003 and Jobs. Results with
boldface show the best performing method. Among the enrichment
methods, we find the ones using 𝑋 ′′ significantly outperform those
using other enrichment methods across all embedding models for
the two datasets. This suggests that document structure information
contributes well to link prediction in entity graph. The differences
between node embedding models are rather small compared to the

CoNLL-2003 Jobs
MRR MP@5 MP@10 MRR MP@5 MP@10

GloVe 𝑋 3.16 3.51 6.05 13.98 19.32 26.11
GloVe 𝑋 ′ 17.22 25.64 32.88 9.73 12.03 17.15
GloVe 𝑋 ′′ 27.55 40.09 49.99 19.34 28.01 39.02
GloVe 𝑋 † 21.10 30.78 39.95 6.81 8.74 14.36
DeepWalk 𝑋 23.52 33.25 40.66 24.40 35.89 46.83
DeepWalk 𝑋 ′ 38.01 58.03 71.17 18.76 26.80 38.36
DeepWalk 𝑋 ′′ 41.19 61.38 73.73 25.27 36.46 50.16
DeepWalk 𝑋 † 37.00 56.27 70.03 21.38 30.93 43.01
node2vec 𝑋 23.35 33.47 40.63 24.39 35.77 46.23
node2vec 𝑋 ′ 37.98 58.01 71.05 18.64 26.76 38.27
node2vec 𝑋 ′′ 41.17 61.51 73.69 25.33 36.57 50.41
node2vec 𝑋 † 36.88 56.21 69.85 21.32 30.71 42.79
LINE 𝑋 23.63 33.10 40.89 24.37 35.74 46.30
LINE 𝑋 ′ 38.03 58.01 71.04 18.72 26.62 38.26
LINE 𝑋 ′′ 41.20 61.50 73.74 25.30 36.64 50.07
LINE 𝑋 † 36.91 56.27 70.04 21.48 30.57 43.52

Table 2: Link prediction results on CoNLL-2003 and Jobs.

performance difference due to enrichment. In CoNLL-2003, the per-
formance of 𝑋 † outperforms 𝑋 with large margin in all the models.
The execution time of 𝑋 † is about 8 times faster than 𝑋 . Both im-
provements in execution time and performance suggest the potential
industry applications of 𝑋 †.

3.3 Visualization
Figure 3 shows the visualization using t-SNE [9]. Each node with
color other than black represents a skill in 𝑉𝑒 of some occupation.
We use 50% as a threshold to determine which occupation the skill
belongs to (i.e., an entity 𝑒 belongs to BC if over 50% of the time 𝑒
is in BC). “Others” refers to the top 500 words in 𝑉𝑤 by frequency
(e.g., experience). From Figure 3, we find that all node embedding
models with 𝑋 ′′ separate different occupations’ skills and words
(Others) better than that using 𝑋 . For the latter, only the entities in
SD are well separated from entities of other occupation labels. In
particular, we find hrm_ and human_resource_ management_, which
are aliases of each other, are almost on the same point in 𝑋 ′′ but
somehow separated in 𝑋 .

Also, by observing the normal words (Others) shown in the fig-
ures, models with 𝑋 ′′ have the ability to bring related normal words
closer to their corresponding occupation. For example, web and soft-
ware are away from the SD skill cluster in 𝑋 but close to SD skill
cluster in 𝑋 ′′.

Another example is the devops_ skill in HR. devops_ has 58% of
its occurrences in HR job posts and 25% in SD job posts. We find
that some job posts in HR contain devops_, computer_science_, and
jenkins_ at the same time. We suspect that those job posts have been
wrongly classified with HR label. They should be better assigned
with SD label. Nevertheless, network embedding models with 𝑋 ′′

successfully learn that devops_ should be closer to SD skills than
HR skills. This may due to the fact 𝑋 ′′ considers other related terms
in the same job post (e.g., computer_science_ and jenkins_).

3.4 Case Study
We select the ORG entity "ducati_org" from CoNLL-2003 as a case
example to show the different results between LINE 𝑋 ′′ and LINE
𝑋 as shown in Table 3. For LINE 𝑋 , the top 4 entities include one
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Figure 3: Visualization of the embedding results.

target retrieved 𝑋 ′′ 𝑋

ducati_org ford_escort_misc 9 1
isolde_kostner_per 38 2

florence_masnada_per 39 3
katja_seizinger_per 42 4

yoshikawa_per 1 73
slight_per 2 47

kocinski_per 3 38
aoki_per 4 70

Table 3: ducati_org and the top 4 ranked entities by LINE 𝑋 ′

and LINE 𝑋 .

car name and three Olympic athletes’ names while the top 4 entities
for LINE 𝑋 ′′ are MotoGP riders. We suspect the reason is because
CoNLL-2003 contains racing result articles as shown in Figure 4.
For LINE 𝑋 , the default context window size of 15 fails to capture
entities from neighboring sentences in racing result articles such as
the "kocinski_per" and "slight_per" because the newline symbols
separate them into two different sentences. On the other hand, the
structural enriched LINE 𝑋 ′′ successfully captures this information
and strengthens the co-occurrence between these entities and the
target.

fastest lap : aoki_per 147.786 kph
world championship standings ( after nine rounds ) :
1. slight_per 280 points
2. corser_per 269
3. kocinski_per 254
4. fogarty_per 236
5. colin_edwards_per ( u.s._loc ) yamaha_org 176
6. pier_francesco_chili_per ( italy_loc ) ducati_org 175

Figure 4: A snapshot of CoNLL-2003.

4 CONCLUSION AND FUTURE WORKS
This paper proposes a novel and effective entity mention embed-
ding learning framework that learns from semi-structured NER
datasets. Starting from the window-based co-occurrence counts of
the word and entity terms in the documents, we further enrich the
co-occurrence matrix with entity-entity, entity-word and word-entity
relationships derived from document structure. Experimentally, we
show that the structurally enriched co-occurrence matrix can con-
tribute to learning of entity embeddings that capture the semantic
relatedness among entities for more accurate link prediction accu-
racy.

In the future, we plan to explore contextualized embedding mod-
els on semi-structured datasets to compare with our proposed frame-
work. How to integrate the canonicalization method and linking to
knowledge bases into the semi-structured data is another direction
of research.
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