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Studies of QCD in e+e� ! Hadrons

at Ecm = 130 and 136 GeV

The ALEPH Collaboration

Abstract

An analysis of the properties of hadronic �nal states produced in electron-positron

annihilation at centre-of-mass energies of 130 and 136 GeV is presented. The measurements

are based on a data sample of 5.7 pb�1 collected in November 1995 with the Aleph detector

at LEP. Inclusive charged particle distributions, jet rates and event-shape distributions are

measured and the results are compared with the predictions of QCD-based models. From the

measured distributions quantities are determined for which the dependence on the centre-of-

mass energy can be predicted by QCD, including the mean multiplicity of charged particles,

the peak position of the inclusive distribution of � = � ln xp (xp = p=pbeam), and the strong

coupling constant �s. The QCD predictions are tested by comparing with corresponding

measurements at Ecm = 91:2 GeV and at lower energies.
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1 Introduction

After running since the autumn of 1989 at centre-of-mass energies near the Z resonance, the energy of

the LEP storage ring was increased in November 1995 to 130 and then to 136 GeV. Here an analysis

of hadronic �nal states is presented based on approximately 2.9 pb�1 integrated luminosity collected by

the Aleph detector at each of these energies. The primary goal of the measurements is to investigate

quantities for which the dependence on the centre-of-mass energy Ecm can be predicted by Quantum

Chromodynamics. By comparing with corresponding measurements at Ecm = MZ and also with

measurements from lower energy e+e� experiments, the predictions can be tested. A further goal of

the measurements is to provide a check of QCD-based models of hadronic �nal states, which are used in

many other investigations for purposes of estimating e�ciencies and background, e.g. in searches for new

particles and measurements of quantities related to electroweak physics.

Although it is not possible using perturbative QCD to calculate infrared sensitive quantities such as

inclusive particle distributions, the Ecm dependence can be predicted once the distributions have been

determined at a single energy. Infrared �nite quantities such as jet rates and event-shape distributions

can be computed perturbatively as a function of the running coupling �s(Ecm). In both cases the energy

dependence is precisely speci�ed. The predicted Ecm evolution of various quantities has been tested by

comparisons of measurements at the Z resonance with those from lower energy e+e�machines. By going

to higher energies, the Ecm dependence can be checked further in a regime where non-perturbative e�ects

are expected to decrease. In this paper, measurements of the mean multiplicity of charged particles Nch,

the peak position �? of the inclusive charged particle distribution of � = � ln xp (xp = p=pbeam), and the

strong coupling constant �s are presented.

2 Event Selection

Hadronic �nal states at c.m.s. energies higher than the Z resonance are characterized by a relatively

high probability for initial state photon radiation (ISR) resulting in a hadronic system with an invariant

mass of
p
s0 � MZ . Since the goal of the present analysis is to study hadronic systems produced

with
p
s0 � Ecm, cuts must be applied to suppress radiative events as completely as possible. This is

particularly important in studies of global event properties, since the hadronic system is boosted away

from the ISR photon(s) and typically results in two jets with an opening angle signi�cantly less than

180�. Such an event structure mimics the e�ects of hard gluon radiation, and unless it is properly taken

into account it would lead to an arti�cially high estimation of �s.

A detailed description of theAleph detector is given in Ref. [1]. The measurements presented here are

based on both charged particle measurements from the time projection chamber, inner tracking chamber,

and vertex detector, as well as information on charged and neutral particles from the electromagnetic

and hadronic calorimeters. An energy-
ow reconstruction algorithm is applied, which takes advantage

of the redundancy of energy and momentum measurements and exploits photon, electron and muon

identi�cation [2]. The output of this algorithm is a list of \energy-
ow objects," with measured

momentum vectors and information on particle type.

In a preliminary step, events are accepted if they have at least 7 charged particle tracks and if their

total energy (assuming the pion mass) is at least 10% of Ecm. In order to ensure that the event is well

contained within the detector, the polar angle of the sphericity axis is required to satisfy j cos �spherj < 0:9.

After these cuts, samples of 727 and 586 events are obtained at 130 and 136 GeV, respectively.

ISR photons are most frequently emitted at very low angles and escape detection, in which case the

visible mass of the event is reduced and the sum of the z components (z parallel to the beam) of the

measured particle momenta is not equal to zero. Such events are easily removed by applying cuts on the

1



visible mass and pz-sum. Not infrequently, however, the ISR photon(s) are detected, and special cuts

must be applied to eliminate such events. This is done by �rst identifying ISR photons and removing

them from the event. The pz-sum and invariant mass of the remaining system are then examined to see

if it resembles the hadronic decay of a Z, in which case the event is rejected.

More precisely, particles are tagged as ISR-photon candidates if they are detected at j cos�j > 0:988,

i.e. in the luminosity monitors LCAL or SICAL, regardless of their energy. For the case of a single ISR

photon recoiling against an on-shell Z, the photon energy is given by E
 = (E2

cm �M2

Z)=2Ecm = 33.0

(37.4) GeV at Ecm = 130 (136) GeV. This is, in fact, the dominant case, and therefore photons are tagged

as ISR if E
 > 20 GeV regardless of their angle.

ISR photons are also emitted with lower energies, in which case they are considerably more di�cult

to identify as such. Monte Carlo studies indicate that they are isolated from the hadrons in the event,

and therefore photons with energies between 5 and 20 GeV are tagged as ISR if the smallest invariant

mass of the photon with a charged particle is at least 1.5 GeV. No attempt is made to tag ISR photons

with energies below 5 GeV.

ISR photons emitted at low angles traverse a larger than average amount of detector material, and the

probability for pair conversion is thus increased. In order to �nd conversion pairs, electron and positron

candidates are �rst selected using information on the shower shape in the electromagnetic calorimeter

and the ionization rate (dE=dx) measured in the TPC [2]. To be identi�ed as a photon, an e+e� pair

is required to have an invariant mass less than 50 MeV (determined at the conversion point) and the

e+e� trajectories must ful�ll radius dependent requirements of spatial separation. A photon conversion

is tagged as ISR using the same criteria as for photons reconstructed in the electromagnetic calorimeter.

After having identi�ed and removed ISR-candidate particles according to the cuts described above,

the remaining part of the event is used to compute the visible mass Mvis and the absolute value of the

pz-sum. Non-radiative events are characterized by a high Mvis and low j
P
pzj, and the di�erence of the

two quantities

� = Mvis � j
X

pzj (1)

is found to be a sensitive indicator of the true mass of the hadronic system
p
s0. Distributions of � for

Ecm = 130 and 136 GeV along with the predictions from the PYTHIA Monte Carlo model (version 5.7

[4]) plus full detector simulation are shown in Fig. 1.

Hadronic events were then selected by requiring � > 100 GeV (for both c.m.s. energies). The

measurements of the various distributions use all particles of the accepted events, including those which

had previously been tagged as ISR photons. The numbers of selected events and estimates based on

Monte Carlo simulations of the event selection e�ciencies, the fraction of radiative events, and the mean

values of the true mass of the hadronic system
p
s0 are shown in Table 1.

Ecm (GeV) events accepted e�ciency for impurity h
p
s0i (GeV)p

s0 � 0:9Ecm (
p
s0 < 100GeV)

130 163 69.2% 2.4% 126.4

136 136 72.5% 3.0% 131.4

Table 1: Centre-of-mass energy Ecm, number of selected events, selection e�ciency for events with a true hadronic mass

approximately equal to Ecm, impurity, de�ned as the fraction of selected events with

p
s0 < 100 GeV, and mean value of

the true hadronic mass

p
s0.
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Figure 1: Distributions normalized to unit area of � = Mvis � j
P

pzj for (a) Ecm = 130 GeV and (b) Ecm = 136 GeV

along with the predictions of the PYTHIA model including full detector simulation. The dashed (dotted) distributions show

the components for which the true hadronic mass is greater (less) than 100 GeV.

3 Corrections for Detector E�ects and Estimation of Systematic

Errors

The measured distributions were corrected for e�ects of geometrical acceptance, detector e�ciency and

resolution, decays, particle interactions with the material of the detector, e�ects of event and track

selection, as well as the residual e�ects of initial state photon radiation. This was done by means of bin-

by-bin multiplicative correction factors C, relating the measured value of a quantity X to its corrected

value,

Xcorrected = Xmeasured � C : (2)

The correction factors are computed using the same procedure as in Ref. [3],

C =
Xgenerator

XMC+det: sim:

: (3)

Here Xgenerator is computed using the generator only (no detector simulation) with ISR turned o�, with

all particles having mean lifetimes less than 10�9 seconds required to decay, and all others treated as

stable. XMC+det: sim: is computed from fully simulated and reconstructed Monte Carlo data based on

PYTHIA 5.7 (10000 events at both 130 and 136 GeV).

In a �rst step, the data at 130 and 136 GeV were treated separately, and it was checked that at both

energies the data were in good agreement with Monte Carlo predictions. In order to present only a single

�nal set of distributions, however, the data sets were combined by correcting them both to Ecm = 133

GeV and then averaging the result. The correction to 133 GeV is done by computing Xgenerator in the

correction factors Eq. (3) with Ecm = 133 GeV, whereas XMC+det: sim: is computed with the same Ecm

as that of the real data.
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Although the bin-by-bin correction procedure is to a good approximation independent of the event

generator used, a small dependence remains and must be taken into account when estimating systematic

errors. For this purpose, samples of 10000 events at both 130 and 136 GeV were generated with

the HERWIG model version 5.8d [5], including simulation of initial state radiation. Since studies at

LEP I have indicated that JETSET provides a better description of the data than HERWIG, the �nal

distributions are computed with the PYTHIA based corrections. (For the process e+e�! hadrons

PYTHIA and the JETSET parton shower model [4] can be regarded as essentially equivalent. PYTHIA

is used here because of its better modelling of initial state radiation.) The di�erence between distributions

corrected using PYTHIA and HERWIG is included in the systematic errors.

In order to test the sensitivity of the �nal results to the event selection procedure, the analysis was

repeated using an alternative scheme for identifying ISR photons. This was done by �rst constructing jets

using the JADE clustering algorithm [6] with a jet resolution parameter of ycut = 0:008. Jets were tagged

as \electromagnetic" if their energy was at least 10 GeV, of which at least 80% was detected as photons

either in the electromagnetic calorimeter or as e+e� conversion pairs. The photons from these jets were

then removed, as were all clusters from the luminosity calorimeters. The quantity � was then determined

and events were selected for which � > 95 GeV. The changes in the corrected distributions with respect

to those obtained using the standard event selection procedure are included in the systematic errors.

In addition, the sensitivity of the results to variations in the event selection cuts was investigated.

The greatest sensitivity was found when varying the cut on �, although to a large extent the changes

were compatible with those expected from statistical 
uctuations (cf. Section 4 concerning Nch and �?).

The changes in the corrected values when moving the cut on � by �5 GeV are included in the systematic

uncertainty.

The full systematic errors are taken as the quadratic sums of the components described above. The

error bars on all of the plots are the quadratic sum of systematic and statistical uncertainties.

4 Inclusive Charged Particle Distributions

Charged particle inclusive distributions were measured for the variables xp = p=pbeam, � = � ln xp, the

rapidity y = 1

2
ln(E + pk)=(E � pk) with pk measured with respect to the thrust axis, and the transverse

momentum components in and out of the event plane de�ned by the sphericity tensor, pin? and pout? . The

thrust axis used for rapidity and the event plane used for pin? and pout? are determined using both charged

and neutral particles.

Correction factors for the inclusive distributions are typically in the range 0:7 < C < 1:3, with

somewhat larger corrections near phase-space limits and at low rapidity (up to C � 1:7). The factors

derived from PYTHIA are in good agreement with those from HERWIG.

Corrected inclusive distributions of xp, y, p
in
? and pout? are shown in Fig. 2, along with the predictions

of the PYTHIA, HERWIG and ARIADNE (version 4.06 [7]) models with initial state radiation turned

o�. The model parameters have been tuned using data from Ecm = 91:2 GeV [8] (see also [3]). The

agreement between data and predictions is seen to be quite good.

The statistical errors for the inclusive distributions were computed so as to take into account the

non-Poissonian nature of the number of entries per event in a given bin. That is, the error is taken as the

standard deviation of the multiplicity per event in a given bin divided by the square root of the number

of events. This was found to be particularly important for the rapidity distribution at low values of

rapidity (cf. Ref. [9]). For example, the particles in a jet with a certain (large) angle with respect to the

thrust axis all have approximately the same rapidity. Thus a single jet can contribute many entries in

the same rapidity bin, so that comparatively rare events lead to a signi�cant fraction of the total number

of entries. In this case the statistical 
uctuations are considerably larger (� 60%) than what one would
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have with a Poisson variable of the same mean. For about y > 3 and for the xp, � and p? distributions,

the errors are only slightly larger than what one would derive from Poisson statistics.

Figure 2: Inclusive charged particle distributions of (a) xp = p=pbeam, (b) rapidity, (c) transverse momentum component

in the event plane, (d) transverse momentum component out of the event plane.

From the integral of the rapidity distribution the mean multiplicity of charged particles can be

determined. This was done separately at each c.m.s. energy, resulting in

Nch(130GeV) = 23:61� 0:54 (stat:) � 0:36 (sys:) ;

Nch(136GeV) = 25:01� 0:70 (stat:) � 0:36 (sys:) :

The statistical error is obtained from the standard deviation of the multiplicity distribution divided by

the square root of the number of events. The selection procedure based on the alternative scheme for

tagging ISR photons leads to Nch values di�ering by �0:11 (+0:09) from the values given above for 130

(136) GeV. The generator dependence was also found to be small, with the di�erences in Nch resulting
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from PYTHIA and HERWIG based corrections di�ering by less than 0.1. Raising the cut on � from 100

to 105 GeV caused Nch to increase by 0.47 at 130 and by 0.21 at 136 GeV. The average change of 0.34

is taken for this component of the error.

By carrying out the same procedure with the combined rapidity distribution corrected to 133 GeV, a

mean multiplicity of

Nch(133GeV) = 24:15� 0:43 (stat:) � 0:34 (sys:)

is obtained. This is in good agreement with the measurements by the DELPHI [10] and L3 [11]

experiments.

The measured charged particle multiplicity at 133 GeV is shown in Fig. 3 along with measurements

at lower c.m.s. energies [3, 12] as well as the predictions of several Monte Carlo models. Both PYTHIA

and HERWIG are in reasonably good agreement with the data. The JETSET O(�2s) model does not

predict a fast enough rise in Nch for increasing Ecm. This con�rms that multiple gluon emission, which is

simulated in the parton shower approach but not in the matrix element model, is necessary to describe

the energy dependence of Nch.

Figure 3: Mean multiplicity of

charged particles versus Ecm as

measured at various centre-of-mass

energies, and the predictions of

several Monte Carlo models.

By transforming to the variable � = � ln xp the low momentum (high �) region is greatly expanded.

The inclusive distribution of � for 130 and 136 GeV combined (corrected to Ecm = 133 GeV) is shown in

Fig. 4a compared with the predictions of PYTHIA, HERWIG, and ARIADNE.

The peak position �? can be determined by �tting a Gaussian to the central region of the distribution,

chosen here to be 2:5 < � < 5:5. This gives
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Figure 4: (a) The inclusive charged particle distribution of � = � ln xp. (b) The peak position of the � distribution as a

function of centre-of-mass energy (see text).

�?(130GeV) = 3:746� 0:051 (stat:) � 0:043 (sys:) ;

�?(136GeV) = 3:975� 0:062 (stat:) � 0:043 (sys:) ;

where the systematic uncertainty was estimated by means of the same changes in the analysis procedure

as described for Nch above. By using the combined � distribution corrected to 133 GeV one obtains

�?(133GeV) = 3:834� 0:038 (stat:) � 0:029 (sys:) :

The smaller systematic error at 133 GeV results from a partial cancelation of the change in �? when

the cut on � is increased by 5 GeV. This is +0:038 at 130 GeV and �0:014 at 136 GeV. The value of

�? determined here at 133 GeV as well as from ALEPH data at Ecm = 91:2 GeV [8] and from TASSO

data [13] at Ecm = 14, 22, 35 and 44 GeV are shown in Fig. 4b. Also shown are the leading-order

QCD prediction (DLA { Double Logarithmic Approximation) and the prediction including higher order

corrections (MLLA { Modi�ed Leading Log Approximation) [14]. One sees from Fig. 4b that the inclusion

of higher order corrections moves the prediction into good overall agreement with the experimental data.

5 Event-Shape Variables and Jet Rates

Information on the global structure of hadronic events can be obtained from event-shape variables and

jet-rates. Here the variables thrust T , di�erential two-jet rate y3, and the n-jet rates for n = 2; 3; 4; 5 are

considered. The measurements are based on both charged and neutral particles. The thrust of an event

is de�ned as T = max(
P

j jpkjj=
P

j jpjj) where the sum is over all the selected particles in the event.

Jet rates and the variable y3 are de�ned by means of the Durham clustering algorithm [16, 17] in the

following way. For each pair of particles i and j in an event one computes
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yij =
2min(E2

i ; E
2

j )(1� cos �ij)

E2
vis

: (4)

The pair of particles with the smallest value of yij is replaced by a pseudo-particle (cluster). The four-

momentum of the cluster is taken to be the sum of the four momenta of particles i and j, p� = p
�
i + p

�
j

(\E" recombination scheme). The clustering procedure is repeated until all yij values exceed a given

threshold ycut. The number of clusters remaining at this point is de�ned to be the number of jets.

Alternatively, one can continue the algorithm until exactly three clusters remain. The smallest value of

yij in this con�guration is de�ned as y3. In this way one obtains a single number for each event, whose

distribution is sensitive to the probability of hard gluon radiation leading to a three-jet topology.

The detector correction factors are found to lie in the range 0:5 < C < 1:5. Systematic uncertainties

have been estimated by using the alternative event-selection procedure as described above, variation of

experimental cuts, and by computing the detector correction factors with the HERWIG model. In all

bins the statistical errors are larger than systematic, in most cases signi�cantly so.

Figure 5 shows the corrected distributions of thrust T and L = � ln y3 along with the predictions of

the PYTHIA, HERWIG, and ARIADNE models. The models and data are in reasonably good agreement,

although there is an excess with respect to model predictions in the number of events at very low thrust.

Figure 5: Distributions of (a) thrust and (b) L = � ln y3 at Ecm = 133 GeV with predictions of Monte Carlo models.

From the thrust distribution a mean value of

h1� T i = 0:0666� 0:0060 (stat:) � 0:0030 (sys:)

is obtained. This is shown in Fig. 6 along with measurements at other c.m.s. energies [3, 12, 13] and the

predictions of Monte Carlo models.

The n-jet rates for n = 2; 3; 4; 5 were measured using the Durham algorithm as described above, and

detector correction factors were applied in the same manner as for the event-shape distributions, but here

for each value of the jet resolution parameter ycut. Results are shown in Fig. 7 along with the predictions

of PYTHIA and the JETSET O(�2s) matrix element model. The error bars are the quadratic sum of

statistical and systematic uncertainties. The systematic errors, estimated using the same procedures as

for the event-shape distributions, are always similar to or smaller than the statistical errors.
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Figure 6: Mean value of 1� T

versus Ecm as measured at various

centre-of-mass energies, and the

predictions of several Monte Carlo

models.

The JETSET O(�2s) model is of particular interest for four-jet studies, because it contains the exact

O(�2s) matrix element for four-parton �nal states. PYTHIA, on the other hand, uses a parton shower

model based on the leading-logarithm approximation, supplemented by a matching of the three-jet rate to

the O(�s) matrix element. A disadvantage of the O(�2s) matrix-element model is that the mean particle

multiplicity is poorly described when using model parameters tuned at Ecm = 91:2 GeV (cf. Fig. 3). In

order to provide a more realistic test of the jet rates, the two parameters a and b of the Lund symmetric

fragmentation function (see [4]) were adjusted from a = 1:0 to 1.1 and b = 0:495GeV�2 to 0:4GeV�2

resulting in a mean charged particle multiplicity of Nch = 23:8 at Ecm = 133 GeV, in approximate

agreement with the data.

Despite the di�erences between the two models at parton level, the predicted four-jet rates are similar.

The measured four-jet rate is observed to be lower than predicted at small values of the jet-resolution

parameter ycut, but is greater than predicted for ycut > 0:01. A further analysis of four-jet events based

on the same data sample will be given in a forthcoming paper [18]. As expected, the matrix element

model is unable to predict the �ve-jet rate, because at O(�2s) a maximum of four �nal state partons can

be described.

6 Determination of �
s

One of the most important predictions of QCD is the energy dependence (running) of the strong coupling

constant �s. Accurate measurements of �s have been made from jet rates and event-shape variables using

LEP I data at a centre-of-mass energy Ecm = 91:2 GeV. For example, the value measured by ALEPH

using event-shape variables with resummed QCD predictions is �s(MZ) = 0:125� 0:005 [15]. Given this

value at Ecm = MZ, QCD predicts �s(133GeV) = 0:118, i.e. a relative decrease of 6%. Although this

decrease is comparable to the size of the uncertainty in �s, a large part of the error is highly correlated

between the two energy points. A check of the running predicted by QCD is therefore possible as long
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Figure 7: Measured n-jet rates for

n = 2; 3; 4; 5 and the predictions of

Monte Carlo models.

as the statistical and other uncorrelated components of the error are su�ciently small.

In order to obtain easily comparable measurements of �s at both Ecm = 91:2 and 133 GeV, one

would like to use the same variable and �t range for both energies. In this way, the theoretical errors

from missing higher order terms in the perturbative prediction are expected to be approximately equal

in both cases, which should allow a more accurate determination of the energy dependence.

In order to achieve a low statistical error at Ecm = 133 GeV it is necessary to use as large a �t range

as possible, which must then include part of the region where collinear gluon emission is dominant. In

this region, however, hadronization e�ects become important; these introduce an additional uncertainty

into the measurement of �s. Based on Monte Carlo studies and other theoretical considerations [19], the

variable L = � ln y3 was found to have the smallest hadronization uncertainties over the largest range.

In addition, the parton-level prediction is known to high accuracy owing to the recent calculation of

higher order corrections [20]. The �s measurement presented here is therefore based on the distribution

of � ln y3.

Ratios of hadron to parton level distributions of � ln y3 from the models PYTHIA, HERWIG, and

ARIADNE are shown in Fig. 8 for 91.2 and 133 GeV. As a compromise between reliable corrections and

a small statistical error, the �t range was taken to be 1:2 < L < 7:6.

The � ln y3 distribution measured at Ecm = 91:2 GeV has been published previously in Ref. [15]

and used there to determine �s(MZ). The comparison here is based on an updated measurement done

using approximately 110000 hadronic events from the 1992 running period. The analysis technique was

essentially the same as that used for the 130 { 136 GeV data, although without the special cuts against

events with initial state radiation.

Systematic errors for the 91.2 GeV measurement were estimated by variation of experimental cuts.

In addition, the analysis was repeated as done in Ref. [15] with charged particles only, and then corrected

so as to correspond to both charged and neutral particles. The various distributions from the alternative

analysis methods were used to determine �s and the resulting spread of values used to derive the
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Figure 8: Ratios of hadron to parton level distributions of L = � ln y3 (a) at Ecm = 91:2 GeV and (b) at Ecm = 133 GeV

from Monte Carlo models.

experimental systematic error.

The �tting procedure is essentially the same as that described in the previous ALEPH analysis [15],

the main di�erences being the following:

� The �ts presented here use a large �t range: 1:2 < L < 7:6.

� An improved QCD prediction for the distribution is used [20].

� The values are obtained using hadronization corrections based on ARIADNE, since this yielded

a signi�cantly lower �2 value at Ecm = 91:2 GeV. Hadronization uncertainties are derived by

considering the di�erence in �s when using the PYTHIA and HERWIG models to derive the

corrections. (As in Ref. [21], the hadronization correction was applied by means of a folding

matrix.)

� Bin-to-bin correlations, which are important because of the large bins, are taken into account

by assuming a multinomial distribution. The covariance matrix used in the �t is thus

Vij = pi(�ij � pj)=(N�L), where N = 299 is the total number of events, �L = 0:8 is the bin

width, and pi is the theoretical probability for an event to be in bin i.

Fit results for Ecm = 91 and 133 GeV are shown in Fig. 9, where the combination of the resummed

and �xed order parts of the QCD prediction is based on the R matching scheme [15]. The quality of

the �t is seen to be good at 133 GeV. Because of the smaller errors at 91.2 GeV, however, discrepancies

between the �tted distribution and the data become evident. The �2 values for the �ts shown are 55.2

(91.2 GeV) and 7.3 (133 GeV) for 7 degrees of freedom. Using the lnR matching scheme gives almost

exactly the same goodness-of-�t, with �2 = 55:2 (91.2 GeV) and �2 = 7:1 (133 GeV). As done in Ref. [15],

the nominal value of �s is determined by averaging the results of the two matching schemes at a value

of the renormalization scale � = Ecm. This gives

�s(91:2GeV) = 0:1200� 0:0003(stat:)� 0:0023(sys:)� 0:0016(hadr:)� 0:0066(theo:) ;
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�s(133GeV) = 0:1189� 0:0043(stat:)� 0:0025(sys:)� 0:0008(hadr:)� 0:0067(theo:) :

Figure 9: Fit of QCD prediction to the distribution of L = � ln y3 (a) at Ecm = 91:2 GeV and (b) at Ecm = 133 GeV.

By varying the analysis procedure as described in Section 3, an uncertainty in �s(133GeV) of 0.0011

is obtained. This is (conservatively) added in quadrature with the experimental systematic error of

0.0023 obtained at 91.2 GeV, which is dominated by the change in �s when determining y3 using charged

particles only. This component of the error is expected to be highly correlated between the two energies.

The theoretical errors re
ect the uncertainty in the perturbative QCD formula due to missing higher

order terms. As in the previous ALEPH analysis this was determined by varying the renormalization

scale � in the range �1 < ln�2=s < 1 using both the R and lnR matching schemes and taking the largest

deviation from the nominal value. As expected, the theoretical error is found to be highly correlated

between the two energy points, and therefore does not play a signi�cant role in the observation of the

running of �s.

Because of the large �t range used, the value of �s determined at Ecm = 91:2 GeV has a larger total

uncertainty than that published in Ref. [15], and is presented here only for purposes of investigating the

energy dependence of �s. The di�erence in the two �s values is

�s(91:2GeV)� �s(133GeV) = 0:0011� 0:0043 (stat:) � 0:0011 (sys:) � 0:0018 (hadr:) :

The component of the experimental systematic error of 0.0023 determined at 91.2 GeV as well as the

theoretical uncertainty are not included here since they are highly correlated between the two energy

points. The change in �s is smaller than but consistent with the expected change of 0.007.

The �tted QCD prediction in Fig. 10 gives �2 = 1:33 for one degree of freedom. For the �t, the

errors were taken to be the quadratic sums of statistical and hadronization uncertainties, as well as

the component of the experimental systematic uncertainty of 0.0011 determined at 133 GeV. If the

component of the experimental systematic error of 0.0023 determined at 91.2 GeV were to be assumed

to be uncorrelated with the corresponding component at 133 GeV, one would obtain �2 = 0:94.

This slightly higher than expected value of �s(133GeV) is related to the larger than expected

value of h1 � T i seen in Fig. 6. In contrast to this, the measurement by the L3 Collaboration of
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�s(133GeV) = 0:107�0:005 (exp:)�0:006 (theor:) [11], which is based on a similar technique, is somewhat
lower than the QCD prediction, as is their measured value of h1� T i.

Figure 10: Values of �s(Ecm) determined

at Ecm = 91:2 and 133 GeV along

with the �tted QCD prediction. The

inner error bars are the quadratic sums

of statistical and hadronization errors, as

well as the uncorrelated component of the

experimental systematic error (0.0011) at

133 GeV. The outer error bars include the

entire experimental systematic uncertainty.

7 Conclusions

Properties of hadronic �nal states produced in e+e� annihilation at Ecm = 130 and 136 GeV have been

measured based on a data sample of 5.7 pb�1 collected by the Aleph detector at LEP. The mean

multiplicity of charged particles Nch is found to be

Nch(133GeV) = 24:13� 0:43 (stat:) � 0:34 (sys:)

and the peak position of the inclusive distribution of � = � ln xp (xp = p=pbeam) to be

�?(133GeV) = 3:834� 0:038 (stat:) � 0:029 (sys:) :

By comparing with lower energy measurements the energy evolution of these two quantities is found to be

in agreement with that predicted by QCD. Only small discrepancies with the predictions of QCD-based

models are observed, e.g. more particles are seen at low momenta and at low rapidity than predicted.

Measurements of jet rates and event-shape distributions show good general agreement with QCD

expectations. The mean thrust at Ecm = 133 GeV is measured to be

h1� T i = 0:0666� 0:0060 (stat:) � 0:0030 (sys:) :

The strong coupling constant is determined from the di�erential two-jet rate (distribution of � ln y3) to

be

�s(133GeV) = 0:1189� 0:0043(stat:)� 0:0025(sys:)� 0:0008(hadr:)� 0:0067(theo:) :

By comparing with the corresponding value determined atEcm = 91.2 GeV, the expected energy evolution

of �s is con�rmed with a �2 of 1.33 for one degree of freedom. The change in �s between the two energies

is

�s(91:2GeV)� �s(133GeV) = 0:0011� 0:0043 (stat:) � 0:0011 (sys:) � 0:0018 (hadr:) :

Higher statistics measurements at LEP II will allow a more thorough examination of the energy

dependence of all of these quantities.
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