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Abstract
Review rating prediction is commonly approached from the perspective of either Collaborative Filtering (CF) or Sentiment 
Classification (SC). CF-based approach usually resorts to matrix factorization based on user–item interaction, and does not 
fully utilize the valuable review text features. In contrast, SC-based approach is focused on mining review content, but can 
just incorporate some user- and product-level features, and fails to capture sufficient interactions between them represented 
typically in a sparse matrix as CF can do. In this paper, we propose a novel, extensible review rating prediction model called 
InterSentiment by bridging the user-product interaction model and the sentiment model based on deep learning. InterSenti-
ment is a specific instance of our proposed Deep Learning based Collaborative Filtering framework. The proposed model 
aims to learn the high-level representations combining user-product interaction and review sentiment, and jointly project 
them into the rating scores. Results of experiments conducted on IMDB and two Yelp datasets demonstrate clear advantage 
of our proposed approach over strong baseline methods.

Keywords Review rating prediction · Deep neural networks · Matrix factorization · Sentiment analysis · User–product 
interaction

1 Introduction

Review rating prediction is an important sentiment analysis 
task which aims to detect users’ sentiment intensity towards 
target products from vast amount of subjective reviews on 

online websites (e.g., 1–5 stars in Yelp, or 1–10 stars in 
IMDB).

Early research approaches to the task from either the 
angle of Sentiment Classification (SC) or that of Collabora-
tive Filtering (CF). SC-based models primarily follow Pang 
and Lee [18] by concentrating text mining and regard the 
problem as a Single-Label Multi-Class (SLMC) classifica-
tion task. Most of studies in this approach rely on hand-
crafted features and/or sentiment lexicons for achieving 
effective learning performance, which however is biased 
and labor intensive [5, 8]. Recently, neural network based 
models have achieved promising SC results. These models 
have strong representation learning capacity that can capture 
and organize discriminative features automatically extracted 
from data. Some of such studies have noticed the importance 
of user and product elements on interpreting the sentiment of 
reviews [27, 28], thus using user- or product-specific prefer-
ence matrix/vector to adjust text semantics in their models. 
However, they cannot capture deep, sufficient interactions 
between users and products, which is what machine CF-
based models are good at.

CF-based approach focuses on modeling users’ prefer-
ences on product items according to their past interactions 
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(e.g., ratings and clicks). Figure 1 gives an illustration of 
user-product interaction information for an online review 
website. In Fig. 1, different users rate varying product 
items and different product items are rated by varying 
users. This interaction information has been successfully 
captured by various CF techniques, among which Matrix 
Factorization (MF) is the most popular one for estimating 
the rating score by modeling the inner product of user and 
product latent vectors [14, 21]. On the other hand, some 
recent work has advanced to take into consideration of 
sentiment in review text for improving prediction qual-
ity [13, 25, 34]. However, instead of using content features 
directly in the rating’s modeling, they mostly treat text as 
auxiliary means, such as for helping interpret the models 
by just extracting user/product features from reviews [34], 
or for guiding factor estimation using shallow text rep-
resentation [13, 25]. It is therefore suboptimal without 
leveraging deeper and valuable semantics of review text 
directly.

Such modeling issues discussed above motivate us to 
combine the review sentiment model and user–product inter-
action model, especially those based on the latest Deep Neu-
ral Networks (DNN), under a unified framework for review 
rating prediction. The intuitive idea is to use the joint model 
for generating and combining the high-level representations 
on the interaction and sentiment content more effectively. 
This issue has not been well addressed previously as most 
existing studies either do not consider the representation of 
interactions [27, 28] or ignore using the valuable review 
contents [15, 23]. In a more recent study [25], both review 
and interaction are jointly used. However, the review seman-
tics is incorporated simply as Bag-of-Words, which is very 
shallow, since the model is designed exclusively from a CF 
perspective.

Some recent works have applied DNN to MF and 
shown promising results, however, they mostly use DNN 
to model review as auxiliary information [13] or to learn 
the user-product interaction function [12], which cannot 
be directly applied to our review rating prediction task. To 
address the issue of joint modeling, we present a unified 
Deep Learning based Collaborative Filtering framework 
(dubbed as DLCF). DLCF framework extends the Neural 
Collaborative Filtering (NCF) model [12] by taking into 
account deep text semantics of reviews, and instantiate it 
as a novel review rating prediction model called InterSen-
timent, so as to capture both high-level representations of 
user-product interaction and deep semantics of sentiment.

To sum up, the major contributions of this paper are 
presented as follows:

• We propose a novel review rating prediction model 
InterSentiment based on a smooth combination of MF 
and Neural Networks (NN), which captures the user 
preferences and product characteristics on sentiment 
expression embedded in reviews. InterSentiment is a 
two-layer instantiation of our DLCF framework, and 
it first produces user-product combined representation 
and document representation with NN, and later feeds 
them to a MF projection layer and yields rating predic-
tion.

• We leverage a multi-layer perceptron to endow a high 
level of nonlinearities for representing each user-prod-
uct preference interaction, and a convolutional neutral 
network with multiple filters to capture local semantics 
of text features for the review representation.

• We perform extensive experiments on three public 
datasets and the results demonstrate that InterSentiment 
outperforms strong baseline models by a large margin.

The subsequent sections of this paper are organized as 
follows: Sect. 2 summarizes the work related to this arti-
cle. Section 3 provides a formal definition of the review 
rating prediction task and a brief introduction of MF mod-
els. In Sect. 4, we introduce a unified framework DLCF 
that considers both user-product interaction and review 
text. In Sect. 5, we propose InterSentiment model as an 
instantiation of DLCF for rating prediction. Section 6 pre-
sents the experimental schemes and discusses the results. 
Finally, the concluding remarks and future work are given 
in Sect. 7.

2  Related work

Two types of previous literature are relevant to our work: 
sentiment analysis and matrix factorization.

Fig. 1  User product interactions. The grey square means that the 
product item is rated by the corresponding user
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2.1  Sentiment analysis

With the prolific rise of data from social media such as 
Twitter and Weibo, analyzing the sentiments and opinions 
embedded in these user-generated-contents has drawn great 
attentions from both academic researchers and commercial 
companies [9, 18, 33, 37]. Cai et al. [3] found that the senti-
ment words have diverse meanings in different context and 
proposed a lexicon based hybird model for domain-sensitive 
sentiment classification. Dridi and Recupero [7] leveraged 
the frame semantics and lexical resources to extract seman-
tic features from text, and achieved better polarity detection 
results with the help of these features. Firdaus et al. [10] 
studied on the impact of the user’s retweet behavior and 
emotion, and the experiment results validated the positive 
correlation between these two important factors.

Despite the success of existing methods for analyzing sen-
timent from subjective text, recent attention is increasingly 
shifting towards considering the influences of users and 
products on sentiments. Tang et al. [28] proposed a review 
rating prediction model based on NN, but they only consider 
the effects of users on sentiment expression at word level. 
Later, Tang et al. [27] further presented a strong sentiment 
classification model called User Product Neural Network 
model (UPNN) based on convolutional neural network, to 
which our work is more closely related. Dou [6] employed a 
deep memory network to capture the user and product infor-
mation for better classification results. Amplayo et al. [1] 
utilized shared vectors from similar users/products to allevi-
ate the sparseness problem in the insufficient training data.

These neural-based models still suffer the following prob-
lems: (1) The introductions of preference matrix for each 
user/product in their methods are insufficient and difficult 
to be well trained with limited reviews, which might signifi-
cantly drag down the prediction quality; (2) The user and 
product effects on ratings should be reflected on the docu-
ment level rather than word level since documents always 
reflect high-level semantics and interact with users/products 
directly. Different from their methods, our approach does not 
rely on user/product preference matrix. In addition, we aim 
to explicitly model the user-product interaction preferences 
on the semantics of documents.

2.2  Matrix factorization

Popularized by the Netflix Prize, MF has been widely used 
in online recommendation systems [2, 22, 34]. However, 
most of them focus on predicting ratings from user-product 
interactions. Latent factor model (LFM) is a popular MF 
method for rating prediction in the recommendation field 
[32]. Much research effort has been devoted to enhancing 
LFM, such as integrating it with neighbor-based models 
[14], combining it with topic models of item content [29], 

and extending it to factorization machines [19] for a generic 
modeling of features.

Recently, some literature have employed text information. 
Li et al. [15] proposed a user-product-word tensor factori-
zation model for review rating prediction. Mukherjee et al. 
incorporated author preferences to capture the facet level 
ratings [17]. Later, Song et al. [23, 24] proposed personal-
ized microblog sentiment classification problem, which was 
also explored by Wu and Huang [30] in a multi-task learning 
framework. Zhang et al. [36] integrated the rich attributes of 
items and social links of users into MF models for alleviat-
ing the rating sparsity effect. Compared with neural network 
methods, these MF based methods mostly utilize the Bag-of-
Words model and can not fully use text features.

Although DNN and MF have achieved promising results 
in review rating prediction, the exploration of DNN on rec-
ommender systems has received relatively less scrutiny. 
Recently, He et al. [12] proposed a NCF framework by 
adopting a multi-layer representation to model a user-item 
interaction, which generalized the basic MF under a neu-
ral network architecture. However, their model is unfit for 
our task for ignoring the text information. In this work, we 
incorporate users, products and reviews into the factorization 
process of MF by combining with NN, and finally propose a 
novel review rating prediction model.

3  Preliminaries

For a typical online review website such as Yelp1 or IMDB2, 
we would have a set of users U writing reviews R on a set 
of products I  . We use yui and rui ∈ R to respectively denote 
a rating level and the text review that user u ∈ U gives on a 
product i ∈ I  . Let pu ∈ ℝ

d and qi ∈ ℝ
d be the user-factors 

vector and product-factors vector. The basic MF model [14, 
21] estimates the rating score ŷui by modeling the inner prod-
uct of pu and qi as below:

The MF cannot capture the complex structure of interaction 
data sufficiently, because the inner product models the two-
way interaction of user and item latent factors, assuming 
each dimension of the latent space is independent of each 
other and linearly combining them with the same weight. 
Therefore, MF can be regarded as a linear model of latent 
factors. Moreover, the existing variants of MF model could 
not make full use of text features, because they usually 

(1)ŷui = p�
u
qi

1 https ://www.yelp.com/
2 https ://www.imdb.com/.

https://www.yelp.com/
https://www.imdb.com/
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employ Bag-of-Words models and thus ignore the word 
orders and context information [12, 15, 23, 25].

4  Deep learning based collaborative 
filtering

Limited literature have been published on combining the MF 
models with DNN for rating prediction. He et al. discussed the 
defects of MF models  [12] and proposed a generic framework 
NCF [12] to learn complex user-product interactions based on 
DNN, as shown in Fig. 2.

NCF is essentially an extensible neural network framework 
for recommendation tasks, which has multi-layer perceptrons 
for learning better prediction model. Compared with the clas-
sical inner product operation of MF models, NCF is endowed 
with high level nonlinear modelling ability to capture user-
product interactions, which is formulated as follows.

where �out and �x ( x = 1, 2,… ,X ) respectively denote the 
mapping function for the output layer and the x-th NCF 
layer, and there are X layers in total. Each layer of the multi-
layer representations can be customized to discover certain 
latent structures of interactions. Meanwhile, MF can be 
interpreted as a special case of NCF framework. Specifically, 
the mapping function of the first NCF layer as:

where ⊙ denotes the element-wise product of two vector 
pu and qi , and then the results are fed into the output layer.

(2)ŷui = �out

(
�X(…�2(�1(pu, qi))…)

)

(3)𝜙1(pu, qi) = pu ⊙ qi

(4)�yui = aout(h
T(pu ⊙ qi))

where aout and h represent the activation function and edge 
weights of the output layer. If aout is set to be an identity 
function (i.e. aout(x) = x ) and h to be a uniform vector of 1, 
the Formula 4 is completely equivalent to Formula 1. If more 
neural layers are added, NCF has the ability to model any 
interaction structure, and thus capture complex user-product 
interaction information. Although NCF has laid a theoretical 
foundation and shown positive effects of exploiting DNN on 
MF, the framework only considers the input information of 
user and product, and focuses on the recommendation task 
regardless of review text content. However, the text is the 
most important carrier of sentiments and the most intuitive 
reflection of user’s rating score. Ignoring the valuable text 
features further limits the usability of NCF on rating pre-
diction task. In summary, NCF can not directly incorporate 
other important and helpful features, which will lead to the 
limitations of the framework in practical use.

In this paper, we propose a novel and extensible frame-
work called Deep Learning based Collaborative Filtering 
(DLCF) as shown in Fig. 3, which is a natural extension 
of NCF by allowing to add more helpful elements (e.g., 
reviews). DLCF can be considered as a further generali-
zation of NCF framework. We now formulate the DLCF’s 
predictive model as:

where vX denotes the vector representation of any interactive 
element. such as pu , qi and moreover review representation 
v(rui) . As an extensible framework, more features could be 
incorporated into DLCF according to different application 

(5)
ŷui = f (v0,… , vX) = �out

(
�X(vX ,…�2(v2,�1(v1, v0))…)

)

Layer X

Layer 2

Layer 1

Training
Output 
Layer

ui

Hidden 
Layers

Input 
Layer

User Product

Fig. 2  The overall framework of Neural Collaborative Filtering [12]

Fig. 3  The overall framework of DLCF
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scenarios for better performance. This paper focuses on 
the task of personalized review rating prediction. Thus, we 
instantiate DLCF as a deep MF model InterSentiment that 
considers the most relevant information such as user, product 
and review content simultaneously. Note that NCF and exist-
ing non-neural MF variants could not fully capture content 
information in review rui , as most of them assume the Bag-
of-Words model (if rui is considered) that ignores context 
such as surrounding words and word orders [12, 15, 23, 25].

5  InterSentiment

In this section, we propose a novel deep MF model named 
InterSentiment, as shown in Fig. 4. InterSentiment actu-
ally is a two-layer instantiation of DLCF framework, which 
takes the user vector, product vector and word vector as 
inputs for predicting the rating score. Comparing InterSen-
timent with the DLCF framework, v0 and v1 in Fig. 3 denote 
user and product vectors, and v2 represents the review vec-
tor in InterSentiment, i.e., the output of a convolutional 
neural network Layer. We formulate InterSentiment model 
as:

where the three major components of InterSentiment 
includes: a deep user-product interaction model based on 

(6)ŷui = GMF
(
CNN(rri),MLP(u, i)

)

Multi-Layer Perceptron (MLP), a deep sentiment model 
based on Convolutional Neural Network (CNN) and a Gen-
eralized Matrix Factorization component (GMF). The role 
of each component is briefly described as follows.

User–product interaction model This component utilizes 
MLP to model the complex interactions between users and 
products, and finally captures the high-level representation 
of the interaction structure.

Neural sentiment model This component leverages hun-
dreds of convolutional filters to extract text features, so as to 
make full use of word order and context information for better 
review representation.

Generalized matrix factorization GMF component is an 
extension of MF model, which could project the user-product 
interaction vectors and review vectors into final rating score.

In the following subsections, we will describe the above 
three components in detail.

5.1  User–product interaction model

We represent the user-product interaction (u, i) as a vector 
v̄(u,i) using a simple mapping v̄(u,i) = 𝜙(pu, qi) , where � can 
be a vector concatenation operation v̄(u,i) = [pu;qi] . However, 
such a simple concatenation ignores the complex interactions 
between user and product factors. In order to capture sufficient 
interactions between users and products, we add multiple hid-
den layers on the concatenated vector, which is formulated 
into a MLP as below:

Fig. 4  The overview of InterSentiment model, which is a two-layer instantiation of DLCF framework
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where v̄l
(u,i)

 , Wl and bl denote the interaction presentation, 
weight matrix and bias vector of the l-th layer, and hyper-
bolic tangent function tanh(x) = ex−e−x

ex+e−x
 is used as the activa-

tion function. To design the network structure, existing 
approaches generally adopt a tower pattern, where the bot-
tom layer is the widest and each successive layer has a 
smaller number of neurons. In this work, we empirically 
halve the layer size for each successive higher layer, that is,

where 1 ≤ l ≤ L and function size(⋅) returns the vector 
length. For example, if the output length of the last layer 
size

(
v̄3
(u,i)

)
= K , the architecture is 22 ∗ K → 21 ∗ K → K . 

Therefore, the perceptron can endow a large extent of flex-
ibility and non-linearity to learn the latent user-product 
interactions.

5.2  Neural sentiment model

CNN has been proven powerful for sentiment classifica-
tion [20, 27] since it can capture local semantics of n-grams 
of various granularities. Since a review usually consists of 
a sequence of sentences and each sentence consists of a 

(7)

MLP Layer 1 ∶ v̄1
(u,i)

= tanh(W1v̄(u,i) + b1)

…

MLP Layer l ∶ v̄l
(u,i)

= tanh(Wlv̄l−1
(u,i)

+ bl)

…

MLP Layer L ∶ v̄L
(u,i)

= tanh(WLv̄L−1
(u,i)

+ bL)

(8)2 ∗ size
(
v̄l
(u,i)

)
= size

(
v̄l−1
(u,i)

)

sequence of words, we produce the representation for each 
review by two stages: 

1. We produce the vector for each sentence in review using 
word vectors;

2. We compose sentence vectors into a review vector.

The architecture for the CNN we used is displayed in Fig. 5, 
where three kinds of filters are utilized with 1, 2, 3 window 
size (Width) respectively. Note that Width = 1, 2, 3 is consist-
ent with the unigram, bigram and trigram feature settings of 
traditional machine learning models. Figure 5a depicts the sen-
tence representation generation based on convolutional filter 
with Width 2; Fig. 5b describes the document representation 
generation based on m sentences derived from three filters with 
Width 1, 2 and 3. The review text modeling process based on 
CNN is detailed as follows.

Stage 1 Let us denote a sentence s consisting of n words 
as {w1,… ,wn} . For each word wi , we use a look-up matrix 
E ∈ ℝ

d×V to obtain its word vector ewi
∈ ℝ

d , where d and V 
is the size of the word vector and the vocabulary, respectively. 
E is typically initialized with pre-trained word embeddings. 
For any convolutional filter � with the window Width of � , 
we follow the Lookup-Convolution-Pooling steps as shown in 
Fig. 5a to produce the sentence representation v̄s for sentence s:

where e ∈ ℝ
d×� is the concatenation of � successive word 

representations in the window, c ∈ ℝ
K is the convolved fea-

ture derived from the filter with weight matrix W� ∈ ℝ
K×(d×�) 

(9)

Lookup Layer: e
wi+𝜔−1
wi

= [ewi
;ewi+1

;… ;ewi+𝜔−1
]

Convolution Layer: c
wi+𝜔−1
wi

= tanh(W𝛾e
wi+𝜔−1
wi

+ b𝛾 )

Pooling Layer: v̄s = [avg(C1),… , avg(Ck),… , avg(CK)]

Fig. 5  CNN architecture for 
sentence and document mod-
eling: a Sentence representation 
based on convolutional filter 
with Width 2; b document 
representation based on m sen-
tences derived from three filters 
with Width 1, 2 and 3

(b)(a)
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and bias vector b� ∈ ℝ
d×� ; Ck ∈ ℝ

n−�+1 is the k-th row vec-
tor of K-by-(n − � + 1) feature matrix C = [c

w�
w1
;… ;c

wn

wn−�+1
] 

which is the concatenation of all the convolved features in 
the sentence s and will yield v̄s by applying average-pooling 
operation avg(⋅) across all the elements in each row; K is the 
output length of convolved feature being consistent with the 
size of user-product interaction representation.

Stage 2 Let rui be a review consisting of m sentences 
{s1,… , sm} , we concatenate their sentence representations and 
produce the input D ∈ ℝ

K×m which will be later input into a 
pooling layer and yield the review representation v̄𝛾

rui
 with the 

filter � (see Fig. 5b). Then we can have the following:

We consider multiple filters with �  different window widths, 
then concatenate all review vectors [v̄1

rui
;… v̄𝛾

rui
… ;v̄𝛤

rui
] and 

construct matrix D≃ ∈ ℝ
K×�  . Afterwards, D≃ is input to a 

folding layer and generates final representation v̄rui:

where the function avg(⋅) returns the average value of the 
vector in D≃ and the final review representation v̄rui ∈ ℝ

K.

5.3  Generalized matrix factorization

To combine the two deep models above, we con-
struct a sparse (user, product)-review rating matrix 
� ∶ |U × I| × |R| (see Fig. 4). Each observed entry will be 
approximated by our InterSentiment model which bridges 
the user-product interaction model and neural sentiment 
model based on an instantiation of DLCF. DLCF is instan-
tiated by taking three original inputs u, i and rui and treating 
the above two deep models as core interactive components. 
For each observed rating yuir in � , it can be approximated 
by ŷuir as below:

where CNN(⋅) and MLP(⋅) are the models introduced in 
previous sections, and the generalized matrix factorization 
GMF is specifically instantiated as follows:

(10)

Lookup Layer: D = [v̄s1 ;v̄s2 ;… ;v̄sm]

Pooling Layer: v̄𝛾
rui

=
[
avg(D1),… , avg(Dk),… , avg(DK)

]

(11)
Folding Layer: v̄rui =

[
avg(D≃1),… , avg(D≃k),… , avg(D≃K)

]

(12)ŷuir = GMF
(
CNN(rui),MLP(u, i)

)

(13)�yuir = 𝜑
(
h�
(
𝜙1∶X

(
v̄rui ⊙ v̄(u,i)

)))

where ⊙ is the elementwise product of two vectors, 
v̄(u,i) ∈ ℝ

K and v̄rui ∈ ℝ
K denote the representation of inter-

action (u, i) learned from MLP and that of review content 
rui learned from CNN, respectively; �1∶X denotes a X−layer 
perceptron to learn high-level representation, weight vector 
h ∈ ℝ

K

2X assigns varying importance to different dimensions 
which is to be learned by the model. Moreover, we define the 
activation function � as:

�(x) generates model outputs in the range of valid rating 
values [1, �] , where � is the highest rating level. The formula-
tion ensures that, if x → +∞ (or x → −∞ ), �(x) = � (or 1).

5.4  Model training

We define our objective function G that minimizes the sum 
of squared errors over training set T  with a regularization 
term as below:

where � is the set of parameters to be estimated, which 
includes {pu} , {qi} , {Wl, bl|1 ≤ l ≤ L} , {W� , b� |1 ≤ � ≤ � } , 
{Wx, bx|1 ≤ x ≤ X} , E and h. {pu} and {qi} represent the vec-
tor set of products and users. � is a coefficient that controls 
the weight of regularization.

We take the derivative of G through back-prorogation 
with respect to � , and update parameters with stochastic 
gradient descent. According to DLCF framework Formula 5, 
if the parameters of layer x are represented by �x , then we 
can infer the partial derivative by chain rules as:

The optimization of the objective function is started by cal-
culating the partial derivative �G

��x
 of the last layer, and thus 

��x

��x
 . �G
��x

 is learned by Formula 16 and the partial derivatives 
are calculated in a layer-wise way until the input layer. The 
procedure of parameter learning is shown in Algorithm 1.

(14)�(x) = 1 +
� − 1

1 + e−x

(15)G =
1

2

∑

yui∈T

(yuir − ŷuir)
2 +

�

2
∥ � ∥2

(16)
�G

��x
=

�G

��x

��x

��x

(17)
�G

��x−1
=

�G

��x

��x

��x−1
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Table 1  Statistics of 
experimental datasets we used

Dataset Scale #users #items #reviews Length (avg) #reviews/#users

IMDB 1∼10 1310 1635 84,919 394.6 (word) 64.82
Yelp 2014 1∼5 4818 4194 231,163 196.9 (word) 47.97
Yelp 2013 1∼5 1631 1633 78,966 189.3 (word) 48.42

Table 2  Settings of MLP layer L on our datasets

Values in bold indicate the best performance in the corresponding 
category

Dataset MLP-0 MLP-1 MLP-2 MLP-3

IMDB 1.436 1.428 1.425 1.435
Yelp 2014 0.712 0.684 0.682 0.680
Yelp 2013 0.706 0.695 0.694 0.685

3 http://ir.hit.edu.cn/~dytan g/paper /acl20 15/datas et.7z.

The word vectors are initialized by Sentiment-Specific 
Word Embeddings (SSWE) [26] pre-trained from our train-
ing sets. We follow Glorot and Bengio [11] to initialize other 
parameters with uniform distribution, namely sampling from 
(−

√
6∕(r + c),

√
6∕(r + c)) , where r and c are the numbers 

of rows and columns of the matrices or vectors.

6  Experiment

In this section, we evaluate the proposed review rating pre-
diction methods by three publicly available review rating 
datasets. The effectiveness of the proposed methods is vali-
dated by comparing with the strong baselines of Sentiment 
Analysis models (SA) and Recommendation Systems (RS). 
The details of comparison methods are shown in Sect. 6.2.1. 
Moreover, we will analyze the impact of the sparsity of rat-
ing matrix on sentiment prediction problem and discuss the 
preliminary experiment results for the cold-start users and 
products.

6.1  Experimental settings

Datasets We conduct experiments on three public datasets3: 
IMDB, Yelp 2013 and Yelp 2014, which are built by Tang 
et al. [27]. The datasets are tokenized and splitted into train-
ing, development and test sets with a 80/10/10 split. The 
statistics of the datasets are shown in Table 1.

http://ir.hit.edu.cn/%7edytang/paper/acl2015/dataset.7z
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Evaluation metric We evaluate the quality of prediction 
results by Root Mean Squared Error:

where T′ is the test set.
Parameter settings We use three convolutional filters with 

different window sizes � = {1, 2, 3} to encode the semantics 
of unigrams, bigrams and trigrams. This window size set-
ting also follows UPNN model’s setting  [27], which is one 
of our strong baselines. We set the learning rate as 0.05, � 
as 0.001 and d as 200 according to our observation on the 
best RMSE scores on the development set. We optimize the 
output length K on the development set by searching on all 
values of {4, 8, 16, 32, 64} . It is found that the performance 
becomes stable when K ≥ 16 , so we fix K = 16.

We optimize the MLP layer number L and X by searching 
all values of {0, 1, 2, 3} , and the results are shown in Table 2. 
It can be seen that better performance is achieved with 
deeper MLP layers. This is because InterSentiment model 
can capture the impact of complex user-product interactions 
when MLP component has deeper structure. In the follow-
ing experiments, we fix L = 3 because of faster convergence 
and better performance. Our models converge in the first 10 
iterations with the drop of RMSE on the development set.

Experiment environment The experiments are conducted 
on a commercial PC with Intel Core i7-6700 CPU and 16G 
RAM. Our method is implemented using the Java program-
ming language and has been made publicly available.4

6.2  Performance comparison

In this subsection, we first compare the proposed model with 
strong baseline methods and further conduct the ablation 

(18)RMSE =

√ ∑

yuir∈T
�

(yuir − ŷuir)
2∕|T�|

experiments. The impact of data sparsity and the problems 
of cold-start users and products are also discussed.

6.2.1  Comparison of different approaches

We compare our InterSentiment model with some traditional 
and advanced baselines, and display the results in Tables 3 
and 4. The results with superscript ◦ and ∗ are reported 
in [27] and [25], respectively.

We first compare to SC-based methods:

• Ngram is a support vector machine (SVM) classifier 
which is trained on unigram, bigram and trigram fea-
tures [8];

• AvgVec averages word embeddings learned from training 
and development sets with word2vec [16] as document 
representation, and then trains a SVM classifier;

• SSWE is similar to AvgVec but applies sentiment-specific 
word embeddings [26];

• ParVec is a SVM classifier trained on paragraph repre-
sentations of documents.

• UPNN is a neural network model which modifies word 
embeddings in the input layer with user/product preference 
matrix, and then concatenates user/product vector with 
generated review representation via softmax layer [27].

We also compared to some CF-based methods:

• MF is the basic matrix factorization [21];
• JMARS is a probabilistic model based on collaborative 

filtering and topic modeling, which considers user and 
aspects of a review [4];

• TFM is a linear model by combining the entries esti-
mated based on a user-product-word tensor factorization 
model [15];

• PSC extends MF by constructing a user-text matrix, 
which considers sentiment and topic units in subjective 
text [23];

Table 3  Comparison of 
RMSE scores among different 
SC-based methods

Values in bold indicate the best performance in the corresponding category

Dataset Ngram◦ AvgVec◦ SSWE◦ ParVec◦ UPNN◦ Ours

IMDB 1.783 1.985 1.973 1.814 1.602 1.418
Yelp 2014 0.804 0.893 0.851 0.802 0.764 0.660
Yelp 2013 0.814 0.898 0.849 0.832 0.784 0.673

Table 4  Comparison of 
RMSE scores among different 
CF-based methods

Values in bold indicate the best performance in the corresponding category

Dataset MF JMARS◦ TFM∗ PSC TLFM∗ Ours

IMDB 1.995 1.773 1.598 1.502 1.495 1.418
Yelp 2014 1.020 0.999 0.835 0.813 0.712 0.660
Yelp 2013 0.987 0.985 0.836 0.808 0.716 0.673

4 https ://githu b.com/sourc e-code-doc/Inter Senti ment.

https://github.com/source-code-doc/InterSentiment
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• TLFM is a variant of latent factor model that captures the 
review text based on Bag-of-Words [25].

As can be seen from Table 3, Ngram is shown in most 
cases more powerful than SSWE, AvgVec and ParVec 
that are trained on word embeddings, which indicates that 
handcrafted features are more effective. However, all these 
methods still cannot compete with UPNN which additionally 
considers user and product information. InterSentiment out-
performs UPNN by 11.4%, 13.6% and 14.1% on IMDB, Yelp 
2014 and Yelp 2013 datasets, respectively.5 This indicates 
the effectiveness of InterSentiment on learning the represen-
tations of both user-product interactions and review text, and 
jointly modeling based on DNN.

As shown in Table 4, MF that largely considers text fea-
tures as unnecessary or auxiliary information cannot beat 
TFM, PSC and TLFM that focus on detecting sentiment 
from subjective text. Our InterSentiment outperforms TLFM 
by 5.2%, 7.3% and 6% on IMDB, Yelp 2014 and Yelp 2013 
datasets, respectively,6 which verifies that InterSentiment 
can not only better utilize the user-product interaction rep-
resentations based on MLP, but also better learn text features 
via deep learning based on CNN.

6.2.2  Ablation experiments

We compare the performance of five different configurations 
among UPNN, TLFM and InterSentiment. Each configura-
tion considers only part of useful features, which includes:

• Full is the fully configured model;
• −U represents the models which ignore user information;
• −I  ignores product information;
• −UI  only considers review text;
• −R only models user-product interactions.

The ablation experiment results with different configurations 
are shown in Table 5.

It is clear that any partial configuration cannot compete 
with the full ones indicating that user, product and text infor-
mation should be considered together. −UI  is better than 
−R , which suggests that the content of reviews can reflect 
sentiments more accurately. Besides, −I  performs better 
than −U  indicating that user information is more helpful. 

Table 5  Comparison of 
RMSE scores among different 
configurations

Values in bold indicate the best performance in the corresponding category
‘N/A’ indicates the model is not applicable in the case

Method Full −U −I −UI −R

IMDB Ours 1.418 1.533 1.438 1.548 1.751
UPNN◦ 1.602 1.743 1.712 1.629 N/A
TLFM∗ 1.495 1.613 1.521 N/A 1.959

Yelp 2014 Ours 0.660 0.702 0.692 0.711 0.959
UPNN◦ 0.764 0.778 0.776 0.808 N/A
TLFM∗ 0.712 0.745 0.740 N/A 0.998

Yelp 2013 Ours 0.673 0.710 0.700 0.719 0.950
UPNN◦ 0.784 0.828 0.802 0.812 N/A
TLFM∗ 0.716 0.781 0.762 N/A 0.981

Table 6  Comparison among 
different matrix densities

Values in bold indicate the best performance in the corresponding category

Dataset n = 25 n = 50 n = 75 n = 100

�% RMSE �% RMSE �% RMSE �% RMSE

IMDB 14.3 1.324 7.31 1.345 4.55 1.405 3.14 1.425
Yelp 2014 3.95 0.655 2.02 0.664 1.28 0.674 0.90 0.680
Yelp 2013 9.66 0.648 5.08 0.666 3.28 0.676 2.34 0.685

Table 7  Prediction of AvgUI and UnkUI on masked test sets

Values in bold indicate the best performance in the corresponding 
category

Dataset Full−UI AvgUI UnkUI

IMDB 1.560 1.454 1.467
Yelp 2014 0.734 0.705 0.700
Yelp 2013 0.755 0.704 0.707

6 The improvement is calculated by |RMSE(Ours) − RMSE(TLFM)|
∕RMSE(TLFM).

5 The improvement is calculated by |RMSE(Ours) − RMSE(UPNN)|
∕RMSE(UPNN).



487International Journal of Machine Learning and Cybernetics (2021) 12:477–488 

1 3

InterSentiment in full configuration outperforms both UPNN 
and TLFM indicating the effectiveness of our model on cap-
turing user-product interactions as well as text semantics.

6.2.3  Discussion about matrix density

Because the density of user-product rating matrix may have 
an impact on the overall RMSE on sentiment analysis task, 
we further study the influence of matrix density, which is 
defined as:

where |R| , |U| , |I| denote the number of reviews, users and 
products respectively. The popularity of a user or a prod-
uct is usually determined by the frequency of the user’s or 
product’s presence in the training set. We select the top n% 
users and products that have the most training instances as 
a group, and calculate RMSE with respect to � , where the 
grouped results are displayed in Table 6.

In Table 6, n = 25 means that we select the top 25% 
users and products with the most training instances for the 
experiments. We can find that the group with higher � will 
have lower RMSE since user/product factors are estimated 
more accurately. This is because the active users or products 
usually have more training instances so as to generate better 
feature representations. Therefore, we can infer that consid-
ering personalized information for active users or products 
will usually achieve better prediction performance.

6.2.4  Discussion about cold‑start problem

Despite of InterSentiment’s promising results, the rating 
prediction methods that consider personalized informa-
tion depend on adequate training data. However, in practi-
cal applications, there are unobserved users or rarely rated 
products in the test set. The lack of ratings from these users∖
products may weaken the parameter estimation. Technically, 
this is referred to cold-start problem [31, 35].

For dealing with unseen users or unseen products, 
inspired by [27] we adopt two solutions called AvgUI and 
UnkUI [25]. The AvgUI averages over all the observed pu 
or qi in the training set as the representations of new users∖
products. The UnkUI method learns a shared “unknown” 
representation for new users∖products by randomly drawing 
200 reviews as their alternative training instances.

To evaluate the proposed method, we first randomly 
select 10% users and products from test set, replace their 
names with unseen names so as to obtain a new cold-start 
test set. The final experiment results are shown in Table 7.

In Table 7, AvgUI and UnkUI obviously outperform 
Full−UI  that only considers text features. These two 

(19)� =
|R|

(|U| × |I|)

methods utilize simple and straightforward solutions to the 
cold-start problem. However, compared with the results of 
full datasets in Table 3, AvgUI and UnkUI are slightly worse 
than InterSentiment, but dramatically outperform UPNN. 
These experiment results validate the effectiveness of AvgUI 
and UnkUI in alleviating the cold-start problem.

7  Conclusions and future work

In this work, we present a novel review rating prediction 
model called InterSentiment by bridging a user–product 
interaction and a sentiment model based on deep neural 
networks. The experimental results on IMDB and two 
Yelp datasets show that InterSentiment outperforms strong 
baselines with clear margin. In the future, we will further 
study how to combine the interactions and semantics more 
closely in deep neural models and apply our method to 
different recommendation tasks.
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