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Entity-Sensitive Attention and Fusion Network for
Entity-Level Multimodal Sentiment Classification

Jianfei Yu , Jing Jiang, and Rui Xia

Abstract—Entity-level (aka target-dependent) sentiment anal-
ysis of social media posts has recently attracted increasing at-
tention, and its goal is to predict the sentiment orientations over
individual target entities mentioned in users’ posts. Most existing
approaches to this task primarily rely on the textual content, but
fail to consider the other important data sources (e.g., images,
videos, and user profiles), which can potentially enhance these
text-based approaches. Motivated by the observation, we study
entity-level multimodal sentiment classification in this article, and
aim to explore the usefulness of images for entity-level sentiment
detection in social media posts. Specifically, we propose an Entity-
Sensitive Attention and Fusion Network (ESAFN) for this task.
First, to capture the intra-modality dynamics, ESAFN leverages an
effective attention mechanism to generate entity-sensitive textual
representations, followed by aggregating them with a textual fusion
layer. Next, ESAFN learns the entity-sensitive visual representation
with an entity-oriented visual attention mechanism, followed by a
gated mechanism to eliminate the noisy visual context. Moreover,
to capture the inter-modality dynamics, ESAFN further fuses the
textual and visual representations with a bilinear interaction layer.
To evaluate the effectiveness of ESAFN, we manually annotate the
sentiment orientation over each given entity based on two recently
released multimodal NER datasets, and show that ESAFN can
significantly outperform several highly competitive unimodal and
multimodal methods.

Index Terms—Natural language processing, fine-grained
sentiment analysis, multimodal sentiment analysis, neural
networks, social media analysis.

I. INTRODUCTION

IN THE age of social media, a large number of public mul-
timodal posts are generated by users on platforms such as

Twitter, Facebook and Instagram. It is quite useful to analyze
this stream of data to study users’ sentiment orientations towards
a person, an organization or a location. Entity-level sentiment
classification, also known as target-dependent sentiment classifi-
cation, is the problem of identifying sentiment polarities towards
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entities mentioned in an input sentence. For example, given
the sentence “The campus of UTEC Universityin Peruwon
@RIBA’s inaugural International Prize!,” the user expresses
positive, neutral, and neutral sentiment over “UTEC Univer-
sity,” “Peru,” and “RIBA” respectively. This problem has been
receiving increasing attention from both academia and industry
in the last decade [1].

In the literature, many methods have been proposed to
perform sentiment classification for target entities. Traditional
approaches to this problem focused on designing extensive
hand-crafted features followed by feeding them to linear
classifiers [2]–[5]. With the wide application of deep learning
in NLP, different neural network architectures have also been
proposed for entity-level sentiment classification, such as
Recursive Neural Networks (ReNNs) [6], Convolutional
Neural Networks (CNNs) [7] and Recurrent Neural
Networks (RNNs) [8]. Recently, to better capture the semantic
interactions between context words and target entities, many
studies attempted to employ various attention mechanisms on
top of RNNs, which have been shown to achieve state-of-the-art
results in most benchmark datasets [9].

However, as multimodal data become increasingly popular
on social media platforms, entity-level sentiment classification
should no longer be based on textual content alone, as the
aforementioned previous methods are. Multimodal posts usually
come with images, and these images can often provide valuable
insights into users’ sentiment for a couple of reasons. On the one
hand, for user posts only mentioning single entity, the sentiment
towards the entity sometimes largely relies on its associated
image due to the short and informal nature of textual contents in
these posts. Take Table I.A and Table I.B for instance. Without
taking the associated image into consideration, one would pre-
dict the sentiment towards “Randy Johnson” and “Aston Villa”
to be neutral. However, in these posts, the two users respectively
express positive and negative sentiment towards “Randy John-
son” and “Aston Villa,” since they post a pleasant image of Randy
Johnson and an unpleasant image of the football manager of
Aston Villa, respectively. On the other hand, for user posts men-
tioning multiple entities, it is often the case that the textual con-
tents only focus on one entity by expressing subjective sentiment
towards it, and the accompanying images can also help highlight
this focused entity. For example, in Table I.C and Table I.D,
we can see that the two images respectively focus on “UTEC
University” and “Chuck Bass,” which are also the focus of the
textual contents. Moreover, for the other mentioned entities (e.g.,
Peru, RIBA, and MCM in Table I.C and Table I.D), the textual
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TABLE I
REPRESENTATIVE EXAMPLES FOR ENTITY-LEVEL MULTIMODAL SENTIMENT CLASSIFICATION IN OUR DATASET. NAMED ENTITIES AND THEIR

CORRESPONDING SENTIMENTS ARE HIGHLIGHTED

contents often indicate neutral sentiment towards them, and the
images also tend to pay less or even no attention to them. Hence,
to further improve the performance of entity-level sentiment
classification for these multimodal posts, it is crucial to develop
an end-to-end model to effectively capture the intra-modality
interactions including entity-text and entity-image alignments
as well as the inter-modality interactions between the textual
context and the visual context.

To capture the intra-modality and inter-modality interactions,
we propose an entity-sensitive attention and fusion network
(ESAFN). Specifically, to obtain the entity-sensitive textual
representation, we first split the textual content of each input post
into three components: left context, right context, and the target
entity, and then utilize three separate LSTMs to obtain their ini-
tial representations. Based on this, we represent the target entity
by averaging the values of its hidden states, and then determine
the left and right contextual representations by employing the
widely-used attention mechanism to capture the most important
context information with respect to the target entity. Next, we
design a textual fusion layer to aggregate the left and right
contextual representations as well as the entity representation.
Moreover, to obtain the entity-sensitive visual representation,
we propose an entity-oriented visual attention mechanism to
extract the important visual blocks that are closely related
to the target entity, followed by designing a gated mechanism
to eliminate the noise brought by the visual context. Finally, we
apply another multimodal fusion layer to model the interactions
between the textual and visual representations, and obtain the
multimodal representation, followed by feeding it to a softmax
layer for sentiment classification.

We conduct comprehensive experiments on one benchmark
dataset and two manually annotated multimodal datasets from
Twitter, and make a couple of observations. First, compared
with several state-of-the-art text-oriented methods, our base
model without incorporating the associated image is able to
achieve indistinguishable or even better performance on all
the datasets. Second, our full model ESAFN can consistently
outperform the base model and highly competitive multimodal
methods on the two multimodal datasets. Finally, since ESAFN
is sensitive to the query entity, it can perform significantly
better than baseline methods when the multimodal user posts

mention multiple entities. We will release our sentiment anno-
tation as well as our code for research purpose via the link:
https://github.com/jefferyYu/ESAFN.

II. RELATED WORK

A. Entity-Level Sentiment Classification

Entity-level (also known as target-dependent or aspect-level)
sentiment classification is an important subtask in sentiment
analysis and has been extensively studied in recent years [10].
Most existing methods can be generally grouped into the fol-
lowing two branches.

One line of work focuses on leveraging external resources
(including Part-of-Speech Tagger, dependency parser, and sen-
timent lexicons, etc) to manually design a set of task-specific
features, followed by applying traditional statistical learning
methods over the features for sentiment prediction [4], [5],
[11], [12]. Despite achieving respectable results on different
benchmark datasets, they suffer from the heavy reliance on
feature engineering.

Another line of work centers around incorporating target
information into various neural network (NN) models. Dong
et al. [6] designed a target-dependent recursive NN model on top
of dependency parse trees. Later, Tang et al. [8] proposed to split
each input sentence into two parts and use two LSTM models
to respectively model the left context and the right context. Re-
cently, Xue et al. [7] designed a gated convolutional NN model to
select related sentiment features with respect to the target entity.
Inspired by the advantages of attention mechanisms in capturing
long-range context information in other NLP tasks [13]–[15],
many recent studies have devised different attention mechanisms
to model the interactions between the target entity and the
context [16]–[22].

However, most of these studies only focused on modeling the
textual context based on its relevance with the target entity, but
did not consider visual features that are increasingly common
in this age of social media. Different from them, the goal of our
work is to effectively model the interactions between the target
entity, the textual context, and the associated image context
to accurately detect the sentiment over entities mentioned in
multimodal social media posts.
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B. Multimodal Sentiment Classification

With the growth of multimodal data in social media, informa-
tion from different modalities (visual, acoustic, etc.) has been
leveraged to provide complementary sentiment signals to the
traditional textual features in recent years [10]. The majority of
these studies could be categorized into two lines.

The first line of work is designed for coarse-grained sentiment
analysis of multimodal conversations. One group of work only
focuses on integrating the corresponding acoustic information
with textual features. Among them, a representative study by
Bertero et al. [23] proposed a hierarchical CNN approach,
which first performs speech recognition followed by classifying
the emotion and sentiment for each utterance in interactive
spoken dialogue systems. Another group of work centers on
incorporating the associated audio and visual information in
addition to textual features. In particular, an earlier study by
Poria et al. [24] first employed a pre-trained CNN model to
extract the textual features, and then applied multiple kernel
learning to fuse textual, visual, and audio features for sentiment
prediction of the last utterance. Later, they extended this work by
proposing an LSTM-based architecture to capture the sequen-
tial structure of the historical conversational information [25].
Based on this work, Zadeh et al. [26] and Zadeh et al. [27]
respectively designed a tensor fusion network and a memory
fusion network to better capture the interactions between dif-
ferent modalities for each historical utterance. However, these
coarse-grained methods may not perform well when directly
applied to our fine-grained sentiment classification task. There-
fore, in this paper, we are interested to propose a task-specific
neural network model for entity-level multimodal sentiment
classification.

The second line of work focuses on sentiment analysis of
multimodal social media contents. Specifically, Borth et al. [28]
first proposed to use textual tag to aid visual sentiment analysis,
where they adopted a sentiment lexicon to detect the sentiment of
textual tag, and treated this as its associated image’s sentiment
label. Based on this, Chen et al. [29] proposed a hierarchical
system to first detect objects in images and then build object-
based sentiment concept models for identifying visual sentiment
concepts. Since the sentiment lexicon-based algorithm for au-
tomatic image annotation is noisy, You et al. [30] designed a
progressive CNN architecture to eliminate the noise. However,
these studies mainly focus on visual sentiment analysis, where
the textual content is simply leveraged to generate sentiment
labels for images with textual tags, and only the visual content
is considered in their models. In contrast, our work focuses on
multimodal sentiment analysis, where the textual and visual con-
tents are fully utilized in our model. In addition, some previous
work also considered textual and visual contents for multimodal
sentiment analysis [31]. But their work is designed for coarse-
grained tweet-level sentiment analysis, whereas our work targets
at fine-grained entity-level sentiment analysis. Moreover, their
proposed early fusion and late fusion approaches to integrate
textual and visual contents are based on linear operators, while
we propose a bilinear fusion layer, which can provide richer
interactions between textual features and visual features.

III. METHODOLOGY

In this section, we will describe our proposed entity-sensitive
attention and fusion network (ESAFN) in detail.

A. Notation and Problem Formulation

Given a sentence S with n words as well as its associated
imageV, we assume that all the target entities inS (i.e., words or
phrases) have been provided, which follows the standard setting
for entity-level text sentiment classification [6]. With the (S, V)
pair and one of its target entitiesT as inputs, our goal is to predict
the sentiment orientation y over the target entity T , where y can
be either positive, negative, or neutral.

Textual Inputs: It is shown in previous work that splitting
textual inputs into the left context, the right context, and the
target entity can better differentiate the input sequence when
the sentence has multiple entities [32], [33]. Inspired by this,
we also split the input sentence S into three parts. Formally, let
us use sl = (xl

1,x
l
2, . . . ,x

l
L), sr = (xr

1,x
r
2, . . . ,x

r
R), and t =

(x�
1 ,x

�
2 , . . . ,x

�
C) to denote the left context, the right context

and the target entity, respectively, where xi is an e-dimensional
word vector from a word embedding lookup matrix E ∈ Re×|V|

with a vocabulary size of |V|, and L, R, and C are the input
lengths of each component.

Visual Inputs: Due to the promising performance of deep
CNN models in many image recognition tasks, we adopt one
of the state-of-the-art CNN models called Residual Network
(ResNet) [34] to extract visual features of different visual blocks.
Given an input image V, we first resize it to 224 × 224 pixels as
in [34], and denote the new image as V

′
. Since the deeper layers

in pre-trained ResNet have been shown to capture meaningful
high-level features which may be potentially useful for our task
(e.g., human faces, gestures, etc), we keep the output from
the last convolutional layer in a pre-trained 152-layer ResNet
model,1 and obtain the visual feature representation as follows:

R = ResNet(V
′
), (1)

where R is a tensor with a dimension of 2048 ×7× 7. Note that
here 7 × 7 refers to the number of 32 × 32 visual blocks in V

′
,

and 2048 refers to the dimension of the feature vector learned
for each 32 × 32 visual block.

We further assume that we have a set of manually la-
beled samples as our training set, which is denoted by D =

{(s(j)l , s
(j)
r , t(j),R(j)), y(j)}Nj=1.

B. Overview of Our Approach

Our proposed method essentially consists of three compo-
nents: Entity-Sensitive Textual Representation, Entity-Sensitive
Visual Representation, and Multimodal Representation. The
whole architecture is illustrated in Fig. 1.

For the target entity, we first employ a Long Short-Term Mem-
ory (LSTM) network to obtain the hidden state for each word

1We use the ResNet model pre-trained on ImageNet with 1000 classes via
the link: [Online]. Available: https://download.pytorch.org/models/resnet152-
b121ed2d.pth.
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Fig. 1. The Proposed Entity-Sensitive Attention and Fusion Network for Entity-Level Multimodal Sentiment Classification.

in the target entity, followed by an average pooling operation
to obtain its representation. For the textual context, we use
another two LSTMs to get the hidden state for each word in
both the left and the right contexts, and then utilize the target
entity to help generate appropriate attention weights for each
context word. Based on these attention weights, the weighted
sum of the left and right context words will be considered as the
left context representation and the right context representation,
respectively. Moreover, we obtain the final textual representation
by fusing the representations of the target entity, the left and right
contexts with a textual fusion layer. For the visual context, after
getting the feature vectors for each visual block, we compute the
attention weights for each block based on their relatedness with
the target entity. On top of the generated visual attention vectors,
we further design a visual gated mechanism to dynamically
control the contribution of the visual information, since in some
cases the associated image might be noisy or even irrelevant to
the textual content. Finally, we aggregate the textual and visual
representations with a multimodal fusion layer, and feed the
multimodal representation to a softmax function to perform
sentiment classification at the entity level.

In the following subsections, we will introduce the details of
learning the representations for these three components.

C. Target Entity Representation

As mentioned above, we employ a standard LSTM network
to sequentially read all the words in the input target entity to
form the hidden state ht

i for each word xt
i:

ht
i = LSTMΘ(h

t
i−1,x

t
i), i ∈ [1, C] (2)

where h�
i ∈ Rd and Θ represents all the parameters in LSTM.

After getting the hidden states of all the words in the target entity

[ht
1,h

t
2, . . . ,h

t
C ], we employ the average value of the hidden

states as the final representation of the target entity:

Ht =

C∑

i=1

1

C
ht
i. (3)

D. Entity-Sensitive Textual Representation (ESTR)

Entity Position Indicator (EPI): Since the position of target
entities can intuitively reflect the importance of context words
with respect to it, many previous methods [16], [19], [22]
proposed to pay higher attention to the context words closer
to the target entity, where various position weighting strategies
are designed to upweight the context words closer to the entity.
However, these fixed position weighting strategies may suffer
from diverse cases in social media posts, especially when the
corresponding sentiment words or emojis have a long distance
to the target entity. To tackle this limitation, we propose a simple
but flexible strategy to indicate the entity position, which adds
two indicator tokens (i.e., <e> and </e>) before and after the
target entity. For example, with “UTEC University” as the query,
the textual input for Table I.C is “The campus of <e> UTEC
University</e> in Peru won @RIBA’s inaugural International
Prize!,” and its left and rights contexts are illustrated in the
bottom of Fig. 1.

Context Representation: Next, to better capture the seman-
tic meanings and the long-range word dependencies of the
left contexts and the right contexts, we leverage two separate
LSTM networks to produce their d-dimensional hidden states:
[hl

1,h
l
2, . . . ,h

l
L] and [hr

1,h
r
2, . . . ,h

r
R].

Based on these hidden states, we further adopt the widely used
attention mechanism [13] to learn the semantic representations
of the left and right contexts. Intuitively, given different target
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entities as queries, the importance of each context word should
be different. For example, in Table I.C, given “UTEC Univer-
sity,” the context words “won” and “Prize” tend to receive more
attention; whereas with “Peru” as the query, the preposition
word “in” tend to receive more attention. Therefore, with the
target entity representationHt as input, we compute the attention
weights for each hidden state in the left context based on their
bilinear interactions with Ht:

ul
i = tanh(hl

i ·Wl
H ·Ht + bl), (4)

αl
i =

exp(ul
i)∑L

j=1 exp(u
l
j)
, (5)

whereWl
H ∈ Rd×d, and bl ∈ R are learnable parameters. Based

on this, the final representation of the left context can be derived
as follows:

Hl =
L∑

i=1

αl
ih

l
i. (6)

Similarly, we can derive the final representation of the right
context Hr based on Eq. (4) to Eq. (6).

Textual Fusion Layer: While many state-of-the-art methods
used simple feature concatenation to integrate the information
from the target entity and the textual context [18], [22], we argue
that simply concatenating features will inevitably ignore the
higher-order interactions between them. Therefore, we adopt
the widely used bilinear models [35], which is expected to con-
sider all the pairwise interactions between features. Specifically,
instead of applying the standard bilinear operator introduced
in [35] that leads to large parameter size and high model com-
plexity, we propose to use a low-rank bilinear pooling operator,
which has been demonstrated to retain the performance of the
standard bilinear operator with much fewer parameters [36], to
model the interactions between the entity and the left (or right)
context as follows:

Hlt = P�
l

(
σ(U�

l H
l) ◦ σ(U�

ltH
t)
)
+ bl, (7)

Hrt = P�
r

(
σ(U�

r H
r) ◦ σ(U�

rtH
t)
)
+ br, (8)

where Ul,Ur,Ult,Urt ∈ Rd×d, Pl,Pr ∈ Rd×d, and bl,br ∈
Rd are learnable parameters, σ is the non-linear transformation
function tanh, and ◦ is the element-wise multiplication. To
avoid information loss, we further combine the original context
representation with the integrated representation as the final
textual representation:

HText = Hl ⊕Hlt ⊕Hr ⊕Hrt. (9)

E. Entity-Sensitive Visual Representation (ESVR)

Since the textual content in multimodal social media posts is
naturally short and sometimes even incomplete, only learning
the textual representation may still be insufficient to make
correct sentiment predictions. Therefore, it is necessary and
important to learn an effective visual representation to improve
the model robustness.

Intuitively, given a specific target entity, it is often the case that
only some parts of the accompanying image are related to it. Let

us again take Table I.C as an example. With “UTEC University”
as the target entity, our model should only focus on the building,
and ignore the other background. Similarly, in Table I.D, with
“Chuck Bass” as the target entity, the background behind the
person is not related to final sentiment predictions, and should
be ignored.

Inspired by this, we apply the widely used visual attention
mechanism [37], [38] over the visual feature representation R.
This is expected to help our model only focus on the visual
blocks that are closely relevant to the target entity. We represent
the 2048 × 7 × 7-dimensional tensor R as follows:

R = {rw|rw ∈ R2048, w = 1, 2, . . ., 49}, (10)

where rw is the feature representation of each block. Then, we
calculate the attention weights for each block as follows:

uv
w = q� tanh(Wv

HHt +Wv
Rrw + bv), (11)

αv
w =

exp(uv
w)∑49

j=1 exp(u
v
j )
, (12)

whereWv
H ∈ Rd×d,Wv

R ∈ Rd×2048,q ∈ Rd, andbv ∈ Rd are
learnable parameters. Based on these visual attention weights,
we can obtain the visual contextual representation with the
weighted sum of all the visual blocks:

rv =
49∑

w=1

αv
wrw, (13)

where rv is a 2048-dimensional image feature vector. To be con-
sistent with the dimensions of textual context representations,
we use a non-linear function to transform rv to a d-dimensional
vector:

Qv = tanh(Wvrv + bv), (14)

where Wv ∈ Rd×2048 and bv ∈ Rd are learnable parameters.
Gated Mechanism: Although incorporating Qv is expected

to improve the model performance, it may also introduce some
noise due to several reasons. First, in many multimodal social
media posts, the input image may be only useful for inferring
the sentiment of one target entities, but useless for the other
target entities. For example, in Table I.C, given either “Peru” or
“RIBA” as the target entity, it is unnecessary to incorporate the
image feature vector into our model. Second, in some cases, the
input image may be less relevant or even irrelevant to the textual
context, and should largely be ignored by our model.

Therefore, to dynamically eliminate the noise brought by the
associated image, we propose to incorporate an image gate by
combining HText and rv as follows.2:

z = σ(Wz
HHText +Wz

Rr
v + bz), (15)

2Note that visual gated mechanism has been introduced for dialogue-level
multimodal sentiment classification in previous work [39] However, our pro-
posed solution differs from theirs in two aspects: (1) Instead of purely relying
on visual context, our gated output z is determined by the textual context and
the visual context together; (2) Instead of constraining each element of z to be
a binary value, we use σ to convert it to 0 to 1, which is more flexible and can
dynamically learn the importance of visual context.
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where Wz
H ∈ Rd×4d, Wz

R ∈ Rd×2048, and bz ∈ Rd are learn-
able parameters, and σ is the element-wise sigmoid function.
Based on the gated output z, the final visual context representa-
tion can be obtained as follows:

HVisual = z ◦Qv. (16)

F. Multimodal Representation

Multimodal Fusion Layer: Based on the entity-sensitive
textual representation HText and visual representation HVisual,
we apply another biliear pooling operator to capture their inter-
modality interactions as follows:

HMM = P�
m

(
σ(U�

TextH
Text) ◦ σ(U�

VisualH
Visual)

)
+ bm, (17)

where UText ∈ R4d×d, UVisual ∈ Rd×d, Pm ∈ Rd×d, and bm ∈
Rd are learnable parameters, and σ is the non-linear transfor-
mation function tanh. Similar to the textual fusion layer as
introduced before, we also combine it together with HText and
HVisual to form the final multimodal representation:

H = HText ⊕HVisual ⊕HMM. (18)

Finally, we feed the multimodal representationH to a softmax
function for entity-level sentiment classification:

p(y|H) = softmax(W�H+ b), (19)

where W ∈ R6d×3 and b ∈ R3 are learnable parameters.

G. Model Training

To optimize all the parameters in our method, our objective
function is to minimize the standard cross-entropy loss:

J = − 1

N

N∑

j=1

log p(y(j)|H(j)). (20)

IV. EXPERIMENTS

In this section, we conduct different sets of experiments with
the aim of answering the following research questions:
� RQ1: Can our entity-sensitive textual representation

(ESTR) outperform the state-of-the-art text-oriented ap-
proaches on all the three datasets? (Section IV-B1)

� RQ2: Could our full model ESAFN bring significant im-
provements to ESTR and achieve the best performance on
our two multimodal datasets? (Section IV-B2)

� RQ3: What is the effectiveness of different components
in ESAFN, including the entity position indicator (EPI),
splitting the text into three parts, the textual fusion layer
(TFL), the gated mechanism, and the multimodal fusion
layer (MFL)? (Section IV-C)

� RQ4: What is the advantage of ESAFN over other strong
baseline approaches? (Section IV-D)

A. Experiment Settings

Datasets: To evaluate the effectiveness of ESAFN, we conduct
experiments on one unimodal benchmark dataset and two multi-
modal datasets. For the unimodal dataset, it is a benchmark con-
structed by [6], which mainly consists of pure textual user posts
published between 2010 and 2014 in Twitter. For multimodal
datasets, since there is no publicly available annotated Twitter
corpus for our task, we choose to construct our datasets based
on two publicly available multimodal named entity recognition
(NER) datasets that were collected by [40] and [41] respectively.
These two datasets respectively include multimodal user posts
published during 2014-2015 and 2016-2017 in Twitter, and all
the entities belong to four types: Person, Location, Organization,
and Miscellaneous. The basic statistics of the three datasets
are summarized in Table II. Note that in our two multimodal
datasets, all the tweets contain textual contents and their associ-
ated images.

Human Sentiment Annotation: As the two multimodal
datasets only contain manually annotated entities, we ask three
domain experts to combine the textual content and the associated
image to annotate the sentiment orientation towards each entity.
In our initial annotation process (i.e., randomly choosing 200
tweets for annotation), we find that for tweets with single entity,
the annotated sentiment has a high correlation, whereas for
tweets with multiple entities, the agreement between annota-
tors is relatively low. Therefore, we provide some guidelines
to our annotators: for the entities highlighted by the image,
the annotator should label their sentiment based on the text
and image together; while for the other remaining entities, the
annotator should label their sentiment mainly based on the text
(in most cases, the sentiments towards them tend to be labeled
as neutral). After obtaining the human annotation, we further
use Cohen’s kappa [42] to measure inter-annotator agreement.
As shown in Table III, the agreement between most pairs of
annotators in the two datasets is above 0.5, indicating that
the sentiment can be agreed upon in a general sense. Among
the disagreement cases, we find that most of them belong to
neutral-subjective disagreement, and only less than 5% cases
are related to positive-negative contradiction. We then take the
majority label among the three annotators as the gold label, and
filter the rare samples when there is no agreement between any
two annotators. Finally, as shown in Table II, we further split the
annotated data into training (60%), development (20%) and test
(20%) sets.

Pre-processing Details: For all the three datasets, we follow
most pre-processing rules used in [43] to tokenize the tweets,
and the only difference is that we split the hashtags into two
tokens: “#” and its following word.

Parameter Settings: For all the models, we set the word
embedding size e to be 100 in the three datasets, and initialize the
word embedding matrix E using pre-trained word embeddings
based on GloVe,3 which will be fixed during the training process.
The hidden dimension d and the number of LSTM layers in all

3[Online]. Available: https://nlp.stanford.edu/projects/glove/.
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TABLE II
THE BASIC STATISTICS OF TWITTER-14, TWITTER-15, AND TWITTER-17. POS AND NEG ARE SHORT FOR POSITIVE AND NEGATIVE CLASSES

TABLE III
AGREEMENT BETWEEN EVERY PAIR OF OUR THREE ANNOTATORS

(A1, A2, A3)

the datasets are set to be 100 and 1. During training, Adam [44] is
used to schedule the learning rate, where the initial learning rate
is set to be 0.001. Also, the batch size and the dropout rate are set
to be 10 and 0.5. Note that for all the parameters in ResNet, we
initialize them with a pre-trained 152-layer model and keep them
fixed in the training process. We implement all the models with
PyTorch, and run experiments on a NVIDIA Tesla V100 GPU.

Evaluation Metrics: Following many previous studies for
entity-level sentiment classification [9], we use the standard clas-
sification accuracy (ACC) and Macro-F1 score as our evaluation
metrics.

B. Main Results

1) Performance of ESTR (RQ1): To better show the effec-
tiveness of our entity-sensitive textual representation model, we
re-implemented the following pure text-oriented systems with
the same parameter settings for comparison:
� Majority, a simple baseline method, which uses the major-

ity sentiment label in the training set for prediction;
� LSTM, a standard sentence-level LSTM model without

explicitly considering the target entity;
� AE-LSTM, an extension of LSTM proposed by [17], which

utilizes the attention mechanism to capture the important
context information related to the target entity;

� TD-LSTM, another extension of LSTM proposed by [8],
which utilizes two LSTMs to model the left context and
the right context of the target respectively;

� MemNet, a deep memory network [16], which applies a
multi-layer attention mechanism on top of the common
word embedding layer;

� IAN, one of the current representative systems [18], which
proposes an interactive attention mechanism to better
model the interactions between the target entity and the
context words;

� RAM, another representative system [19], which builds up a
deep neural architecture by applying a GRU model on top
of the representations obtained from multi-hop attention
mechanism;

� MGAN, the recent state-of-the-art system [22], which
designs a multi-grained attention network for fusing the
target and the context at various degrees of granularity;

TABLE IV
EXPERIMENTAL RESULTS ON ENTITY-LEVEL TEXT SENTIMENT

CLASSIFICATION. � AND † RESPECTIVELY INDICATE THAT ESTR IS

SIGNIFICANTLY BETTER THAN THE SECOND BEST COMPARED SYSTEM AND

THE BEST COMPARED SYSTEM WITH P-VALUE < 0.05 BASED ON

MCNEMAR’S SIGNIFICANCE TEST

� ESTR, our entity-sensitive textual representation model as
detailed in Section III-D, followed by a softmax layer for
sentiment prediction.

Based on the results reported in Table IV, we can clearly
observe that despite outperforming Majority with a large margin,
the performance of LSTM is still relatively limited, which is
intuitive because LSTM treats all the target entities in the same
sentence equally and assigns them with the same sentiment la-
bels. Moreover, due to the careful design of incorporating the tar-
get entity information into their models, AE-LSTM, TD-LSTM,
MemNet, and IAN can consistently obtain respectable improve-
ments over LSTM. In addition, the two state-of-the-art methods
RAM and MGAN can further improve the results in most datasets,
which may benefit from their deep architectures. Finally, com-
pared with all the baseline methods, we can easily observe
that our ESTR model can generally outperform a number of
highly competitive approaches including AE-LSTM, TD-LSTM,
MemNet, IAN, and RAM, and achieve indistinguishable or even
better performance in comparison with the state-of-the-art ap-
proach MGAN on the three datasets. These observations demon-
strate the effectiveness of the textual representation obtained by
ESTR.

2) Performance of ESAFN (RQ2): Since the focus of this
paper is to incorporate the visual context into entity-level senti-
ment classification, here we consider several highly competitive
multimodal approaches for comparison:
� Res-Target, a simple combination of the target entity rep-

resentation and the visual context representation, which
basically concatenates Ht and Qv followed by feeding the
resulting vector to a softmax layer for classification;

� Res-RAM, Res-MGAN, and Res-ESTR, three variants of
a simple type of multimodal fusion method [45], which
first apply max-pooling over the visual features to obtain
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TABLE V
EXPERIMENTAL RESULTS ON ENTITY-LEVEL MULTIMODAL SENTIMENT

CLASSIFICATION. † INDICATES THAT OUR FULL MODEL ESAFN IS

SIGNIFICANTLY BETTER THAN THE BEST COMPARED SYSTEM WITH P-VALUE

< 0.05 BASED ON MCNEMAR’S SIGNIFICANCE TEST

TABLE VI
ABLATION STUDY OF ESTR. † INDICATES THAT ESTR IS SIGNIFICANTLY

BETTER THAN ALL ITS VARIANTS BY REMOVING ITS SUB-COMPONENTS

g = MaxPool(R), and then concatenate g and the textual
representation from RAM, MGAN, and ESTR, followed by
a softmax layer for classification;

� Res-RAM-TFN and Res-MGAN-TFN, two variants of an-
other type of multimodal fusion method [26], which use a
bilinear interaction operator to combine g and the textual
representation from RAM and MGAN through a complex
fusion matrix, and feed the resulting matrix to Sentiment
Inference Subnetwork for final classification;

� MIMN, the recent state-of-the-art multimodal approach
for aspect-level sentiment classification proposed by Xu
et al. [46], which adopts multi-hop memory network to
model the interactive attention between the aspect word,
the textual context, and the visual context;

� EASFN, our full model as introduced in Section III.
We report the results of all the compared methods in Table V.

First, we can find that the performance of Res-Target is quite
limited, which indicates that the textual content is quite impor-
tant for entity-level sentiment classification, and should not be
ignored. Second, it is easy to observe from Table V that with the
help of the visual context, Res-RAM, Res-MGAN, and Res-ESTR
can consistently bring improvements over their corresponding
baseline approaches, which implies that the associated image can
indeed play a supporting role to text and provide complemen-
tary information. Third, it is intuitive to see that by modelling
the interaction between the target entity and the textual and
visual contexts, MIMN can generally outperform most baseline
approaches. But since it is mainly based on a relatively weak
model MemNet, it still performs slightly worse than Res-ESTR.

TABLE VII
ABLATION STUDY OF ESAFN. † SHOWS THAT ESAFN IS SIGNIFICANTLY

BETTER THAN ALL ITS VARIANTS BY REMOVING ITS SUB-COMPONENTS

TABLE VIII
BREAKDOWN OF ACCURACY WITH RESPECT TO SENTENCES WITH SINGLE

TARGET ENTITY AND MULTIPLE TARGET ENTITIES IN THE TEST SETS OF OUR

TWO MULTIMODAL DATASETS. † DENOTES THAT ESAFN IS SIGNIFICANTLY

BETTER THAN OUR TEXTUAL METHOD ESTR

Finally, it is obvious that our full model ESAFN can outperform
the second best results by 1.87% and 2.20% points in accuracy
and 2.56% and 0.93% points in F1-score on TWITTER-15 and
TWITTER-17 respectively. This demonstrates the usefulness
of our multimodal attention and fusion approach for entity-level
multimodal sentiment classification.

C. Ablation Study

In this subsection, we investigate the effectiveness of different
components in our proposed approach in order to answer the
questions raised in RQ3.

Components in ESTR: As shown in Table VI, all the com-
ponents contributing to ESTR play important roles to the final
result. In particular, discarding the entity position indicator will
generally drop the performance in all the datasets, which shows
its usefulness. Besides, in comparison with merging the left and
the right contexts, splitting them into two parts seems to perform
better across all the three datasets, which is consistent with the
findings in previous studies [32]. Moreover, the incorporation
of the textual fusion layer demonstrates its indispensable effect
to the final performance.

Components in ESAFN: In Table VII, we can find that
replacing the entity-sensitive visual representation (ESVR) with
the max-pooling value of its visual features will significantly
drop the performance, which indicates the importance of align-
ing the target entity with the associated image. In addition, it is
clear to see that removing the gated mechanism leads to a large
performance drop, which also shows the usefulness of filtering
the noisy visual features. Finally, the multimodal fusion layer,
which combines the textual and visual representations with a
bilinear operator, demonstrates its effectiveness in boosting the
model performance.
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TABLE IX
COMPARISON OF PREDICTIONS FROM ESTR, RES-ESTR, AND ESAFN ON SEVERAL TEST SAMPLES.

√
AND ✗ RESPECTIVELY DENOTE THE

CORRECT AND INCORRECT PREDICTIONS

D. Discussion

To answer the question raised in RQ4, we conduct additional
experiments on the test set of our two datasets, and carefully
choose several representative test samples to analyze our model
predictions.

Advantages in Posts With Multiple Entities: As shown
in Table VIII, we can easily find that by incorporating the
entity-sensitive visual representation and the multimodal fusion
layer into ESTR, our full model ESAFN can bring significant
improvements, especially when the post contains multiple target
entities. This observation is in line with our intuition that the
associated image can help us better distinguish the entities
focused by the textual content, and therefore improve the model
performance.

Case Study: Table IX shows the comparison between the
predictions of baseline methods and those of our ESAFN model
on four samples. First, in Table IX.A, with the help of the associ-
ated image that shows a celebrating posture, the two multimodal
approaches can correct the wrong prediction made by ESTR.
Similarly, in Table IX.C, since the associated image posted by
the user contains a smiley face, multimodal methods correctly
predict the sentiment over the two entities as positive. Moreover,
in Table IX.B, we can see that the image is about Jean Marmoreo
instead of STWM. Although both ESTR and Res-ESTR gave a
wrong prediction over one of the two entities, our ESAFN model
may identify the alignments between Jean Marmoreo and the
image, and therefore correctly predicts the sentiment over the
focused entity as positive, and the sentiment over the other entity
STWM as neutral. These three examples further confirm our
motivations that our method is generally useful in two cases: 1).
the input post has multiple entities; 2). the input post has only
one entity but it is hard to infer its sentiment from the textual
content alone, either due to long distance or incomplete context
information.

Error Analysis: To show the negative effect of incorporating
the associated image, we further analyze the cases that both Res-
ESTR and ESAFN make wrong predictions, and find that most
of these error cases are related to the neutral class (86.5% for
TWITTER-15 and 84.3% for TWITTER-17). A representative
example is given in Table IX.D. We can easily observe that here
the sentiment over the entity Knoxville should be neutral, but
the two multimodal models incorrectly predict its sentiment as
positive, perhaps because the associated image posted by the
user contains several smiley faces.

V. CONCLUSION

In this paper, we studied entity-level multimodal sentiment
classification, and proposed an entity-sensitive attention and
fusion network to effectively model the intra-modality interac-
tions including entity-text and entity-image alignments, and the
inter-modality interactions, i.e., text-image alignments. Experi-
mental results on one unimodal benchmark dataset and the two
multimodal datasets demonstrate that our method can achieve
the best performance in comparison with a number of unimodal
and multimodal approaches.

The main limitation of our approach is the assumption that
the entities in each sentence have been provided or extracted by
existing named entity recognition tools. As a follow-up work,
we plan to propose an end-to-end multimodal architecture to
jointly extract entities and assign corresponding sentiment to
each entity. We believe that end-to-end entity-level multimodal
sentiment analysis is a promising direction in the future.
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