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ABSTRACT

Reflection removal aims at separating the mixture of the de-

sired background scenes and the undesired reflections, when

the photos are taken through the glass. It has both aesthet-

ic and practical applications which can largely improve the

performance of many multimedia tasks. Existing reflection

removal approaches heavily rely on scene priors such as sep-

arable sparse gradients brought by different levels of blur, and

they easily fail when such priors are not observed in many

real scenes. Sparse representation models and nonlocal im-

age priors have shown their effectiveness in image restoration

with self similarity. In this work, we propose a reflection re-

moval method benefited from the sparsity and nonlocal im-

age prior as a unified optimization framework. We leverage

the retrieved image patch from an external database to over-

come the limited prior information in the input mixture image

and self similarity search. The experimental results show that

our proposed model performs better than the existing state-

of-the-art reflection removal method for both objective and

subjective image qualities.

Index Terms— Reflection removal, image retrieval, ex-

ternal dataset, sparse representation

1. INTRODUCTION

The images used in most multimedia applications are often

assumed to be captured under good conditions so that the de-

sired background scene is clean and clear. However, taking

images through a transparent glass is unavoidable in many s-

cenarios such as in front of a window or for objects in a glass

show case of the museum; such images are often degraded

by the undesired reflections of the objects behind the camer-

a, which may degrade the performance of multimedia appli-

cations. Reflection removal aims at removing the reflections

and enhancing the visibility of the desired background scenes.

It is shown to be an important pre-processing step for many

computer vision approaches to largely increase the accuracy

of image classification [1]. The reflection removal problem is

modeled by the following equation:

I = B+R, (1)

where I is the input mixture image, B is the background lay-

er we feel interested in, and R is the reflection layer we want

to remove. This problem is challenging due to its ill-posed

nature: the number of unknowns is twice the number of equa-

tions. To remove such ambiguity, various methods have been

proposed and they can be roughly divided into two categories

according to the number of images used.

One category adopts the single image as the input. Mo-

tivated by the fact that the natural image gradients have

the heavy-tailed distribution, the gradient sparsity priors are

widely used in many different methods [2, 3, 4]. Another

prior is the GMM prior used by Shih et al. [1] to model the

ghosting effects of the reflections. However, the special re-

quirements for the properties of the background and reflection

layers (e.g., different blur levels [4, 3] or the visible ghosting
effects [1]) make them difficult to handle many general scenes

when such prior information is not observed.

The other category relies on multiple images as the input.

With multiple images, the problem can be solved by explor-

ing the motion field [5, 6], independent component analy-

sis [7] or the gradient projection [8]. The patch-based sparsity

prior also shows its success in solving such separation prob-

lems [9, 10]; it assumes that each layer of the input mixture

image have a sparse or approximately sparse representations

with respect to its corresponding dictionaries. The multiple

images can make this problem less ill-posed. However, the

special data capture requirements such as observing different

layer motions or the demand for the polarizers largely limit

these methods for practical use. For the methods based on the

sparsity prior, the large structure diversity among each layer

of the mixture images have to be observed to guarantee the

success.

In this paper, we propose a novel reflection removal ap-

proach by combining the sparsity prior and the nonlocal im-

age prior into a unified framework. The nonlocal image prior

mainly makes use of the patch recurrence among the image,
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Fig. 1: The framework of our method. Our algorithm runs on RGB channel independently. For simplicity, we only show the

process on R channel as an example. In the patch matching stage, we first retrieve images with similar contents from an external

database (Step 1); the retrieved images are then registered to the input mixture images (Step 2); similar patches are extracted

from the retrieved images based on the exemplar patches (Step 3). In the learning stage, the initial dictionary are learned from

the input mixture image itself and the patch clusters are obtained using k-means and for each cluster a PCA sub-dictionary

is learned (Step 4); then the nonlocal information obtained from the similar patches are used to refine the sparse codes of the

exemplar patch (Step 5 and Step 6). In the removal stage, with the refined sparse codes and the dictionary, the patches are refined

(Step 7) and the reflection is removed (Step 8). The reflection imageR is multiplied by 10 for better visual demonstration.

which is widely adopted in the patch-based image denois-

ing [11] or super-resolution [12] methods to enhance a noisy

or blurred patch from the input image by reconstructing this

patch with a set of similar clean patches. Most existing meth-

ods (e.g., [13]) find such similar patches from the input image

itself. However, the performances of these kinds of methods

are often largely degraded due to the “rare patch effect” [14].

In our method, to overcome this limitation, instead of find-

ing similar patches from the mixture image itself, the simi-

lar patches are obtained from an external database using the

existing image retrieval method. The key assumption of our

work is that a set of clean images that share similar contents

with the background layer of the input mixture image can be

retrieved from an external database and the similar patches

can be extracted from the clean images. We use the nonlocal

priors subtracted from the similar clean patches to regular-

ize the sparse codes of the exemplar patches. Compared with

previous methods [3, 1, 4], our method does not require spe-

cial phenomenon (such as different levels of blur or ghosting

effect) have to be observed on the mixture image so that we

can better handle the images with general and complex struc-

tures. The framework of our complete approach is illustrated

in Figure 1.

2. PROPOSED APPROACH

2.1. The reflection removal model

Let I, B and R represent the input mixture image, back-

ground and reflection, respectively. In this work, based on

the model proposed in Equation (1), we define a new energy

function to formulate this problem as follows:

L(B,R) = ‖I−B−R‖22 + λρ(B) + γ�(R), (2)

where ρ(B) and �(R) are the regularization prior terms on the

background and reflection layer, respectively. Many previous

methods can also be cast into such a framework where the

regularization terms are crucial for obtaining better removal

performances. ρ and � are chosen to be the GMM priors to

model the ghosting effects in the method [1]. Another cat-

egory of methods [10, 15] chooses the sparsity-based prior

as the regularization term. In our proposed model, we adopt

the integration of the sparsity prior and nonlocal image prior

to regularize B and the gradient sparsity prior to regularize

R. Formally, given the mixture image I and the set of clean

images retrieved from a dataset, we want to estimate the back-

ground B and reflection R by

{B̂, R̂} = argmin
B,R

L(B,R), (3)
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where

L(B,R) = ‖I−B−R‖22 + λ
∑

i

‖PiB−Dαi‖22

+ η
∑

i

‖αi − βi‖1 + γ
L∑

l=1

|fl ∗R|s.

(4)

We explain each term of the model in detail as follows:

1. The first term is the conventional constraint, which

means that the mixture image I should be the summa-

tion of estimated background B and estimated reflec-

tion R.

2. The second term means that the estimated background

B can be well represented with respect to its corre-

sponding dictionaries D. Pi denotes the matrix ex-

tracting image patch of size
√

n × √
n. D denotes the

dictionary. αi is the coefficients corresponding to the

dictionaryD.

3. The third term is the NCSR model proposed in [11]

which enforces that αi should be as similar as βi,

where βi is some good estimation of αi.

4. The fourth term is a heavy tailed distribution enforced

on the estimated reflection R to further stabilize the

solution, which is widely used in previous method-

s [6, 2]. Typically, the value of s is set between 0.5
to 0.8. fl is the Laplacian filters, namely f1 = [−1, 1],
f2 = [−1, 1]�, f3 =

[
0 1 0
1 −4 1
0 1 0

]
as [3].

For the dictionary D, previous methods usually adopt the

dictionary learned from the example image patches by using

the KSVD algorithm. In such case, the learned dictionaries

are required to be very redundant to represent different im-

age structures. However, the sparse coding with overcom-

plete dictionaries is unstable [16]. We choose the local PCA

dictionaries proposed in [11], where the training patches ex-

tracted from the input mixture image itself are clustered into

K(K = 70) clusters and a PCA sub-dictionary are learned

from each cluster. For more details, please refer to [11]. Now,

the task is how to estimate βi more accurately.

2.2. The estimation of βi

As an estimation of αi, βi can be estimated from the inter-

nal or external sources. In our case, we estimate βi from an

external sources where a set of similar clean images can be

found for the input mixture images.

Our framework of similar patch matching process con-

tains three steps, which are similar image retrieval, global

image registration and patch match. We adopt the image re-

trieval method proposed by Philbin et al. [17] and retrieve

images from an external database. Due to the different scales

and viewpoints of these retrieved images, for better patch

Algorithm 1 Sparsity prior based reflection removal

Input:
Input mixture image I;

Output:
Estimated background B and reflection R;

1: Compute the dictionaries D by k-means and PCA;

2: for m = 1 to M do
3: for j = 1 to J do
4: Update sparse codesαi

j+1 by solving Equation (7);

5: Update the background Bj+1 by solving Equa-

tion (10);

6: Update the reflection Rj+1 by solving Equa-

tion (11);

7: SetBm+1 = Bj+1 andRm+1 = Rj+1 if j = Jmax

8: end for
9: If mod (m, 5) = 0, update the PCA dictionaries;

10: end for
11: return Bm+1,Rm+1;

matching, an image registration step is needed. We use a quite

standard way to register the images. We first extract SURF

feature points from the mixture image and reference images,

and then estimate the homographic transformation matrix by

using the RANSAC algorithm. Finally, the reference images

from the external database are aligned to the mixture image

with the estimated transformation.

Let xi denote the patch from the input mixture image. The

nonlocal similar patches zi that are within the first T closet

to the given patch xi are selected from a large window cen-

tered at pixel i among the registered images. Then, βi can

be computed as the weighted average of those sparse codes

associated with the nonlocal similar patches as:

βi =

T∑
t=1

ωi,tαi,t, (5)

where αi,t is the sparse coefficients corresponding to the

patch zi and ωi,t is the weight and can be obtained as:

ωi,t =
1

W
exp(−‖x̂i − ẑi,t‖22/h), (6)

where x̂i and ẑi,t are the estimates of the patches xi and zi,t,

h is a pre-determined scalar and W is the normalization fac-

tor.

2.3. Optimization

The direct minimization of Equation (4) is difficult due to the

multiple variables involved in the proposed model. Thus,we

reduce the original problem into several subproblems by fol-

lowing the alternating minimization scheme advocated by the

previous method in image deblurring and denoising works. In

each step, our algorithm reduces the objective function value,

and thus will converge to a local minima.
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SSIM: 0.88 SSIM: 0.85

SSIM: 0.72

Mixture Image I Background B Reflection R Background B Reflection R Ground Truth
Our Result Li et al 

SSIM: 0.75SSIM: 0.85

SSIM: 0.91

Background B Reflection R
Shih et al 

SSIM: 0.76

SSIM: 0.83

SSIM: 0.87

Fig. 2: Reflection removal results comparison using our method, Li et al.’s method [3], and Shih et al.’s method [1] on the

postcard data. The reflection imagesR are all multiplied by for better visual demonstration.

Solving for αi. For a fixedB andR, Equation (4) reduces to

a l1 minimization problem:

α̂i = argmin
αi

λ‖PiB−Dαi‖22 + η‖αi − βi‖1. (7)

With fixed βi, Equation (7) can be solved iteratively by the

surrogate based algorithm [18]:

αi
(t+1) = Sτ (v

(t)
i − βi) + βi, (8)

where v
(t)
i = D�(PiB−Dαi

(t))/c+αi
(t), Sτ (·) represents

the soft-thresholding operator with threshold τ = η/λc, and c
is a constant to guarantee the convexity. Due to the orthogonal

properties of the local PCA dictionaries D, the sparse coding

problem of Equation (7) can be solved in just one step [12].

Solving for B. When R and αi are fixed, the background B
can be estimated by solving the following optimization prob-

lem:

B̂ = argmin
B

‖I−B−R‖22 + λ
∑

i

‖PiB−Dαi‖22, (9)

where the closed-form solution can be easily obtained as fol-

lows:

B̂ = (E+λ
∑

i

Pi
�Pi)

−1(I+λ
∑

i

Pi
�Dαi −R), (10)

where all elements of matrix E equal to one.

Solving for R. Given the estimated background B and s-

parse representation α, the estimation of reflection R can be

updated. The optimization problem (5) becomes

R̂ = argmin
R

‖I−B−R‖22 + γ
L∑

l=1

|fl ∗R|s. (11)

This problem can be solved efficiently by variable substitution

and Fast Fourier Transform (FFT) [19, 20]. Using the new

auxiliary variables ul (l ∈ 1, 2, · · · , L), the Equation (11)

can be rewritten as:

R̂ = argmin
R

‖I−B−R‖22 + γ

L∑
l=1

|ul|s

+ δ

L∑
l=1

‖ul − fl ∗R‖22.

(12)

It can be divided into two sub-problems: R-subproblem and

u-subproblem. δ is a weight value that varies during the opti-

mization. We follow the setting in [19] to set the value of δ.
In the R-subproblem, the Equation (12) becomes:

R̂ = argmin
R

‖I−B−R‖22 + δ

L∑
l=1

‖ul − fl ∗R‖22, (13)

which can be solved using FFT as:

R̂ = F−1

(F(I) + δ
∑L

l=1 F(el)
�F(ul)−F(B)

E+ δ
∑L

l=1 F(el)�F(el)

)
, (14)

where F denotes FFT, F−1 denotes the inverse FFT and 
 is

the complex conjugate.
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SSIM: 0.89 SSIM: 0.61

SSIM: 0.73SSIM: 0.88

SSIM: 0.85SSIM: 0.90

SSIM: 0.86

SSIM: 0.87

SSIM: 0.88

Mixture Image I Background B Reflection R Background B Reflection R Ground Truth
Our Result Li et al 

Background B Reflection R
Shih et al 

Fig. 3: Reflection removal results comparison using our method, Li et al.’s method [3] and Shih et al.’s method [1] on the solid

object data.The reflection imagesR are all multiplied by 4 for better visual demonstration.

In the u-subproblem, the ul can be estimated by solving

the following equation:

ûl = argmin
ul

γ
L∑

l=1

|ul|s + δ‖ul − fl ∗R‖22, (15)

which can be solved efficiently using the method in [19] over

each dimension separately.

3. EXPERIMENTS

3.1. Data preparation

Existing methods usually compare the visual quality of the

separated results only due to the lack of the ground truth.

In order to figure out the performance of our results com-

pared with others, we conduct evaluations for both quantita-

tive error and visual quality. We capture the images with the

ground truth following a similar way proposed in [6], where

the mixture image is taken through the transparent glass and

the ground truth is taken by removing the glass. We prepare

two types of data capture setup: one setup uses some land-

mark postcards as both background and reflection objects; the

other setup captures some solid objects (e.g., toys of famous

figures) as the background objects.

For the external database used in the patch matching

stage, we collect approximately 500 images from the Internet,

and three images with similar contents (the same landmark or

the same toy figure captured in different environment) corre-

sponding to each mixture image are included in the database.

We then perform image retrieval [17] to find these three im-

ages before the patch matching stage. An example is shown

in Figure 1, where three images containing the Tower Bridge

similar to the input mixture image are retrieved from the ex-

ternal dataset.

3.2. Evaluations

We show six example results in Figure 2 and Figure 3. We

compare our method with two state-of-the-art methods pro-

posed by Li et al. [3] and Shih et al. [1]. In all our experi-

ments, the parameters are fixed as follows: T are set to 7, γ, λ
and η is set to 1, 0.5 and 0.85, respectively, M is set to 15 and

J is set to 10. The patch size is set to 7× 7. To quantitatively
assess the algorithms, the Structural Similarity Index (SSIM)

is adopted as the quality measure of the estimated background

which is also use by the previous work [3, 1].

Our method shows advantage in all these results over the

other two methods in terms of SSIM. Considering the visu-

al quality of three methods, we also provide a more visually

pleasing result. Li et al.’s method causes some color change

so that the estimated background B are darker than the ground

truth. For Shih et al.’s method, the GMM priors bring some

patchy artifacts on the estimated background B. Consider-

ing the results from Figure 2 and Figure 3, our algorithm can

generate clearer separation and keep the details of the back-

ground. However, Li et al.’s method contains some residue

edges from the reflection layer in the estimated background

image and Shih et al.’s method is indeed able to suppress

some of the reflections, but reflections still remain in the fi-

nal estimates of B. Due to the ability to reconstruct a clearer

patch using external data, we recover more sharp structures in

B while Li and Shih’s results are overly smoothed.
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4. CONCLUSION

We propose a method to remove reflections based on retrieved

external patch by combining the sparsity prior and the nonlo-

cal image prior as a unified optimization. Compared with the

previous methods [3, 4], we do not have special requirement

for the properties of the background layer and the reflection

layer, e.g. using different blur levels of the two layers to assist
separation. Instead, we refine the sparse coefficients learned

from the mixture images with the external patches to gener-

ate a more accurate sparse regularization term. Experimental

results have already shown that our method outperforms the

current state-of-the-art methods both from the quantitative e-

valuations and visual quality.

Limitations. Currently, our method can only handle the

landmark scenes or some well-known objects, that can be ef-

ficiently retrieved. It is still difficult for our method to deal

with the general objects or scenes, for which similar contents

cannot be retrieved from the external database. Furthermore,

we manually prepare the external database which already in-

cludes the similar images for the mixture image as a proof-

of-concept for reflection removal. We plan to perform quan-

titative experiments to verify the influence from the accuracy

of image retrieval to our problem and build a complete sys-

tem by searching from Internet-scale database with millions

of image as our future work.
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