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a b s t r a c t 

Hashtags provide a simple and natural way of organizing content in microblog services. Along with the 

fast growing of microblog services, the task of recommending hashtags for microblogs has been given 

increasing attention in recent years. However, much of the research depends on hand-crafted features. 

Motivated by the successful use of neural models for many natural language processing tasks, in this 

paper, we adopt an attention based neural network to learn the representation of a microblog post. Unlike 

previous works, which only focus on content attention of microblogs, we propose a novel Topical Co- 

Attention Network (TCAN) that jointly models content attention and topic attention simultaneously, in the 

sense that the content representation(s) are used to guide the topic attention and the topic representation 

is used to guide content attention. We conduct experiments and test with different settings of TCAN on 

a large real-world dataset. Experimental results show that our model significantly outperforms various 

competitive baseline methods. Furthermore, the incorporation of topical co-attention mechanism gives 

more than 13.6% improvement in F1 score compared with the standard LSTM based methods. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

In recent years, as a social network and news media, microblog 

has achieved great success and become very important. There is a 

large amount of information produced every day. To facilitate nav- 

igation in the deluge of information, microblogging services allow 

users to insert hashtags starting with the “#” symbol (e.g., #Har- 

ryPotter) into their posts to indicate the context or key idea. Con- 

sisting of freely chosen keywords assigned to posts by users, hash- 

tags help bring together relevant microblogs on a particular topic 

or event. In this way, hashtags provide a simple and natural way of 

organizing content and enhance information diffusion in microblog 

services. It has also been proven that hashtags are important for 

many applications in microblogs such as microblog retrieval [11] , 

query expansion [2] and sentiment analysis [7,27,43] . However, not 

all microblog posts have hashtags created by their authors. Re- 

ported in a recent study, only about 11% of tweets were annotated 

with one or more hashtags [20] . Hence, the task of recommending 

hashtags for microblogs has become an important research topic 

and attracted much attention in recent years. 

∗ Corresponding author. 

E-mail addresses: yli@nefu.edu.cn (Y. Li), tliu@ir.hit.edu.cn (T. Liu), 

jwhu@ir.hit.edu.cn (J. Hu), jingjiang@smu.edu.sg (J. Jiang). 

Existing approaches to hashtag recommendation range from 

classification and collaborative filtering to probabilistic models 

such as Naive Bayes and topic models. Most of these methods de- 

pend on sparse lexical features including bag-of-word (BoW) mod- 

els and exquisitely designed patterns. However, feature engineer- 

ing is labor-intensive and the sparse and discrete features cannot 

effectively encode semantic and syntactic information of words. 

On the other hand, neural models have shown great potential 

in learning effective representations recently, and have achieved 

state-of-the-art performance on various natural language process- 

ing tasks [6,39,41] . Among these methods, the long short-term 

memory (LSTM), a variant of recurrent neural network (RNN), is 

widely used because of its capability of capturing long-term de- 

pendencies in learning sequential representations [12,19,37] . 

We model the hashtag recommendation task as a multi-class 

classification problem. A typical approach is to adopt LSTM to learn 

the representation of a microblog post and then perform text clas- 

sification based on this representation. However, a potential issue 

with this approach is that all the necessary information of the in- 

put post has to be compressed into a fixed-length vector. This may 

make it difficult to cope with long sentences [1] . One possible so- 

lution is to perform an average pooling operation over the hid- 

den vectors of LSTM [5] , but not all words in a microblog post 

contribute equally for hashtag recommendation. Inspired by the 

success of attention mechanism in computer vision and natural 

https://doi.org/10.1016/j.neucom.2018.11.057 
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Fig. 1. Illustration of hashtags of a microblog post and its topic information. 

language processing [1,31,36] , we investigate the use of attention 

mechanism to automatically capture the most relevant words in a 

microblog to the recommendation task. In addition, it has been ob- 

served that most hashtags indicate the topics of a microblog post 

[10,13] , as illustrated in Fig. 1 . The example post has a high prob- 

ability in the travel topic (Topic 9). With the topical word infor- 

mation, we can predict its hashtag #travel. Similarly, if we have 

the semantic information of the post, the topical word “travel” and 

“trip” will be emphasized which can also help in the hashtag rec- 

ommendation task. 

To solve the above problems, we propose a topical co-attention 

network (TCAN) that jointly models the content and the topic in- 

formation of a microblog post simultaneously. TCAN has a nat- 

ural symmetry between the content and the topic, in the sense 

that the content representation(s) are used to guide the topic at- 

tention and the topic representation is used to guide content at- 

tention. By incorporating the co-attention mechanism, our model 

captures the deep interactions between the local content repre- 

sentation and the global topic representation, and is able to learn 

effective representations of microblogs for hashtag recommenda- 

tion. Experimental results on a large real microblogging dataset 

show that our model significantly outperforms various competi- 

tive baseline methods. Furthermore, the incorporation of topical 

co-attention mechanism gives more than 13.6% improvement in F1 

score compared with standard LSTM method. 

The main contributions of this paper can be summarized as fol- 

lows: 

• We propose a novel topical co-attention mechanism that jointly 

performs content-guided topic attention and topic-guided con- 

tent attention simultaneously. To the best of our knowledge, 

this is the first work combines both topic and content attention 

with deep neural network into an integrated framework for this 

task. 

• We test with different settings of the TCAN and find that both 

topic-guided content attention and content-guided topic atten- 

tion can help the recommendation task, TCAN further improves 

the recommendation performance by combining them together. 

• We thoroughly investigate several baseline methods including 

recent neural attention-based models for comparison. Experi- 

ment results show that our model outperforms various state- 

of-the-art methods. 

2. Related work 

We compare and relate our work with a few lines of recent 

works including hashtag recommendation, attention models and 

hashtag recommendation with attention based models in litera- 

ture. 

2.1. Hashtag recommendation 

Hashtag recommendation has been given a lot of attention from 

academic in the past few years. The proposed methods can be 

roughly divided into two categories: content-based methods and 

collaborative filtering methods. 

Content-based methods take different techniques to build se- 

mantic bridges between hashtags and messages, such as the 

TFIDF scheme [21,40,48] , Bayes rules [34] , word similarity informa- 

tion from WordNet [26] and topic translation methods [9,10,29] . 

Zangerle et al. [48] recommend hashtags based on tweets’ simi- 

larity. For a given tweet, they first retrieve its similar tweets and 

then rank the hashtags by their usage on the most similar tweets. 

Sedhai and Sun [40] represent each candidate hashtag as a feature 

vector and use pairwise learning to rank method to find the top 

ranked hashtags from the candidate set. Mazzia and Juett [34] ap- 

ply a Naive Bayes model to estimate the maximum a posteriori 

probability of each hashtag class given the words of the tweet. 

Furthermore, Godin et al. [13] propose to incorporate topic mod- 

els to learn the underlying topic assignment of language classified 

tweets, and suggest hashtags to a tweet based on the topic dis- 

tribution. Under the assumption “hashtags and tweets are parallel 

description of a resource” that proposed by Liu et al. [29] and Ding 

et al. [10] try to integrate latent topical information into translation 

model. The model uses topic-specific word trigger to bridge the vo- 

cabulary gap between the words in tweets and hashtags [9,10] . 

Kywe et al. [24] propose a collaborative filtering model to in- 

corporate user preferences in hashtag recommendation. Inspired 

by previous work, Wang et al. [44] propose a joint model based 

on topic modeling and collaborative filtering to take advantages of 

both local (the current microblog content and the user) and global 

(hashtag-related content and likeminded users’ usage preference) 

information. Zhao et al. [51] propose a hashtag-LDA recommenda- 

tion approach that combines user profile-based collaborative and 

LDA-based collaborative filtering. They jointly model the relations 

between users, hashtags and words through latent topics. 

Most of the above work is only based on text information. 

There have also been some attempts that combine text with 

other types of data. Zhang et al. [49] and Ma et al. [33] try to 

incorporate temporal information. Gong et al. [15] propose to 

model type of hashtag as a hidden variable into their DPMM 

(Dirichlet Process Mixture Models) based method. Li et al. [25] use 

a learning to rank algorithm to incorporate features built from 

topic enhanced embedding, tweet entity data, hashtag frequency, 

hashtag temporal data and tweet URL domain information. Gong 

et al. [16] combine textual and visual information together to 

recommend hashtags for multimodal microblog posts. 

2.2. Attention-based models 

Attention-based models have demonstrated success in a wide 

range of NLP tasks including sentence summarization [39] , read- 

ing comprehension [18] and text entailment [38,42] . The basic idea 

of the attention mechanism is that it assigns a weight to each 

position in a lower-level of the neural network when computing 

an upper-level representation [1,31] . Bahdanau et al. [1] made the 

first attempt to use an attention-based neural machine translation 

(NMT) approach to jointly translate and align words. The model is 

based on the basic encoder-decoder model [6] . Differently, it en- 

codes the input sentence into a sequence of vectors and chooses 

a subset of these vectors adaptively through the attention mecha- 

nism while generating the translation. 
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Specifically, Yin et al. [47] propose a two-way attention mech- 

anism to project the paired inputs into a common representation 

space. Xiong et al. [45] introduce a Dynamic Co-attention Network 

(DCN) for question answering. The model consists of a co-attentive 

encoder that captures the interactions between the question and 

the document, as well as a dynamic pointing decoder that alter- 

nates between estimating the start and end of the answer spans. 

Recently, in the field of Visual Question Answering (VQA), a num- 

ber of recent works have proposed attention models that generate 

spatial maps highlighting image regions relevant to answering the 

question. Lu et al. [30] present a novel co-attention model for VQA 

that jointly reasons about image and question attention. 

2.3. Hashtag recommendation with attention-based models 

More recently, there have been some attempts to use attention- 

based models for hashtag recommendation [14,32,50] . Gong and 

Zhang [14] propose an attention-based convolutional neural net- 

work, which incorporates a local attention channel and a global 

channel for hashtag recommendation. Zhang et al. [50] propose a 

co-attention network incorporating textual and visual information 

to recommend hashtags for multimodal tweets. 

Motivated by the previous work [1,30,50] , we propose a Top- 

ical Co-Attention Network to capture the deep interactions be- 

tween the local content representations and the global topic of mi- 

croblogs. The co-attention mechanism allows our model to attend 

to different position of content representations as well as different 

topical word representation. To the best of our knowledge, there is 

no work yet on employing both combines both topic and content 

attention with deep neural network into an integrated framework 

for this task. 

3. Methodology 

In this section, we will present the Topical Co-Attention Net- 

work for hashtag recommendation. We formulate the task of hash- 

tag recommendation as a multi-class classification problem. Our 

model is mainly based on an LSTM neural network, given a mi- 

croblog post, to predict its hashtags, we would like to process it 

sequentially and learn hidden representation at each position. Then 

perform text classification based on the representation of the mi- 

croblog post. 

We propose a Topical Co-Attention Network (TCAN) that jointly 

models content and topic information simultaneously. The model 

learns the content representations based on a bidirectional LSTM 

model and constructs a topical word matrix to represent the topic 

representation, and combine them through the co-attention mech- 

anism. TCAN has a natural symmetry between the content and 

topic, in the sense that the content representations are used to 

guide the topic attention and the topic representation is used to 

guide content attention. We believe that, in this way, our model 

can capture the deep interactions of local content representations 

and the global topic representation of a microblog post. The overall 

model of TCAN is illustrated in Fig. 2 . The model mainly consists 

of three parts, namely, LSTM based sequence encoder, topic modeling , 

and topical co-attention . 

In the rest of this section, we will present each of these three 

parts in detail. A basis of all three parts is that each word is rep- 

resented as a low dimensional, continuous and real-valued vector, 

also known as word embedding [3,35] . All the word vectors are 

stacked in a word embedding matrix L w 

∈ R 

d emb ×| V | , where d emb is 

the dimension of word vector and | V | is vocabulary size. We pre- 

train the values of word vectors from text corpus with embedding 

learning algorithms to make better use of semantic and grammati- 

cal associations of words [35] . Given an input microblog s , we take 

Table 1 

Notations and descriptions. 

Description 

V Total number of unique words 

C Total number of hashtags 

T Total number of topics 

N Number of word in a post 

M Number of topical words for each topic 

d hidden Dimension of LSTM hidden layer 

d emb Dimension of word embedding 

L w R 
d emb ×| V | , word embedding matrix 

x t R 
d emb ×1 , embedding of t th word in a specific post 

h t R 
d hidden ×1 , hidden state of t th word in a specific post 

b k R 
d emb ×1 , embedding of k th topical word in a specific topic 

e tk Attention weight between h t and b k in a specific post 
˜ b k Weighted summation of { h t } N t=1 that is relevant to b k 
˜ h t Weighted summation of { b k } M k =1 

that is relevant to h t 
a h The content attention weight vectors with length N 

a b The topic attention weight vectors with length M 

the embeddings x t ∈ R 

d emb ×1 for each word in the microblog to ob- 

tain the first layer. Hence, a microblog post of length N is repre- 

sented with a sequence of word vectors X = (x 1 , x 2 , . . . , x N ) . The 

notations and descriptions are shown in Table 1 . 

3.1. LSTM based sequence encoder 

LSTM is a special form of recurrent neural networks (RNNs), 

and is widely used to model sequence data. LSTM uses input gate, 

forget gate and output gate vectors at each position to control the 

passing of information along the sequence and thus improves the 

modeling of long-range dependencies [19] . 

Given a microblog X = (x 1 , x 2 , . . . , x N ) , LSTM processes it se- 

quentially. For each position x t , given the previous output h t−1 and 

cell state c t−1 , an LSTM cell use the input gate i t , the forget gate 

f t and the output gate o t together to generate the next output h t 

and cell state c t . The transition equations of LSTM are defined as 

follows: 

i t = σ (W 

i x t + U 

i h t−1 + b 

i ) 

f t = σ (W 

f x t + U 

f h t−1 + b 

f ) 

o t = σ (W 

o x t + U 

o h t−1 + b 

o ) 

c t = f t � c t−1 + i t � tanh (W 

c x t + U 

c h t−1 + b 

c ) 

h t = o t � tanh (c t ) (1) 

where � stands for element-wise multiplication, σ is the sigmoid 

function, all W ∈ R 

d hid d en ×l and U ∈ R 

d hid d en ×d hid d en are weight matri- 

ces, all b ∈ R 

d hid d en are bias vectors. 

Bidirectional LSTM is an extension of traditional LSTM that en- 

ables the hidden states to capture both historical and future con- 

text information. In problems where all time steps of the in- 

put sequence are available, Bidirectional LSTM models text se- 

mantics both from forward and backward. For a microblog X = 

(x 1 , x 2 , . . . , x N ) , the forward LSTM reads sequence from x 1 to x N 
and the backward LSTM reads sequence from x N to x 1 , and simi- 

larly processes the sequence according to Eq. (1) . Then we concate- 

nate the forward hidden state 
−→ 

h t and backward hidden state 
← −
h t , 

i.e., h t = [ 
−→ 

h t ;
← −
h t ] , where the [ ·; ·] denotes concatenation operation. 

Finally, the h t summarizes the information of the whole sequence 

centered around x t . 

3.2. Topic modeling 

Topic models have been a powerful technique for finding useful 

structures in a collection of documents. In topic models, it is as- 

sumed that a document is generated by a mixture of topics, each 

of which is a distribution over words in the vocabulary. By fitting 
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Fig. 2. The graphical illustration of the proposed Topical Co-Attention Network (TCAN). 
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Fig. 3. Graphical model of Twitter LDA. 

the models, we can represent each document through the learned 

topics as well as understand topics in the corpus through the most 

probable words of each topic. These topical words represent the 

main semantic information of the topic. Therefore, we propose 

to incorporate such information of microblogs as prior knowledge 

into the LSTM based neural network. 

To model the topics of microblogs, we choose to use Twitter 

LDA [52] , which is the state-of-the-art topic model for short texts. 

Unlike the original setting in standard LDA [4] , where each word 

has a topic label, in Twitter LDA, a single microblog post is more 

likely to talk about one topic. Fig. 3 gives the graphical model of 

the Twitter LDA. Assuming that there are T topics, each topic is 

represented by a word distribution. Let φt denotes the word dis- 

tribution for topic t and φB the word distribution for background 

words. π is a Bernoulli distribution that governs the choice be- 

tween background words and topic words. To generate a microblog 

post, the model first chooses a topic, then chooses a bag of words 

one by one based on the chosen topic or the background topic. The 

parameters of Twitter LDA can be estimated by the collapsed Gibbs 

sampling algorithm [52] . 

After topic modeling, the model assigns a topic z to each mi- 

croblog post s . Then we can extract M most probable words as the 

semantic information of topic z . Hence, the topic information of 

the post s is represented by a sequence of embedding vectors of 

topical words [ b 1 , b 2 , . . . , b M 

]. M is the number of topical words 

we choose for each topic, which is pre-defined. 

3.3. Topical co-attention 

The co-attention allows our model to attend to different posi- 

tion of the content representation as well as different topical word 

representations. Given all hidden states [ h 1 , h 2 , . . . , h N ] and the 

topical word embedding vectors [ b 1 , b 2 , . . . , b M 

] learned from topic 

modeling, the topical co-attention layer outputs a continuous con- 

text vector vec for each microblog post s . 

Now we introduce the topical co-attention layer in detail. First, 

let E ∈ R 

N×M denote an affinity matrix. For each row t ∈ {1, 2, . . . , 

N } and each column k ∈ {1, 2, . . . , M }, we define each entry e tk in 

matrix E ∈ R 

N×M as follows: 

e tk = h 

� 
t W 

hb b k (2) 

where W 

hb ∈ R 

d hid d en ×d emb is a trainable weight matrix. e tk is the at- 

tention weight between the hidden state h t and the topical word 

embedding b k , standing for the similarity between h t and b k . 
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3.3.1. Content-guided topic attention 

For the hidden state of a word h t , the relevant semantics in the 

global topic information is identified and computed with Eq. (3) . 

˜ h t = 

M ∑ 

k =1 

a b k b k (3) 

where ˜ h t is a weighted summation of { b k } M 

k =1 
, a b 

k 
is the attention 

weight of b k and can be computed as follows: 

a b k = 

exp(e tk ) ∑ M 

j=1 exp(e t j ) 
(4) 

In this step, the content representation(s) are used to guide the 

topic attention vectors a b and learn a new topic representation. In- 

tuitively, the information in { b k } M 

k =1 
that is relevant to h t will be 

selected and represented as ˜ h t . 

3.3.2. Topic-guided content attention 

Similarly, the content in { h t } N t=1 
that is relevant to b k will be 

selected and represented as ˜ b k : 

˜ b k = 

N ∑ 

t=1 

a h t h t (5) 

where a h t is the attention weight of h t and can be computed as 

follows: 

a h t = 

exp(e tk ) ∑ N 
i =1 exp(e ik ) 

(6) 

In this step, the topic representation is used to guide the con- 

tent attention vectors a h and learn a new content representation 

˜ b k . 

Next, our model converts the resulting vectors obtained above 

( Eqs. (3) –(6) ) to a fixed length vector vec with pooling and feeds 

it to the final classifier. Specifically, we perform both average and 

max pooling, and concatenate all these vectors to form the final 

fixed length vector vec, vec is calculated as follows: 

v a v erage h = 

∑ N 
t=1 

˜ h t 

N 

, v max h = max N t=1 
˜ h t 

v a v erage b = 

∑ M 

k =1 

˜ b k 

M 

, v max b = max M 

k =1 
˜ b k 

(7) 

vec = [ v a v erage h ; v a v erage b ; v max h ; v max b ] (8) 

We then feed the output vector vec to a linear layer whose 

output length is the number of hashtags. Then a softmax layer is 

added to output the probability distributions of all candidate hash- 

tags. The softmax function is calculated as follows, where C is the 

number of hashtag categories: 

sof tmax (c i ) = 

exp(c i ) ∑ C 
i ′ =1 

exp(c i ′ ) 
(9) 

3.4. Model training 

We train our model in a supervised manner by minimizing the 

cross-entropy error of the hashtag classification. The loss function 

is given below: 

J = −
∑ 

s ∈ S 

∑ 

t∈ tags (s ) 

log p(t| s ) (10) 

where S stands for all training instances, tags ( s ) is the hashtag col- 

lection for microblog s . 

Table 2 

Statistics of the dataset, Nt (avg) is the average number of hashtags in the dataset. 

# Tweets # Hashtags Vocabulary size Nt (avg) 

60 0,0 0 0 27,720 337,245 1.308 

4. Experiments 

We apply the proposed method to the task of hashtag recom- 

mendation to evaluate the performance. In this section, we design 

experiments to answer the following research questions: ( i ) How 

much can neural network help for hashtag recommendation com- 

pared with traditional baseline methods? ( ii ) Does attention mech- 

anism help on top of neural network for this task? ( iii ) Does the 

Topical Co-Attention Network perform better than other attention 

based neural networks? 

4.1. Dataset 

Our dataset is constructed from a large Twitter dataset span- 

ning the second half of 2009 [46] . We collect a dataset with 

185,391,742 tweets from October to December. Among them, there 

are 16,744,189 tweets including hashtags annotated by users. We 

randomly select 50 0,0 0 0 tweets as training set, 50,0 0 0 tweets 

as development and test set respectively. Finally, we get 337,245 

unique words and 27,720 hashtags. The statistics of our dataset is 

shown in Table 2 . 

4.2. Experimental settings 

4.2.1. Baseline methods 

For comparison, we consider the following baseline methods: 

• LDA: We use the LDA based method proposed by Krestel et al. 

[23] to recommend hashtags. 

• SVM: We build a multi-class SVM classification model [17] with 

LibSVM. The feature we use are word embedding features with 

300 dimension. We believe that comparing to Bag-of-words, 

word embedding features can capture deep semantic informa- 

tion of the microblog posts. SVM parameters are chosen by grid 

search on the development set. 

• TTM: The topical translation model is proposed by Ding et al. 

[9] for hashtag extraction. We implement their method for eval- 

uating it on the corpus constructed in this work. 

• LSTM: We regard the last hidden vector from LSTM as the mi- 

croblog representation. Then we feed it to a linear layer whose 

output length is the number of hashtags. Finally, a softmax 

layer is added to output the probability distributions of all can- 

didate hashtags. 

• BLSTM: BLSTM is similar to LSTM, except that we adopt the 

Bidirectional LSTM to learn the representation of a microblog. 

• AVG-BLSTM: We perform an average pooling operation on the 

hidden vectors at each position of LSTM that processes a post, 

and use the result as the representation of that post. 

• TAB-BLSTM: The topical attention-based LSTM model is pro- 

posed by Li et al. [28] . This method bears similarity to our 

method in that it also incorporates topic information (topic dis- 

tribution) into the neural network. The difference is that it only 

focuses on content attention. 

• VAB-BLSTM: In this model, we use the last hidden vector from 

the LSTM as the global representation of that post and incorpo- 

rate attentions to measure the interactions between each word 

and the global representation. This method is a degenerate ver- 

sion of TAB-BLSTM [28] , we refer to it as vanilla attention based 

BLSTM, or VAB-BLSTM for short. 
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We refer to our proposed model as the Topical Co-Attention 

Network ( Fig. 2 ), or TCAN for short. To evaluate the effectiveness 

of the co-attention mechanism, we also compare two degenerate 

version of TCAN: TCAN topic and TCAN content . 

• TCAN topic : TCAN with content-guided topic attention only, i.e. 

vec = [ v a v erage h 
; v max h 

] in Eq. (8) . 

• TCAN content : TCAN with topic-guided content attention only, i.e. 

vec = [ v a v erage b 
; v max b 

] in Eq. (8) . 

4.2.2. Evaluation metrics 

We use hashtags annotated by users as the golden set. To evalu- 

ate the performance, we use precision ( P ), recall ( R ), and F1-score 

( F ) as the evaluation metrics. Precision means the percentage of 

“tags truly assigned” among “tags assigned by system”. Recall de- 

notes that “tags truly assigned” among “tags manually assigned”. 

F1-score is the average of Precision and Recall. The same settings 

are adopted by previous work [9,10,15] . 

P = 

number of tags truly assigned 

number of tags assigned by system 

. 

R = 

number of tags truly assigned 

number of tags manually assigned 

. 

F = 

2 × P × R 
P + R 

. (11) 

4.2.3. Experimental setup 

We perform hashtag recommendation as follows. Suppose given 

an unlabeled dataset, we first train our model on training data, 

and save the model which has the best performance on the val- 

idate dataset. For the microblog of the unlabeled data, we will en- 

code the microblog post through our proposed model and then 

perform the softmax classification. We train all the neural mod- 

els and our proposed model TCAN with the sentences of length 

up to 50 words. For each of the above models, the dimension of 

all the hidden states in the LSTMs is set to 500 and the dimen- 

sion of word embeddings is 300, unless otherwise noted. We use 

a minibatch stochastic gradient descent (SGD) algorithm together 

with the Adam method to train each model [22] . The hyperparam- 

eters β1 is set to 0.9 and β2 set to 0.999 for optimization. The 

learning rate is set to be 0.001. The batch size is set to be 100. The 

network was used for training for 20 epochs with early stopping. 

For our models, we tested with different numbers of LDA topic size 

T and different number of topical words M , we found T = 200 and 

M = 30 is an optimal setting for TCAN. 

For both our models and the baseline methods, we use the val- 

idation data to tune the hyperparameters, and report the results of 

the test data in the same setting of hyperparameters. Furthermore, 

the word embeddings used in all methods are pre-trained from the 

original twitter data released by Yang and Leskovec [46] with the 

word2vec toolkit [35] . 

4.3. Comparison to other methods 

In Table 3 , we compare the results of our method and the state- 

of-the-art discriminative and generative methods on the dataset. 

To summarize, we find the following: 

First, considering the comparison between the SVM and LDA 

methods, we observe that SVM performs much better than LDA. 

This indicates that the embedding features capture more semantic 

information than bag-of-words (BoW). 

Secondly, in comparing the traditional baseline methods such 

as LDA, SVM and TTM to the neural models, we observe that the 

neural models achieve a more than 50% relative improvement of 

the F1-score. For the task of hashtag recommendation, the key in- 

gredient is learning the representation of the microblog. This in- 

dicates that neural networks are effective in learning the semantic 

Table 3 

Evaluation results of different methods for hashtag recommendation. All improve- 

ments obtained by TCAN over other methods are statistically significant within a 

0.99 confidence interval using the t -test. 

Methods Precision Recall F1-score 

LDA 0.098 0.078 0.087 

SVM 0.238 0.203 0.219 

TTM 0.324 0.280 0.300 

LSTM 0.470 0.404 0.434 

BLSTM 0.478 0.411 0.442 

AVG-BLSTM 0.475 0.408 0.439 

VAB-BLSTM 0.492 0.423 0.455 

TAB-BLSTM 0.506 0.437 0.469 

TCAN 0.532 0.458 0.493 

Table 4 

Evaluation results of TCAN and its two degenerate models for hashtag recommenda- 

tion. TCAN topic stands for TCAN with content-guided topic attention only, TCAN content 

stands for TCAN with topic-guided content attention only. 

Methods Precision Recall F1-score 

TCAN topic 0.486 0.418 0.449 

TCAN content 0.522 0.450 0.484 

TCAN 0.532 0.458 0.493 

Table 5 

The influence of number of training data of TCAN. 

Training data Precision Recall F1-score 

100 K (20%) 0.377 0.322 0.347 

200 K (40%) 0.438 0.376 0.405 

300 K (60%) 0.472 0.405 0.436 

400 K (80%) 0.500 0.431 0.463 

500 K (100%) 0.532 0.458 0.493 

information of microblog posts and can improve the performance 

considerably. 

Thirdly, observing the comparisons of the L STM, BL STM, AVG- 

BL STM and VAB-BL STM, it is clear that the attention mechanism is 

useful to learn the representation of the microblog post. 

Finally and most importantly, both TAB-BLSTM and TCAN out- 

perform VAB-BLSTM significantly, which shows the topic informa- 

tion is useful for this task. Moreover, our model TCAN achieves 

better results than TAB-BLSTM. TAB-BLSTM bears similarity to our 

method in that it also incorporates topic information into the neu- 

ral network. The difference is that TCAN constructs a topical word 

matrix to represent the topic information and has a natural sym- 

metry between the content and topic. The properties of this aspect 

of our proposed model have been proven to be effective by observ- 

ing the results in Table 3 . 

We compare TCAN with its two degenerate models TCAN topic 

and TCAN content in Table 4 . We observe that TCAN content outper- 

forms TCAN topic significantly. We hypothesize that this is because 

TCAN topic model predicts the hashtags mainly based on the topi- 

cal word representation and TCAN content mainly based on the mi- 

croblog representation. TCAN is able to improve the recommenda- 

tion performance over TCAN content and TCAN topic by incorporating 

the topical co-attention mechanism. 

Table 5 shows the influence of the number of training data ele- 

ments. Based on the results, we observe the performance of TCAN 

increases when larger training data sets are used. The results also 

demonstrate that our proposed method achieves significant better 

performance than the traditional baseline methods even with only 

20% of the training data. 

Many microblog posts have more than one hashtags. Therefore, 

we also evaluate the top k recommendation results of different 
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Fig. 4. Precision with recommended hashtags range from 1 to 5. 

Fig. 5. Recall values with recommended hashtags range from 1 to 5. 

Fig. 6. F1 values with recommended hashtags range from 1 to 5. 

methods. Figs 4–6 show the precision, recall, and F1 curves of LDA, 

SVM, TTM, LSTM, VAB-BLSTM, TAB-BLSTM and TCAN on the test 

data respectively. Each point of a curve represents the extraction 

of a different number of hashtags, ranging from 1 to 5. We observe 

that although the precision and F1-score of TCAN decreases when 

the number of hashtags is larger, TCAN still outperforms the other 

methods. In addition, the relative improvement on extracting only 

one hashtag is higher than that on more than one hashtags, show- 

ing that it is more difficult to recommend hashtags for a microblog 

post with more than one hashtags. 

4.4. Parameter sensitive analysis 

We further investigate the effect of hyperparameters to the 

performance. It is well accepted that a good word embedding is 

Table 6 

Precision, recall and F1 of TCAN with different dimension of word embeddings 

when the number of topics is 200 and number of topical words is 30. 

Methods Precision Recall F1-score 

Emb50 0.479 0.412 0.443 

Emb100 0.483 0.415 0.447 

Emb200 0.502 0.432 0.464 

Emb300 0.532 0.458 0.493 

Table 7 

Precision, recall and F1 of TCAN with different number of topics when the dimen- 

sion of word vectors is set to be 300 and number of topical words is 30. 

# Topics Precision Recall F1-score 

50 0.512 0.441 0.474 

100 0.524 0.452 0.486 

150 0.527 0.455 0.489 

200 0.532 0.458 0.493 

250 0.529 0.456 0.490 

Table 8 

Precision, recall and F1 of TAB-LSTM with different number of topical words se- 

lected when the dimension of word vectors is set to be 300 and the number of 

topics is 200. 

#Topical words Precision Recall F1-score 

10 0.509 0.439 0.472 

20 0.520 0.448 0.482 

30 0.532 0.458 0.493 

40 0.523 0.452 0.485 

50 0.515 0.443 0.477 

crucial to composing a powerful text representation at a higher 

level. First, we would like to study the effects of different word 

embeddings. Table 6 shows the precision, recall and F1-score when 

we vary the dimension of word embeddings in TCAN. This indi- 

cates that a larger dimension of word embedding is more effective 

for this task. 

Recall that in the part of topic modelling, there are two hyper- 

parameters control the topic information incorporated, the number 

of topics and the number of topical words for each topic. Next, we 

vary the number of topics K from 50 to 250 with a gap of 50 while 

fixing the other parameters. Results in Table 7 show that the per- 

formance of the precision, recall and F1-score improves when K 

increases. The results do not change much when K is between 100 

and 250. When K is equal to 200, TCAN achieves the best results. 

Table 8 shows the results when we vary the number of topical 

words M from 10 to 50. We can observe that an optimal setting 

of M is 30. We find a larger M does not help in this task. This is 

because a large number of topical words may introduce more topic 

information as well as noise information into the model. 

4.5. Qualitative analysis 

We also conduct qualitative analysis of our results through case 

studies. 

Example 1: A 10-year-old battling cancer recently scored her 

dream. #cancer #beatcancer 

In Fig. 7 , we show the attention heat maps learned by TCAN 

and TAB-BLSTM of an example microblog post. In this example, the 

hashtag #cancer is correctly recommended by both TCAN and TAB- 

BLSTM. We observe that the word “cancer” is not only a word in 

microblog post, but also a topical word. The topical co-attention 

mechanism gives the word “cancer” a high weight over the topic 

representations and the topical word “cancer” a high weight over 
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Fig. 7. Attention heat maps from TCAN and TAB-BLSTM for Example 1. 

Fig. 8. Attention heat maps from TCAN and TAB-BLSTM for Example 2. 

Table 9 

Top 30 topical words for the topic of the microblog post in Example 2. 

Topical words 

health, bill, care, reform, hcr, vote, senate, healthcare, insurance, public, tcot, 

obamaoption, house, gop, support, congress, publicoption, abortion, rep, 

sign, reid, plan, hc, Americans, obamacare, tax, gd, p2, people, demand 

the content representations. While TAB-BLSTM also gives the word 

“cancer” a high weight based on its topic distribution. 

Example 2: How Private Health Insurers – They just made the best 

argument for a public insurance option. #hcr #p2 

In the second example, the attention heat maps learned by 

TCAN and TAB-BLSTM are shown in Fig. 8 . We observe that, un- 

like the first example, the hashtag “hcr” and “p2” do not appear in 

the microblog post. The hashtag #hcr and #p2 are both correctly 

predicted by TCAN but #p2 is not recommended by TAB-BLSTM. 

Although “p2” is not a high probable topical word in Table 9 , the 

co-attention mechanism of TCAN gives “p2” a high weight. How- 

ever, in the case of TAB-BLSTM, only the hashtag #hcr is recom- 

mended, as it is highly related to the topic. This demonstrates that 

the topic information incorporated in TCAN is richer than that in 

TAB-BLSTM. 

5. Conclusion 

In this article, we propose a Topical Co-Attention Network 

(TCAN) for the task of hashtag recommendation. The Topical Co- 

Attention Network incorporates topic modeling into the LSTM ar- 

chitecture through a co-attention mechanism and takes over the 

advantages of the both. We design experiments to evaluate our 

model against several state-of-the-art models. By comparing with 

traditional baseline methods including LDA, SVM and TTM, we 

found that our neural models significantly helped in this task. In 

addition, we found it beneficial to incorporate the co-attention 

mechanism by comparing our model with a recent work topical 

attention-based LSTM. Finally, we also tested with different set- 

tings of TCAN and found that both topic-guided content attention 

and content-guided topic attention can help the recommendation 

task, TCAN content (TCAN with topic-guided content attention only) 

outperforms TCAN topic (TCAN with content-guided topic attention 

only) significantly. TCAN is able to further improve the recommen- 

dation performance by combining them together in the topical co- 

attention mechanism. The overall experimental results show that 

our model outperforms competitive baseline methods effectively. 

There are a few directions we would like to explore in the fu- 

ture. First, the present work does not consider the use of other 

types of data in microblogs for hashtag recommendation. In the fu- 

ture, other types of data such as user information and background 

knowledge can be incorporated into the model. Second, previous 

work [8] demonstrated posts that published around the same time 

are more likely to have the same topic. We will consider the tem- 

poral information of posts in the future. All these issues will be 

left as our future works. 
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