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ABSTRACT

Concolic testing integrates concrete execution (e.g., random
testing) and symbolic execution for test case generation. It
is shown to be more cost-effective than random testing or
symbolic execution sometimes. A concolic testing strategy
is a function which decides when to apply random testing
or symbolic execution, and if it is the latter case, which
program path to symbolically execute. Many heuristics-based
strategies have been proposed. It is still an open problem
what is the optimal concolic testing strategy. In this work,
we make two contributions towards solving this problem.
First, we show the optimal strategy can be defined based on
the probability of program paths and the cost of constraint
solving. The problem of identifying the optimal strategy is
then reduced to a model checking problem of Markov Decision
Processes with Costs. Secondly, in view of the complexity in
identifying the optimal strategy, we design a greedy algorithm
for approximating the optimal strategy. We conduct two sets
of experiments. One is based on randomly generated models
and the other is based on a set of C programs. The results
show that existing heuristics have much room to improve and
our greedy algorithm often outperforms existing heuristics.

ACM Reference Format:
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1 INTRODUCTION

Concolic testing, also known as dynamic symbolic execution,
is an integration of concrete execution (a.k.a. testing) with
symbolic execution [22, 41]. Concrete execution and symbolic
execution naturally complement each other. On one hand,
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concrete execution is computationally cheap. That is, we
keep sampling test inputs according to a prior probabilistic
distribution of all test inputs, and concretely execute the
program with the test inputs until certain test coverage cri-
teria is satisfied. The issue is that if a certain program path
has very low probability, a huge number of test inputs must
be sampled to cover the program path. On the other hand,
symbolic execution solves this problem by identifying the
constraint which must be satisfied in order to cover the pro-
gram path and solving the constraint to obtain the test input.
In other words, the probability of covering the program path
with symbolic execution is one1. The issue is that symbolic
execution is often computationally expensive. Intuitively, an
effective concolic testing strategy should symbolically exe-
cute those program paths with low probability and concretely
execute those program paths whose path conditions are hard
to solve.

It is still an open problem on what is the optimal concolic
testing strategy. In the literature, there have been multiple
attempts on solving the problem [6, 7, 23, 33, 38, 42]. For
instance, several heuristics have been developed to answer the
question: which program paths (among all program paths) do
we symbolically execute in concolic testing? To name a few,
Burnim et al. proposed the CFG strategy [6], which calculates
the distance from the branches in an execution path to any
of the uncovered statements and selects a branch that has
the minimum distance. In [23], Godefroid et al. proposed
the generational strategy, which measures the incremental
coverage gain of each branch in an execution path and guides
the search by expanding the branch with the highest coverage
gain. In [33], Li et al. introduced a technique which steers
symbolic execution to less traveled paths. While existing
heuristics have been shown to be effective empirically, it is
unclear whether better performance is achievable or how far
they are from the optimal performance.

Furthermore, existing work has largely neglected the other
part of the problem, i.e., how do we switch between concrete
execution and symbolic execution to achieve the optimal
performance? To the best of our knowledge, this problem was
only recently discussed in [3, 4, 45]. The authors compare the
effectiveness of random testing and systematic testing meth-
ods (including but not limited to symbolic execution) based
on a probabilistic view of programs, and present a hybrid
strategy which switches from random testing to systematic

1For simplicity, we assume that the constraint encoding and solving
are perfect and thus there is no divergence.
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testing when the latter is expected to discover more errors
per unit time. Their approach however takes a very abstract
view of systematic testing methods and do not consider, for
instance, different strategies on applying symbolic execution.
Furthermore, their algorithm is very high-level and is only
validated on simulated models.

In this work, we aim to develop a framework which allows
us to define and compute the optimal concolic testing strate-
gy. That is, we aim to systematically answer when to apply
concrete execution, when to apply symbolic execution and
which program path to apply symbolic execution to. In par-
ticular, we make the following technical contributions. Firstly,
we show that the optimal concolic testing strategy can be
defined based on a probabilistic abstraction of program be-
haviors. Secondly, we show that the problem of identifying
the optimal strategy can be reduced to a model checking
problem of Markov Decision Processes with Costs. As a re-
sult, we can reuse existing tools and algorithms to solve the
problem. Thirdly, we evaluate existing heuristics empirically
using a set of simulated experiments and show that they
have much room to improve. Fourthly, in view of the high
complexity in computing the optimal strategy, we propose a
greedy algorithm which approximates the optimal one. We
empirically evaluate the greedy algorithm based on both sim-
ulated experiments and experiments with C programs, and
show that it gains better performance than existing heuristics
in KLEE [7].

The remainders of the paper are organized as follows. Sec-
tion 2 defines the research problem and shows its relevance
with an example. Section 3 reduces the problem to a model
checking problem and compares existing heuristics to the op-
timal strategy. Section 4 develops a greedy algorithm which
allows us to approximate the optimal strategy. Section 5
presents our implementation and evaluates the greedy algo-
rithm. Section 6 reviews related work and Section 7 concludes.

2 PROBLEM DEFINITION

In the following, we define the problem. Without loss of
generality, we define a program (e.g., Java/C) as follows.

Definition 2.1. A program is a labelled transition system
P = (C, init, V, φ, T ) where

• C is a finite set of control locations;
• init ∈ C is a unique entry point (i.e., the start of the
program);

• V is a finite set of variables;
• φ is a predicate capturing the set of initial valuations
of V ;

• T : C ×GC → C is a transition function2 where each
transition is labeled with a guarded command of the
form [g]f where g is a guard condition and f is a
function updating valuation of variables V .

A concrete execution (a.k.a. a test) of P is a sequence
π = 〈(v0, c0), gc0, (v1, c1), gc1, · · · , (vk, ck), gck, · · · 〉 where vi
is a valuation of V , ci ∈ C, gci = [gi]fi is a guarded command

2We focus on deterministic sequential programs in this work.

such that (ci, gci, ci+1) ∈ T , vi � gi, and vi+1 = fi(vi) for all
i, and v0 � φ and c0 = init. We say π covers a control location
c if and only if c is in the sequence. A control location c is
reachable if and only if there exists a concrete execution which
covers c. The initial variable valuation v0 is also referred to
as a test case.

A (rooted) program path of P is a sequence of connected
transitions π = 〈(c1, gc1, c2), (c2, gc2, c3), · · · , (ck, gck, ck+1)〉
such that c1 = init and (ci, gci, ci+1) ∈ T for all i. The
corresponding path condition is: PC(π) = ∃v2, · · · , vk+1. g1∧
(v2 = f1(v1))∧g2∧· · ·∧gk∧(vk+1 = fk(vk)). We write path(P)
to denote all paths of program P.

Example 2.2. Figure 1 shows a simple Java program. The
corresponding transition system is shown in the middle of
Figure 1, where the commands are skipped for readability.
The transition system contains 8 control locations, corre-
sponding to the 8 numbered lines in the program. We assume
that each line is atomic for simplicity. The initial condition
φ is x ∈ Int ∧ y ∈ Int where Int is the set of all integers.

For simplicity, we assume that the goal is to generate test
cases so that the corresponding concrete executions cover all
reachable control locations (i.e., 100% statement coverage).
In the literature, there have been many approaches on test
case generation [11, 12, 26]. In this work, we focus on two
ways of generating test cases.

One is random testing. To conduct random testing, we fix
a prior distribution μ on all the test cases and then randomly
sample a test case each time according to μ. Afterwards,
we execute the program with the sampled test case until
it finishes execution. For instance, if we assume a uniform
distribution on all test cases for the program shown in Fig-
ure 1, random testing is to randomly generate a value for x
and y and then concretely execute the program. The cost of
random testing, in terms of time, is often small. In this work,
we simply assume that the cost is 1 time unit3. Assume that
every test case is associated with certain non-zero probability
in μ, it is trivial to show eventually we can enumerate all test
cases through random testing and cover all reachable control
locations. Unfortunately, in practice we have limited time
and budget and thus we may not be able to cover certain
control locations with a limited number of random test cases.
For instance, with a uniform probability distribution among
all possible values for x and y, on average it takes 232 random
test cases to cover line 2 in Figure 1.

Another way of generating test cases is symbolic execu-
tion [12]. Given a program path, a constraint solver is em-
ployed to check the satisfiability of the path condition and
construct a test case if it is satisfiable. Afterwards, we execute
the program with the test case until it finishes execution.
Symbolic execution may sometimes be more cost-effective
than random testing. For instance, with the constraint solver
Z3 [14], we can easily solve the path condition (i.e., x == y)
for visiting line 2 in Figure 1 to generate the required test

3The cost of one random testing varies widely in practice. We will
extend our work with variable random testing cost in the future work.
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void myfunc(int x, int y) {
1. if (x==y) {
2. x++;

}
3. if ((x*x)%10==9) {
4. return;

}
5. if (x*y + 3*y - 5*x == 15) {
6. if (x % 2 == 1 || y % 2 == 1) {
7. x = x-y;

}
}

8. return;
}

Figure 1: Abstraction

case. However, symbolic execution may not always be cost-
effective. For instance, to obtain a test covering line 4, we can
apply symbolic execution to solve the path condition which
includes the condition at line 3. It is likely to be non-trivial
due to the non-linear constraint. In comparison, generating
a random test case to satisfy the condition at line 3 is much
easier, i.e., on average 5 random test cases are needed. In
general, the cost of symbolic execution is considerably more
than that of random testing as constraint solving could be
time-consuming.

Furthermore, when symbolic execution is applied to gen-
erate a test case for covering a certain control location, we
can either solve the path condition of a path ending with
the control location or the path condition of its prefix. For
instance, in order to cover line 7, we can either solve the
path composed of line 1, 3, 5, 6 and 7, or the path composed
of line 1, 3, 5 and 6 (once or multiple times) to generate
test cases. The latter might be more cost-effective as the
constraint to be solved has fewer clauses. In this particular
example, solving the latter once is sufficient to cover line 7.

Concolic testing is the integration of random testing and
symbolic execution. In this work, we define a strategy for
concolic testing to be a function which generates a choice
between random testing or symbolic execution (on a certain
path) repeatedly until the testing goal is achieved. Two
extreme ones are: (1) applying random testing always, and (2)
applying symbolic execution for each program path. There
are many alternative ones [6, 7, 23, 33, 38, 42]. Multiple
strategies have been adopted in existing concolic testing
engines (e.g., KLEE [7], Pex [47] and JDart [34]). As we
show above, one strategy might be more cost-effective than
others for certain programs. For instance, for the example
shown in Figure 1, a ‘better’ strategy would apply symbolic
execution to the path composed of line 1 and 2 (to cover
line 2), apply symbolic execution to the path composed of
1, 3, 5 and 6 (to cover line 7), and apply random testing
to cover the rest of the lines. The question is then how to
compare different strategies. In this work, we investigate the

effectiveness of different strategies for concolic testing and
answer the following open questions.

RQ1: What is the optimal concolic testing strategy given a
program?

RQ2: Can we efficiently compute the optimal strategy?
RQ3: Are existing strategies good approximation of the opti-

mal strategy?
RQ4: Is it possible to design a practical algorithm to approx-

imate the optimal strategy?
RQ5: If the answer to RQ4 is positive, how does the algorithm

compare to existing heuristics?

We answer these questions in the following sections.
We remark that we do not consider strategies which sim-

plify complex symbolic constraints using concrete values in
this work. Furthermore, we assume that the path condition
encoding and solving are perfect and thus there is no diver-
gence. Considering these would considerably complicate the
discussion and thus we leave it to future work.

3 OPTIMAL STRATEGY

In this section, we show that the optimal concolic testing
strategy can be defined based on the probability of program
paths and the cost of constraint solving. Furthermore, it can
computed through model checking.

3.1 Markov Chain Abstraction

To answer RQ1, we first develop an abstraction of programs
in the form of Markov Chains.

Definition 3.1. A (labeled) discrete time Markov Chain
(DTMC) is a tuple M = (S, Pr, μ) where S is a finite set of
states; Pr : S × S → R

+ is a labeled transition probability
function such that Σs′∈SPr(s, s′) = 1 for all s ∈ S; and μ is
the initial probability distribution such that Σs∈Sμ(s) = 1.

A state s ∈ S is called a sink state if there are no outgoing
transitions from s. We often write Pr(s, s′) to denote the
conditional probability of visiting s′ given the current state s.
The conditional probability Pr(s, s′) is also called as one-step
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transition probability. A path ofM is a sequence of states π =
〈s0, s1, s2, · · · 〉. We write states(π) to denote the set of states
in π. Let Path(M) denote all paths of M. The probability
of π, written as Pr(π), is the product of all the one-step
transition probability, i.e., Pr(π) = μ(s0) × ΠiPr(si, si+1).
Given a finite path π, we write last(π) to denote the ending
state in the sequence; and 2last(π) to denote the second last
state. We say that a finite path π is maximal if last(π) is a
sink state. We write Pathmax(M) denote all maximal paths
of M. We write Pathmax(s,M) denote all maximal paths
of M starting with s. Furthermore, we say that π is non-
repeating if every state in π appears at most once. We write
Path(M, s) to denote all finite paths which end with state s.
The accumulated probability of all paths in Path(M, s) is
the probability of reaching s, written as PrM(reach(s)) for
simplicity. Similarly, we write Path(M, s, s′) to denote all
finite paths which start with state s and end with state s′ and
PrM(reach(s, s′)) to denote the accumulated probability of
all paths in Path(M, s, s′).

In the following, we develop a DTMC interpretation of a
program, which forms the basis of subsequent discussion.

Definition 3.2. Let P = (C, init, V, φ, T ) be a program
and μ be a prior probability distribution of the test inputs.
The DTMC interpretation of P is a DTMC MP = (S, Pr, μ)
such that a state in S is a pair (v, l) where v is a valuation
of V and l is a control location in C; and Pr is defined as
follows: Pr((v, l), (v′, l′)) = 1 if and only if there exists a
guarded command gc = [g]f such that T (l, gc) = l′ and v � g
and v′ = f(v); otherwise Pr((v, l), (v′, l′)) = 0.

Note that in the above definition, each one-step transition
has probability 1 or 0 except the initial probability distribu-
tion μ. Our optimal concolic testing strategy is defined based
on one particular abstraction of MP , i.e., the one which
abstracts away the variable valuation, defined as follows.

Definition 3.3. Let P = (C, init, V, φ, T ) be a program
andMP = (S, Pr, μ) be its DTMC interpretation. The data-
abstract DTMC interpretation of P is a DTMC Ma

P =
(Sa, P ra, μa) such that Sa = C. It is useful since we focus on
statement coverage in this work.

• μa(l) = 1 if l is init; and 0 otherwise;
• and Pra is defined as follows: for all l ∈ C and l′ ∈ C,
Pra(l, l

′) is

Σ{Pr(π)|∃s, s′. π ∈ Path(MP , (s′, l′)) ∧ 2last(π) = (s, l)}
Σ{Pr(π)|∃s. π ∈ Path(MP , (s, l))}

Intuitively, Pra(l, l
′) is the probability of visiting l and

immediately followed by l′, over the probability of reaching l.
For instance, the DTMC shown on the right of Figure 1 is the
data-abstract DTMC interpretation of the program on the
left, where each control location in the program becomes a
state in the DTMC and each control flow between two control
locations is associated with the corresponding conditional
probability. For instance, the probability 1

232
labeled with

the transition from state 1 to 2 states that the probability of
visiting state 2 after state 1 is 1

232
(if we assume a uniform

distribution among all test inputs).

The following proposition states that the probability of
reaching a control location l is preserved in Ma

P .

Proposition 3.4. Let P = (C, init, V, φ, T ) be a program
and μ be a prior probability distribution of the test inputs. For
all l ∈ C, PrMa

P (reach(l)) = Σv∈V alV {PrMP (reach((l, v)))}
where V alV is the set of all possible valuations of V . �

The correctness of the proposition can be established by
showing the probability of reaching any l′ is

Σl∈C(PrMa
P (reach(l))× Pra(l, l

′))

A test execution of P can be naturally mapped to a path of
Ma

P . For instance, the test execution with input x = y = 0
given the program shown in Figure 1 is mapped to the path
composed of state 1, 2, 3, 5, and 8. We say that a test
execution covers a state ofMa

P if it covers the corresponding
control location of P. Furthermore, a path in Ma

P uniquely
corresponds to a program path in P.

3.2 Optimal Strategy

Recall that a concolic testing strategy is a sequence of choices
among different test case generation methods. In this work,
we define the space for the choice to be:

{RT} ∪ {SE(p)|p ∈ path(P)}
where RT denotes random testing and SE(p) denotes sym-
bolic execution by solving the path condition associated with
path p. To compare the cost of different choices, we need a
way of measuring them. We focus on time cost in this work.
Let cost be a function which, given a ∈ {RT} ∪ {SE(p)|p ∈
path(P)} returns its time cost. For simplicity, the time cost
of generating a random test case is set to be 1 unit. The time
cost of SE(p) includes the time cost of encoding/solving the
path condition.

We measure the effectiveness of a choice in terms of the
probability of covering a set of states in P. Given a choice
a ∈ {RT} ∪ {SE(p)|p ∈ path(P)} and a set of states X of
Ma

P , we can compute the probability of covering exactly the
set of states X with random testing as follows.

Pr(RT,X) = Σπ∈Pathmax(Ma
P )∧states(π)=XPr(π) (1)

For the example shown in Figure 1, Pr(RT, {1, 3}) is 1− 1
232

and Pr(RT, {1, 4, 5}) is 0 since there is no test case which
covers 1, 4, and 5 at the same time.

If the choice is symbolically executing program path p,
i.e., SE(p), we know that all states in the path p, written
as states(p), must be covered. Let Π = {π|s = last(p) ∧ π ∈
Pathmax(s,Ma

P) ∧ states(π) ∪ states(p) = X} be the set of
all maximal paths which start with the last state of path p
and, together with p, cover all and only states in X. The
probability of covering all and only states X with SE(p),
written as Pr(SE(p), X), is defined as follows.

Pr(SE(p), X) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 if states(p) 	⊆ X

0 if Π = {} ∧ states(p) 	= X

1 if Π = {} ∧ states(p) = X

Σπ∈ΠPr(π) else

(2)

294



Towards Optimal Concolic Testing ICSE ’18, May 27-June 3, 2018, Gothenburg, Sweden

Figure 2: MDP with cost Model

For the example shown in Figure 1, Pr(SE(13), {1, 3, 5})
is 4

5
, i.e., by symbolically execute path 1 and 3, we have

probability 4
5

of covering state 1, 3, and 5. For another
example, Pr(SE(13), {1, 5}) is 0 since we must cover 3.

In this work, we assume that the choice can be made
depending on whether certain states have been covered or
not. This makes sense intuitively since if all states along a
path have been covered, it is a good idea not to apply symbolic
execution to that path. A strategy is thus a function which
takes as input information on whether each control location
in P has been covered or not, and returns a choice of test case
generation methods. To compare different concolic testing
strategies systematically, we build the following model in the
form of a Markov Decision Process (MDP) with Costs.

Definition 3.5. Let Ma
P = (S, Pr, μ) be the data-abstract

DTMC interpretation of a program P. We define DP =
(Covered,Act, φ, T, C) be an MDP with Costs such that

• Covered ⊆ PS, where PS is the power set of S, i.e.,
each member of PS is a set of states in S (i.e., those
which have been covered);

• Act = {RT} ∪ {SE(p)|p ∈ path(P)};
• φ ∈ Covered is the initial state which is ∅;
• T is defined such that T (M,a) where M ∈ Covered
and a ∈ Act is a probability distribution β defined as
follows: β(N) = ΣX:PS. X∪M=NPr(a,X) for all N ∈
Covered. Pr(a,X) is defined by (1) and (2) above.

• C associates a cost for each a ∈ Act as defined by
function cost.

For instance, given the following simple program,

void myfunc2(int x) {

1. if (x >= 0) {

2. x++;}

3. else {x--;}

4. return x;

}

we can obtain the data-abstract Markov Chain model shown
on the left of Figure 2, and the corresponding DP shown
on the right. The initial state of DP is ∅, i.e., none of the
states have been covered. Applying RT at the initial state,

we have a distribution such that with probability 0.5 we reach
state {1, 2, 4} (i.e., state 1, 2, and 4 are covered) and with
probability 0.5 we reach state {1, 3, 4}. If instead symbolic
execution on path 〈1, 2〉 is applied (i.e., SE(12)), we have
probability 1 of reaching state {1, 2, 4}. Note that if we ap-
ply symbolic execution on path 〈1, 2〉 at state {1, 2, 4}, we
reach {1, 2, 4} again with probability 1, which is represented
by the self-looping transition at state {1, 2, 4}. Assuming
that cost(RT ) = 1, cost(SE(12)) = cost(SE(13)) = 2 and
cost(SE(124)) = cost(SE(134)) = 3, we can then compute
the expected cost of a concolic testing strategy based on the
accumulated cost of each choice. For instance, the expected
cost of always applying RT is 2, whereas the expected cost
of applying SE(12) and then SE(13) is 4.

With Definition 3.5, we can see that a strategy for concolic
testing is equivalent to a policy of DP , i.e., a function from
S′ to Act. The following then answers RQ1.

Answer to RQ1: The optimal strategy is the policy of DP
which has the minimum expected cost.

For instance, in the example shown in Figure 2, the opti-
mal strategy is the one which applies RT always (with an
expected cost 2). The problem of finding the optimal strategy
is thus reduced to the problem of finding the policy with the
minimum expected cost, which can be solved using existing
methods [27] like value iteration, policy iteration or solving
a linear programming problem. The computational complex-
ity of finding the optimal strategy is thus bounded by the
complexity of identifying the optimal policy.

Answer to RQ2: The complexity of identifying the op-
timal strategy is strongly polynomial in the number of
states in DP , which in turn is exponential in the number
of control locations in P.

3.3 Evaluating Existing Heuristics

In the following, we conduct experiments to answer RQ3
empirically. That is, we compare the performance of the
optimal strategy with that of the heuristics-based ones [6, 7,
23, 33, 38, 42]. The goal is to see whether existing heuristics
are reasonably effective.

We randomly generate a set of Markov Chain models
(with no unreachable states) which we take as abstractions
of programs. Due to the high complexity in computing the
optimal strategy, we generate models containing 5 to 20
states only using the method in [46]. For every state, with
probability 0.5, we generate a branch, i.e., the expected
branch density is 0.5. We randomly generate a transition
probability for each transition. To mimic low-probability
program paths, we generate transitions of probability as low
as 1e-4 with probability 0.8 for 5-states models (to avoid
not having low-probability transitions) and 0.2 (to avoid not
having too many low-probability transitions) for 10, 15, or 20-
states models. In order to simplify the experiments, instead
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of associating a cost of symbolic execution for each path, we
associate each transition in the model with a positive integer
cost4 within 1000. We construct the corresponding MDP with
Cost models for each Markov Chain and use PRISM [32] to
compute the optimal strategy.

The results are shown in Table 1, where first column shows
the strategy and the rest shows the results obtained with 50
random 5-state Markov Chains, 50 random 10-state Markov
Chains, etc. Row optimal is the expected cost of the optimal
strategy, which has been normalized to 1. The rest of the
rows are the result of random testing (RT), the four strategies
in KLEE [7]: the default random-cover new (RCN), random
state search (RSS), random path selection (RPS), and depth
first search (DFS), the directed automated random testing in
DART [22], generational search (GS) in SAGE [23], context
guided search (CGS) in [42], and sub-path guided search
(SGS) in [33]. The length of sub-path in SGS is set to be 20%
of the the total number of states in the model. The last row
is to be ignored for now.

We use Java to implement all approaches. For each Markov
Chain model, we repeat each strategy 1000 times and obtain
the mean cost (to cover all the states). Note that for random
testing, it may take an extremely long time to cover all states,
thus we set a limit of 1000000 (test cases). From the results,
we observe that all existing heuristics result in significantly
higher costs than the optimal cost. Even the best performance
heuristics has a cost which is one order of magnitude higher
than the optimal one. Among all strategies, the strategy
which adopts random testing every time performs the worst
when there are 20 states. The results show that existing
heuristics have much room to improve. Note that the results
show in Table 1 should be taken with a grain of salt since
they are based randomly generated Markov Chain models,
which may not be representative of real programs.

Answer to RQ3: Existing heuristics could be improved.

4 APPROXIMATING OPTIMALITY

Based on the discussion in Section 3, it is clear that identify-
ing the optimal strategy in practice is infeasible due to its
high complexity, as well as difficulties in identify the proba-
bility of program paths and the cost of symbolic execution.
In the following, we propose a method to approximate the
optimal strategy in practice. Our proposal includes a way of
approximating Ma

P , a way of approximating function cost,
and a greedy algorithm for identifying optimal policy.

4.1 Estimating Ma
P and Function cost

In the following, we present an approach to estimate Ma
P =

(S, Pr, μ). Note that this is the subject of a recent line of re-
search known as probabilistic symbolic execution [15, 18, 21].
However, probabilistic symbolic execution has a high com-
plexity (due to the underlying model counting techniques [9]).

4This effectively assumes solving a constraint φ takes less time than
solving φ ∧ α, which may not be always true.

5 states 10 states 15 states 20 states

Optimal 1 1 1 1
RT 138.9 11.3 44.2 114.7
RCN 1.7 14.4 15.1 12.7
RSS 12.8 50.7 64.0 68.1
RPS 12.8 50.6 63.9 68.5
DFS 7.1 27.4 21.8 18.6
DART 1.8 13.0 12.8 13.0
GS 1.9 13.5 13.9 13.3
CGS 1.8 12.6 13.6 13.8
SGS 11.2 32.4 29.4 25.5
G 2.1 4.8 3.1 4.8

Table 1: Simulated experiments

We thus apply a lightweight approach, i.e., we estimate Pr
based on the test cases which have been obtained. The es-
sential problem that we would like to address is: if we have
observed certain events (i.e., test cases which cover certain
program paths), how do we estimate the probability of the
seen events and those unseen events (i.e., test cases which cov-
er other program paths)? This problem has been studied for
decades and a number of methods have been proposed, e.g.,
the Laplace estimation [13] and Good-Turing estimation [19].
We refer the readers to [19] for comprehensive discussion on
when different estimations are effective. In the following, we
show how to estimate Ma

P based on the Laplace estimation.
Assume that we have obtained a set of test executions X,

we can estimate Pr as follows.

Definition 4.1. Given any state s ∈ S, let #s be the
number of times state s is visited by samples in X. For any
t ∈ S, let #(s, t) be the number of one-step transition from
state s to t in X. For any state s, if it is impossible for s
to reach another control location t in P, we set Pr(s, t) to
be 0; otherwise, the Laplace estimation sets Pr(s, t) to be
#(s,t)+1
#s+n

, where n is the total number of states s can reach

with one step.

Intuitively, if a transition (i.e., a control flow) from state s
to t is not observed in X because Pr(s, t) is small, the Laplace
estimation sets the transition probability to be 1

#s+n
. It is

easy to see that the estimated Pr converges to the actual Pr
with an unbounded number of samples. In the following, we
write estimate(P, X) to denote the estimated Ma

P .
Estimating function cost, i.e., the cost of constraint solving,

is highly nontrivial due to the sophisticated constraint solving
techniques adopted by constraint solvers like Z3 [14]. It is
itself a research topic [29, 31]. In this work, we adopt the
approach in [29], which works as follows. Firstly, the authors
of [29] collected the time costs of solving constraints generated
from analyzing a set of real-world programs through symbolic
execution. Assuming the cost of constraint solving is the
weighted sum of the primitive operations (e.g., the Add and
Mul operation) in the constraint, they then estimate the
weight of each primitive operation type through function
fitting. Afterwards, given a constraint c, its solving cost is
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estimated as the weighted sum of all primitive operations in
c. For example, if c is a ∗ b > 0, its solving cost is the sum of
weighted cost of multiplication and that of the greater-than
comparison. We refer the readers to [29] for details.

4.2 A Greedy Algorithm

Even with a reasonable approximation of Ma
P and function

cost, the algorithm for identifying the optimal strategy re-
mains overly complicated (refer to the answer to RQ2). In
the following, we present a greedy algorithm with much lower
complexity. The idea is to estimateMa

P on-the-fly and apply
a test case generation method which improves test coverage
in the most cost-effective way locally based on the estimation.

The details are shown in Algorithm 1. At line 1, we start
with an empty set of test cases. At line 2, we initialize a
set toIgnore for storing paths which are to be ignored for
symbolic execution. The loop from line 3 to 14 iteratively
generates test cases until the coverage criteria is achieved.
During each iteration, we first construct an estimation of
Ma

P at line 4. Afterwards, we call function localOptimal to
choose the local-optimal test generation method. If the choice
is random testing, we generate a random test case at line
7; otherwise, we apply symbolic execution to the selected
program path. If the selected path is infeasible or solving the
path condition times out, we add the path into toIgnore.

Function localOptimal(M, X, toIgnore) is shown in Algo-
rithm 2. Intuitively, we define the “reward” of a test gener-
ation method to be the number of uncovered states which
is expected to be covered with the newly generated test
case and select the method with the largest expected reward
per unit of cost. At line 2, we first compute the expected
reward of random testing based on the current estimation
M = (S, Pr, μ). It is computed by extendingM with reward
(i.e., 1 unit reward is associated with one unvisited state)
and solving the problem of expected reward using existing
methods [2]. In the following, we show how it can be solved
by solving an equation system.

Let Rs where s ∈ S be the reward of visiting s. We build
an equation system as follows.

Rs =

{
1 + Σt∈S{Pr(s, t)×Rt} if s 	∈ visited

Σt∈S{Pr(s, t)×Rt} if s ∈ visited

The expected reward of random testing is then: Σs∈S{μ(s)×
Rs}. Note that we associate one reward for visiting each
unvisited state since our goal is to cover every state.

Next, we compare the expected reward of random testing
to that of symbolic execution. Ideally, we would compute
the cost of symbolically executing every path as well as the
corresponding reward, and then choose the most profitable
one. However, the number of such paths is often huge (i.e.,
infinite if there are loops). Thus, we heuristically focus on
paths which contain no uncovered states except the ending
state. This way, it is guaranteed to visit at least 1 unvisited
state if symbolic execution is applied. Note that similar to [12,
22], we assume that a bound on the number of iterations
for any loop is provided and we only consider paths with

Algorithm 1: greedy(P, μ) where P is a program and
μ a prior distribution on test inputs

1 let X be an empty set of test cases;

2 let toIgnore be an empty set of paths;

3 while there is an unvisited control location do
4 let M be estimate(P, X);

5 let a := localOptimal(M, X, toIgnore);

6 if a is random testing then
7 randomly generate a test case t according to μ;

8 add t into X;

9 if a is SE(p) then
10 solve PCp to generate a test case t;

11 if p is unsatisfiable or solving PCp times out

then
12 add p into toIgnore;

13 else
14 add t into X;

15 return X;

Algorithm 2: localOptimal(Ma
P , X, toIgnore)

1 let visited be the set of visited states given X;

2 let reward be the expected reward of random testing;

3 let toReturn be random testing;

4 for all path π s.t. the only uncovered state is last(π) do
5 if π 	∈ toIgnore then
6 let rewardπ be the expected reward of solving π;

7 if rewardπ/cost(π) > reward then
8 toReturn := SE(π); reward :=

rewardπ/cost(π);

9 return toReturn;

fewer iterations. The expected reward of applying symbolic
execution to the path ending with state s is denoted as
Rs, which can be obtained using the same equation system
discussed above.

The details are shown in Algorithm 2 (line 4 to 8). At line
5, we check if the selected path π is to be ignored. If it is not,
we compute the expected reward of solving π, by solving the
same equation system to obtain Rs where s is the ending
state of π. Intuitively, this is because by solving the path π,
we have probability one of visiting s and obtaining all of its
expected reward. That is, if last(π) is s, rewardπ is Rs. At
line 7, we compare the reward per unit cost (where function
cost is approximated as discussed in Section 4.1) of SE(π)
and the current best choice, and keep the better one. Note
that we assume the path condition is precise. If a test input
generated by solving the path condition diverges and thus
not reach s, we add the path to toIgnore as well.

In the following, we illustrate how the algorithm works for
the program shown in Figure 1. For illustration purpose, we
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Figure 3: Abstraction

assume that solving a linear (in)equality or their conjunc-
tions has time cost 4, solving a non-linear (in)equality has
cost of 10; and solving a boolean combination of non-linear
(in)equalities has cost of 50. Initially, since we have no test
executions yet, the estimation M is shown at the left of
Figure 3 where uncovered states are dash-lined. Note that
all outgoing transitions from the same state have the same
probability. Based on this estimation, we compute that the
expected reward of random testing, by solving the following
equation systems.

R1 = 1 + 0.5 ∗R2 + 0.5 ∗R3

R2 = 1 +R3

R3 = 1 + 0.5 ∗R4 + 0.5 ∗R5

R5 = 1 + 0.5 ∗R8 + 0.5 ∗R6

R6 = 1 + 0.5 ∗R8 + 0.5 ∗R7

R7 = 1 +R8

R4 = R8 = 1

The expected reward of random testing is μ(s1) ∗R1 which
is 4.875. Since all states are unvisited, the candidate path
we select for symbolic execution is the one containing state
1 only. Since the path condition is true, applying symbolic
execution to this path is the same as random testing. Note
that this implies that we always start with random testing.
Assume that the random test case we generate covers control
location 1, 3, 5 and 8. The estimation is then updated, as
shown on the middle of Figure 3. Next, we compute the
expected reward of random testing by solving the following
equation systems.

R1 =
1

3
∗R2 +

2

3
∗R3

R2 = 1 +R3

R3 =
1

3
∗R4 +

2

3
∗R5

R4 = 1

R5 =
2

3
∗R8 +

1

3
∗R6

R6 = 1 + 0.5 ∗R8 + 0.5 ∗R7

R7 = 1 +R8

R8 = 0

We have R1 = 1, R2 = 5
3
, R4 = 1 and R6 = 1.5. The

candidate paths for symbolic execution include the path from
1 to 2, the path from 1, 3, to 4, and the path from 1, 3, 5, to 6.
The costs are 4, 50, and 50 respectively. The expected rewards
are 5

3
, 1, and 1.5 respectively. Thus, the chosen method is

random testing. For simplicity, assume that the first 8 random
test executions all cover 1, 3, 5, and 8. As a result, M is
updated as shown on the right of Figure 3. The expected
reward of random testing is computed as 0.24, whereas the
expected reward of solving the path from 1 to 2 is 1.14. We
thus conclude that the latter is more cost-effective (with a
reward per cost 0.285) and thus apply symbolic execution
to the path. Intuitively, we switch from random testing to
solving certain program path only when covering the path
requires a large number of random test cases, which would
cost more than that of symbolic execution.

The complexity of Algorithm 1 is reasonable. In order to
choose the right test case generation method, during each
round, we pay the price of solving an equation system whose
number of variables equals to the number of control locations
in the program. Modern equation system solvers are often
rather efficient and the overhead is reasonable. We can further
optimize the algorithm for solving the equation system since
Rs changes after one iteration only if s can reach a state
which has been newly covered.

5 EVALUATION

To answer RQ4, we first compare the performance of our
greedy algorithm against the optimal strategy using the
randomly generated Markov models (as in Section 3.3). That
is, we run the greedy algorithm, assuming that we know the
cost of constraint solving but not the transition probability,
and measure its performance. In other words, the transition
probability is estimated on-the-fly as shown in Algorithm 1.
The results are shown in the last row of Table 1. It can
be observed that compared with the existing heuristics, the
greedy algorithm offers better performance.
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Answer to RQ4: It is possible to design a practical algo-
rithm to approximate the optimal strategy.

So far we have experiment with different strategies on
abstract models. In order to answer RQ4 and RQ5 based on
real-world programs, we implement our approach based on K-
LEE [7]. Note that KLEE is a symbolic execution engine, i.e.,
it only maintains the symbolic values of symbolic variables.
We thus first extend KLEE with a concolic execution engine
which maintains both the symbolic and concrete values of
each variable. As a result, we are able to switch between
random testing and symbolic execution at runtime according
to the greedy algorithm (if necessary). During (symbolic or
concrete) execution, when a branching statement is encoun-
tered, we fork a state which corresponds to the un-selected
branch, without considering its feasibility.

To estimate Ma
P , we first construct the inter-procedural

control graph (ICFG), whose nodes are the states of Ma
P .

The transition probability is then estimated on-the-fly as in
Algorithm 1. Recall that we need to solve an equation system
to select the local optimal test generation method. In our im-
plementation, we use Eigen [16] to solve the equation system.
When the choice is symbolic execution, the path constraint
of the symbolic state is solved to check the state’s feasibility.
If the state is not feasible, the path is marked infeasible. If
the choice is random testing, we generate a random test case
with concrete values.

Experimental Setup To evaluate the effectiveness of different
concolic testing strategies, we need a set of programs which
contain complicated path conditions (so that constraint solv-
ing the path conditions takes a non-trivial amount of time)
as well as non-trivial control flow (so that different strategies
may choose different test generation methods or paths). We
use the programs in GNU Scientific Library (GSL) [25]. Func-
tions in GSL often have both complex arithmetic operations
and complex control flow. GSL has been previously analyzed
using KLEE [29, 39]. We rank the functions in GSL using the
code coverage which was achieved in the previous study for
each function and choose the functions with the lowest cover-
age. Table 2 lists the functions used in our experiment, where
the second column shows the number of nodes in the ICFG of
the function (i.e., the number of basic blocks in the function
or invoked functions). Note that we filter functions which
have complex input types such as function pointers, complex
arrays and complex struts. To analyze these programs, we
have implement the method in [40] for analyzing floating
point programs. The basic idea is to convert floating point
operations to the integer simulation functions. We use soft-
float [43] as the library in our implementation. Furthermore,
under-constrained symbolic execution [17] is implemented for
analyzing arbitrary functions.

For baseline comparison, we compare our approach with
the four search heuristics supported in KLEE as explained

Table 2: Programs in the experiments

Name #N Function in GSL
FG0_ser 1822 coulomb_FG0_series
FGmhalf 1819 coulomb_FGmhalf_series
dilog_xge0 1167 dilog_xge0
Chi_e 1233 gsl_sf_Chi_e
bessel_Inu 1249 gsl_sf_bessel_Inu_scaled_asymp_unif_e
bessel_JY 2175 gsl_sf_bessel_JY_mu_restricted
bessel_Knu 1249 gsl_sf_bessel_Knu_scaled_asymp_unif_e
bessel_cos 492 gsl_sf_bessel_cos_pi4_e
bessel_sin 492 gsl_sf_bessel_sin_pi4_e
coupling 1179 gsl_sf_coupling_6j_e
elljac_e 1524 gsl_sf_elljac_e
exprel_n_e 1769 gsl_sf_exprel_n_e
hyperg_U 1719 gsl_sf_hyperg_U_large_b_e
lngamma_e 1677 gsl_sf_lngamma_e
lnpoch_sgn 1925 gsl_sf_lnpoch_sgn_e
lnpoch_pos 1836 lnpoch_pos
cyc 1116 solve_cyc_tridiag
cyc_non 1141 solve_cyc_tridiag_nonsym
tri 1104 solve_tridiag
tri_non 1092 solve_tridiag_nonsym

in Section 3.3. Notice that tools implementing other search-
ing strategies, e.g., [23, 33, 42], are either not maintained
or target different programming languages. Each function is
analyzed using 6 strategies and we measure the instruction
coverage achieved with different timeouts. Our experiments
were conducted on a server having 64GB RAM and 3.2GHz
XEON CPUs with 16 cores. The timeout for each constraint
solving is 10 seconds. The cost of constraint solving is esti-
mated using the formula in [29]. Each experiment is repeated
3 times and we report the average as the result. Our imple-
mentation and programs are available at [30].

Evaluation Results Table 3 shows the coverage achieved for
each function with a timeout of 5 minutes, 15 minutes and
30 minutes respectively, where column G is the result of
our greedy algorithm and R is the always random testing
strategy. The winner for each setting is highlighted in bold.
Note that due to randomness, it is not always guaranteed
that better coverage will be achieved with more time. It can
be observed that our greedy algorithm not only achieves
much better coverage but also achieves it much faster. For
instance, after 5 minutes, our greedy algorithm covers 72.6%
of the instructions whereas all KLEE strategies cover less
than 30%. After 30 minutes, our coverage is 76.9% whereas
KLEE strategies are less than 37%. Note that random testing
achieves better performance than KLEE strategies as well
(although worse than our strategy). This result suggests that
existing concolic testing strategies should better-integrate
random testing and our strategy offers an effective way to
achieve that.

Figure 4 visualizes the trend of coverage over time for each
strategy. It can be observed that within one minute, our
greedy strategy is able to achieve a much higher coverage
than those in KLEE. This is because we are able to strate-
gically choose the “most” rewarding method each time and
cover those easier-to-cover instructions quickly. Afterward-
s, our strategy slowly gains more coverage by solving path
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Figure 4: Average coverage w.r.t. analysis time.

Programs
5 Minutes 15 Minutes 30 Minutes

SE RT SE RT SE RT

FG0_ser 0 3 3 2 3 4

FGmhalf_series 9 2 16 1 4 1

dilog_xge0 145 22 214 27 260 20

Chi_e 89 1 77 25 49 33

bessel_Inu 28 3 52 10 47 30

bessel_JY_mu 19 1 0 7 40 7

bessel_Knu 22 9 62 23 76 37

bessel_cos 23 3 57 7 51 5

bessel_sin 23 3 57 6 42 5

coupling_6j 23 34722 23 103926 23 137164

elljac_e 64 47 50 55 143 44

exprel_n_e 36 2 84 1 302 3

hyperg_U 9 19 12 28 9 11

lngamma_e 5 111 6 272 11 155

lnpoch_sgn 42 2 133 6 249 7

lnpoch_pos 24 6 54 16 52 17

cyc_tridiag 0 7676 0 20989 0 32337

cyc_tridiag_non 0 8203 0 21204 0 31134

tridiag 0 7731 0 20901 0 30088

tridiag_non 0 7672 0 20553 0 30281

Table 4: Number of times of RT and SE

conditions which are hard to solve or generating random test
cases. In general, other strategies gain slightly more coverage
after the first minute too, although not always. In a few cases,
e.g., dilog_xge0, a boost in the coverage is observed with the
RPS strategy at 15 minutes timeout. This is likely because
the strategy switches to solving a different path, which leads
to many uncovered instructions.

In order to get a view on the choice of test case gener-
ation methods by our strategy, we summarize in Table 4
the number of times random testing and symbolic execution
are applied. Note that each entry in the table corresponds
to a different run with different timeout and thus it is not
guaranteed that the numbers in the 30 minutes’ column are
the largest. It can be observed that our strategy does not
always favor one method over another. Furthermore, the ratio

between the number of times random testing is chosen and
that of symbolic execution varies significantly from function
to function. For instance, for the last four functions, due to
the complex path conditions, random testing is consistently
the choice, which turns out to be effective in achieving high
coverage. Function exprel_n_e shows another extreme, i.e.,
symbolic execution is often the choice due to its simple con-
straints. This suggests that our strategy adapts to different
functions.

Answer to RQ5: Our greedy algorithm outperforms ex-
isting heuristics in KLEE.

Threats to Validity. Our test subjects are all numeric func-
tions and thus the results could be biased. We plan to apply
the proposed approach to other programs (e.g., programs
operating on non-trivial data structures) to further validate
its effectiveness in general.

6 RELATED WORK

This work is closely related to many existing searching s-
trategies for concolic testing. Besides those mentioned in
previous sections, there are other search heuristics. In [14],
Liu et al. proposed to empirically predict the cost of solving
a path constraint and prioritizes those paths with smaller
solving cost. In [38], Park et al. proposed the CarFast strate-
gy, which always selects a branch whose opposite branch is
not yet covered, and has the highest number of statements
control-dependent on that branch. Xie et al. [48] introduced
a fitness guided path exploration technique, which calculates
fitness values of execution paths and branches to guide the
next execution towards a specific branch. The fitness function
measures how close a discovered path is to a not-yet-covered
branch. Marinescu et al. [36] guides symbolic execution to-
wards the software patches. It exploits a provided test suite
to identify a good test case and uses symbolic execution with
several heuristics to generate more related inputs to test the
patches. In [42], Seo et al. proposed the context-guided search
strategy which selects a branch under a new context (i.e., a lo-
cal sequence of branch choices) for the next input generation.
In [8], Cadar et al. applies a Best-First Search strategy, which
checks all execution states and forces symbolic execution to-
wards dangerous operations (e.g., a pointer de-reference).
Compared with the above-mentioned approaches, ours is the
first one to formally define what is the optimal strategy and
subsequently develop a practical algorithm. We provide a
framework for systematically comparing the effectiveness of
random testing and symbolic execution.

This work is related to work on combining random test-
ing and symbolic execution. Besides [3, 4] which have been
discussed in Section 1, Kong et al. [31] discussed different
strategies on combining random testing and symbolic ex-
ecution in the setting of verifying hybrid automata. They
too make use of transition probability and cost in choosing
where to apply symbolic execution. However, their approach
remains a heuristics (i.e., choosing a branch with low cost,
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Programs
5 Minutes (%) 15 Minutes (%) 30 Minutes (%)

G RCN RSS RPS DFS R G RCN RSS RPS DFS R G RCN RSS RPS DFS R
FG0_ser 96.8 14.8 14.8 14.8 14.8 94.7 96.8 14.8 14.8 14.8 14.8 96.8 94.7 14.8 14.8 14.8 14.8 98.8
FGmhalf 95.1 19.1 19.1 19.1 13.8 96.9 95.1 19.1 19.1 19.1 13.8 96.9 98.7 19.1 19.1 19.1 13.8 98.7
dilog_xge0 36.0 25.3 25.0 33.7 16.6 35.9 36.0 25.3 25.3 69.5 17.7 41.8 35.5 27.2 25.3 72.5 17.7 42.4
Chi_e 70.7 12.0 12.0 12.0 15.2 70.7 70.7 12.0 12.0 12.0 15.2 70.7 70.7 12.0 12.0 12.0 15.2 70.7
bessel_Inu 95.6 29.1 14.3 29.1 10.3 74.4 95.6 29.1 14.8 29.1 11.8 95.6 95.6 29.1 14.8 29.1 11.8 95.6
bessel_JY 36.2 30.5 30.5 30.5 28.7 27.9 31.0 30.5 30.5 30.5 28.7 29.5 43.7 30.5 30.5 30.5 28.7 38.4
bessel_Knu 95.5 29.2 14.4 29.2 10.4 74.2 95.5 29.2 14.9 29.2 11.9 95.5 95.5 29.2 14.9 29.2 11.9 95.5
bessel_cos 89.9 43.4 23.9 50.4 14.2 85.5 92.0 53.1 29.2 59.3 14.2 88.8 89.9 62.5 31.3 72.6 14.2 88.2
bessel_sin 89.9 44.9 23.9 50.4 14.2 84.3 89.9 53.1 29.2 59.3 14.2 89.9 92.0 62.5 31.3 72.6 14.2 94.7
coupling 95.9 20.0 20.0 20.0 17.3 95.5 95.9 22.8 22.8 22.8 22.8 95.9 95.9 22.8 22.8 22.8 22.8 95.9
elljac_e 13.1 20.4 20.4 20.4 11.1 12.5 36.3 20.4 20.4 20.4 11.1 20.2 28.6 20.4 20.4 20.4 11.1 13.1
exprel_n_e 32.9 24.5 23.9 25.8 19.1 25.5 33.9 28.0 25.8 34.4 19.1 27.7 36.8 33.8 27.4 39.5 25.0 32.6
hyperg_U 38.6 18.4 17.7 18.7 15.9 26.6 53.8 18.7 18.4 18.7 15.9 37.9 54.0 18.7 18.6 18.7 15.9 30.5
lngamma_e 60.8 38.4 34.3 38.4 24.9 28.1 57.6 38.4 37.9 41.8 24.9 48.0 57.6 47.5 38.4 47.5 40.1 50.1
lnpoch_sgn 51.0 31.6 22.0 32.8 14.4 43.4 39.6 31.9 24.7 33.1 14.4 64.2 70.1 33.4 31.5 34.0 14.4 56.1
lnpoch_pos 75.3 16.7 14.5 21.2 14.8 54.7 78.6 24.4 15.0 28.4 14.8 75.2 99.1 27.7 15.0 28.9 14.8 99.1
cyc 93.4 25.8 23.1 26.0 14.7 93.4 93.4 27.5 23.3 27.5 25.5 93.4 93.4 27.5 23.3 28.8 31.7 93.4
cyc_non 94.2 19.8 19.4 21.4 30.4 94.2 94.2 22.4 19.6 34.7 30.4 94.2 94.2 31.5 19.6 36.0 30.4 94.2
tri 96.4 42.6 33.3 42.7 22.1 96.4 96.4 42.7 37.9 42.7 41.5 96.4 96.4 42.7 37.9 42.7 41.5 96.4
tri_non 94.8 55.4 43.8 58.4 35.6 94.8 94.8 58.4 51.1 58.4 56.7 94.8 94.8 58.4 51.5 58.4 56.7 94.8
Average 72.6 28.1 22.5 29.7 17.9 65.5 73.9 30.1 24.3 34.3 21.0 72.7 76.9 32.6 25.0 36.5 22.3 74.0

Table 3: Coverage Results

similar to the approach in [14]) as there is no definition of
the optimal strategy. Hybrid concolic testing [35] combines
random testing and concolic testing. The idea is to start with
random testing to quickly reach a deep state of the program
by executing a large number of random test cases. When
the random testing stops improving coverage for a while,
it switches to concolic testing to exhaustively search the s-
tate space from the current program state. Garg et al. [20]
proposed to combine feedback-directed unit test generation
with concolic testing. They start with random unit testing
similar to Randoop [37] and switches to concolic testing
when the unit testing reaches a coverage plateau. A similar
idea was proposed in [49]. Compared to the above-mentioned
approaches, our method formally analyzes the effectiveness
of random testing and symbolic execution and allows us to
choose the more effective in every iteration.

This work is remotely related to work on reducing the cost
of symbolic execution and concolic testing, through methods
like pruning paths [1, 5, 10, 24, 28] and parallelism [44].

7 CONCLUSION

In this work, we propose a framework to derive optimal con-
colic testing strategies, based on which we analyze existing
heuristics and propose a new algorithm to approximate the op-
timal strategy. The evaluation on randomly generated models
and a set of real-world C programs shows that our algorithm
outperforms most existing heuristic-based algorithms often.

For future work, we would like to investigate alternative
ways of estimating probability and solving cost of program
paths. Furthermore, we would like to extend our framework
to other test case generation methods.
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