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An Effective Approach for Topic-Specific  
Opinion Summarization 
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The Chinese University of Hong Kong Shatin, NT, Hong Kong, China 
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Abstract. Topic-specific opinion summarization (TOS) plays an important role 
in helping users digest online opinions, which targets to extract a summary of 
opinion expressions specified by a query, i.e. topic-specific opinionated 
information (TOI). A fundamental problem in TOS is how to effectively 
represent the TOI of an opinion so that salient opinions can be summarized to 
meet user’s preference. Existing approaches for TOS are either limited by the 
mismatch between topic-specific information and its corresponding opinionated 
information or lack of ability to measure opinionated information associated 
with different topics, which in turn affect the performance seriously. In this 
paper, we represent TOI by word pair and propose a weighting scheme to 
measure word pair. Then, we integrate word pair into a random walk model for 
opinionated sentence ranking and adopt MMR method for summarization. 
Experimental results showed that salient opinion expressions were effectively 
weighted and significant improvement achieved for TOS. 

Keywords: Topic-specific opinion summarization, topic-specific opinionated 
information, word pair, MMR. 

1 Introduction 

With the development of Web 2.0, people have become interested in expressing their 
personal opinions through online tools. There are a great amount of opinions widely 
spread from the comments on the health reform to the evaluations on a feature of a 
consumer product. In practice, people would like to focus on the summary of opinion 
expressions with their own preference to make decision [1]. For instance, users would 
like to give a query, “what are the opinions on X?” to express their preference of X, 
where X could not only be a feature of a product, but also be a target of a general 
domain opinion. Therefore, it is significant to study topic-specific opinion 
summarization(TOS) to meet the user’s personal preference. 

In Example 1, there are three opinion expressions tagged in bold in sentence (a). If 
a query is given about a computer game, traditional summarization regards only 
topical relevance, such as “game”, “operation”, “screen” to be the information need. 
For TOS, however, it is supposed to take both topic-specific information and 
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opinionated information into consideration, e.g., “game is very small”. In this paper, 
we define user’s information need of TOS as topic-specific opinionated information 
(TOI), i.e. the opinion expressions about the user’s query.  

 

One of the fundamental problems in TOS is how to effectively represent the user’s 
information need so as to evaluate and summarize salient opinion expressions.  

Previous methods using KL-divergence [2] or feedback-style learning [3] have the 
limitation that TOI is represented by one single word. In practice, one single word can 
hardly represent both topic-specific information and opinionated information at the 
same time, especially for those domain-independent sentiment words that barely 
represent topic-specific information, e.g., “small” in Example 1. [4, 5] proposed to 
express topic-specific information and opinionated information by topic-specific 
words and sentiment words, respectively. However, they regarded the document as 
bag-of-word, and neglected the contextual information, which means word-based 
representation cannot hold the associative information between topic-specific 
information and opinionated information in individual opinion expression and lead to 
a mismatch. In Example 1, although topic-specific information and opinionated 
information of three opinion expressions can be represented separately, the 
associative information between them is lost due to lack of contextual information. In 
an extreme situation, the fake opinion expression “small screen” will be selected as 
the salient opinion expression.  

Li et al. proposed to adopt word pair to represent TOI [6]. A word pair is 
constructed by a sentiment word together with its corresponding topic-specific word. 
The sentiment word represents opinionated information, i.e. the opinion, and the 
corresponding topic-specific word represents topic-specific information, i.e. target 
(also refer to the topic-specific word in this paper). With the help of pairwise 
representation, the contextual information between the opinion and its corresponding 
target could be maintained. Nonetheless, Li et al. neglected to measure the variant 
associations between the sentiment word and the topic-specific word within different 
word pair. In [6], a unified trade-off parameter was introduced to balance the topic-
specific information and opinionated information for all word pairs. In practice, it is 
inadequate to describe the distinct association of individual word pair, because one 
sentiment word is supposed to modify different targets in different opinion 
expressions. In Example 1, both sentence (a) and sentence (b) include the sentiment 
word “small” which associated with different topic-specific words (“game” in (a) and 
“screen” in (b)). Intuitively, “small” is a domain-independent sentiment word, and it 
should be dynamically assigned different weights when modifying different targets. 
Therefore, we argue that the trade-off parameter should be estimated for each word 
pair to describe the distinct association.  

In this paper, we also follow the TOI representation by word pair. According to the 
above analysis of word pair, we first propose an effective weighting scheme from the 

Example 1:
(a) The [game is very small], [operation is very
flexible], and [screen is beautifully smooth].
(b) The [screen is small but adequate].
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perspective of information gain by selecting the word pair to measure both topic-
specific words and sentiment words, and then provide an individual associative score 
for each word pair. Thus, the TOI of individual opinion expression is able to be 
measured. Finally, we integrate word pair into a random walk model for sentence 
ranking and adopt maximal marginal relevance (MMR) method to generate the  
topic-specific opinion summary.  

To investigate the effectiveness of our approach, experiments were made based on the 
TAC2008 and OpQA benchmark datasets. Significant improvements over the best run in 
TAC 2008 and those models with word-based representation were shown in this paper. 

In the remainder of this paper, we first present pairwise representation of topic-
specific opinionated information together with a new weighting scheme in Section 2. 
We then integrate word pair into a random walk model for sentence ranking and 
generate opinion summary by using MMR method in Section 3. In Section 4, we will 
show the experimental results. We review the related work in Section 5. Finally, this 
paper is concluded and the future work is suggested in Section 6.  

2 Representation of Topic-Specific Opinionated Information 

Topic-specific opinion summarization (TOS) was first proposed in the Text Analysis 
Conference (TAC) 2008, and the objective is to extract an informative summary of 
opinion expressions about a given query, as found in a document collection [7]. 
Different from traditional topic-specific summarization that concentrates only on the 
topic-specific information, TOS concerns on the topic-specific opinionated 
information (TOI). More precisely, the TOI of an opinion expression is supposed to 
contain the following attributes: opinion (i.e. opinionated information), holder, target 
(i.e. topic-specific information) and polarity [8]. In this section, we will first describe 
how to express TOI by pairwise representation, word pair. Then a new weighting 
scheme is introduced for measuring the pairwise representation. 

2.1 Pairwise Representation 

Without loss of generality, we assume that there is a document set ࣞ  ( ࣞ ൌሼ݀ଵ, ݀ଶ, ݀ଷ, ڮ , ݀௡ሽ) that includes a set of sentences ࣭ ൌ ሼݏଵ, ,ଶݏ ,ଷݏ ڮ ,  ேሽ, and a userݏ
generated query  ࣫ ൌ ሼݍଵ, ,ଶݍ ,ଷݍ ڮ , ,ଵݍ ௭ሽ, whereݍ ,ଶݍ ,ଷݍ ڮ ,  ௭ are the key words. TOSݍ
aims at extracting an informative summary of ࣭Ԣ (࣭Ԣ ك ࣭) with opinion expressions 
from ࣞ about the ࣫. 

In order to represent TOI, we need to consider all the attributes of an opinion 
expression together with the associations between these attributes. We also utilize 
topic-sentiment word pair [6] in this paper. The notion of word pair was first proposed 
for opinion retrieval to capture the contextual information between the opinion and its 
corresponding target [6]. Since most opinion holders are implicit to be the author in 
the blogosphere, we do not take opinion holder attribute into consideration.  

Definition 1: topic-sentiment word pair ݌௜௝  consists of two elements, one 
represents the opinion, and the other one represents the modified target,  ݌௜௝ ൌ ൛൏ ,௜ݐ ௝݋ ൐ ௜ݐ| א ௧ܸ, ௝݋  א ௢ܸൟ. 
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௧ܸ is the topic-specific words collection with all candidate targets, and the target 
reflects the preference of user by the query matching. ௢ܸ  is the sentiment word 
lexicon which is used to express opinions. We maintain the semantic information 
between the topic-specific word and the sentiment word by pairwise representing. 
Thus, TOI of an opinion expression is represented by a word pair. We assume that for 
one query the candidate targets and opinions are in ௧ܸ, and ௢ܸ, respectively. The total 
number of the word pair is ห݌௜௝ห ൌ ݉ ൈ |) ,ܯ ௧ܸ| ൌ ݉ , | ௢ܸ| ൌ  .(ܯ

In practice, the weight of a sentiment word may differ from variant targets. In the 
following section, we will describe a weighting scheme to measure word pair from 
the perspective of information gain, and introduce a method by normalizing Point-
wise Mutual Information (PMI) between the sentiment word and the corresponding 
topic-specific word to compute the associative score for individual opinion 
expression. 

2.2 Weighting Scheme for Word Pair 

Previous weighting schema would like to capture both topic-specific information and 
opinionated information by one single word. It either assigns a relevance weight to 
the sentiment word, such as using the distribution divergence from the query words 
[9], or integrates the sentiment weight into query word, e.g., computes the Point-wise 
Mutual Information (PMI) score between sentiment word and the target combined 
with tf-idf value of query words [10]. In this work, we regard the topic-specific 
information and opinionated information of an opinion expression to be represented 
by topic-specific word and sentiment word of a word pair, respectively. Therefore, we 
measure both topic-specific words and sentiment words by computing the information 
gain in selecting the word pair.  

In TOS, both sentiment words and topic-specific words are considered as 
informative content words, and described as “term” (denoted by ݓ). Additionally, we 
would like to concentrate on the granularity of sentence rather than document. 

We can compute term weight of ݓ, ܹܶሺݓሻ by Equation (1): ܹܶሺݓሻ ൌ െ logଶ ܲሺݓሻ/ܲԢሺݓሻ                                  (1) 

For simplicity, we assume that any term ݓ௜  follows Poisson distribution. (discuss 
other distributions in Section 4) ܲሺݓሻ  on the whole set of words with the parameter ߣ௪ ൌ |ݓ| |ܵ|⁄  (|ܵ| is the total number of words in ܵ), while it also follows another 
Poisson distribution ଵܲԢሺݓሻ  on the set of sentences including ݓ with the parameter ߣ௪ᇱ ൌ |ݓ| |ܵሺݓሻ|⁄  (|ܵሺݓሻ| is the total number of words in the sentences including ݓ). 
Obviously ߣ௪ ൑ ௪ᇱߣ .  

We measure each term according to its distributions between the sentence set it 
occurs and the whole sentence set. In other words, we weigh sentiment word by 
computing the gain in selecting a sentence containing the sentiment word.  

Recall Example 1, one sentiment word (resp. target) may be assigned different 
weights when associated with different targets (resp. sentiment words). Therefore, 
there is a must to embody the different associations between sentiment words and 
topic-specific words.  
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Previous works [4, 5, 6] focus on using a unified parameter to express variant 
combinations between topic-specific information and opinionated information. It is 
inadequate to express the variant of associations even to one specific domain. We 
propose to compute an associative score (also referred as trade-off parameter in this 
paper) for each individual association between the sentiment word and the topic-
specific word. 

Inspired by the fact that Mutual Information is a measurement to assess how two 
words are associated, and achieves better performance in [12], we therefore utilize 
mutual information to estimate the trade-off parameter for both sentiment words and the 
target words.  

In our method, for each word ݐ௜ in ௧ܸ, we compute its mutual information scores 
for all words in ௢ܸ  and normalize the scores. Informally, mutual information 
compares the probability of observing ݐ௜ and ݋௝ together (the joint probability) with 
the probabilities of observing ݐ௜  and ݋௝  independently. The mutual information 
between words ݐ௜ and ݋௝ are calculated as follows:  ܫ ቀܺ௧೔; ܺ௢ೕ ቁ ൌ ∑ ∑ log௑೚ೕୀ଴,ଵ௑೟೔ୀ଴,ଵ ௣ሺ௑೟೔,௑೚ೕሻ௣ሺ௑೟೔ሻ௣ሺ௑೚ೕሻ                      (2) 

where ܺ௧೔  and ܺ௢ೕ  are binary variables indicating whether ݐ௜  or ݋௝  is present or 

absent.  
The parameters are estimated as follows:  ݌൫ܺ௧೔ ൌ 1൯ ൌ ܿ൫ܺ௧೔ ൌ 1൯ ܰ⁄ ൫ܺ௧೔݌  ൌ 0൯ ൌ 1 െ ൫ܺ௧೔݌ ൌ 1൯ ݌ ቀܺ௢ೕ ൌ 1ቁ ൌ ܿ ቀܺ௢ೕ ൌ 1ቁ ܰ⁄ ݌  ቀܺ௢ೕ ൌ 0ቁ ൌ 1 െ ݌ ቀܺ௢ೕ ൌ 1ቁ ݌ ቀܺ௧೔ ൌ 1, ܺ௢ೕ ൌ 1ቁ ൌ ܿ ቀܺ௧೔ ൌ 1, ܺ௢ೕ ൌ 1ቁܰ  

݌ ቀܺ௧೔ ൌ 1, ܺ௢ೕ ൌ 0ቁ ൌ ܿ൫ܺ௧೔ ൌ 1൯ െ ܿ ቀܺ௧೔ ൌ 1, ܺ௢ೕ ൌ 1ቁܰ  

݌ ቀܺ௧೔ ൌ 0, ܺ௢ೕ ൌ 1ቁ ൌ ܿ ቀܺ௢ೕ ൌ 1ቁ െ ܿ ቀܺ௧೔ ൌ 1, ܺ௢ೕ ൌ 1ቁܰ ݌  ቀܺ௧೔ ൌ 0, ܺ௢ೕ ൌ 0ቁ ൌ 1 െ ݌ ቀܺ௧೔ ൌ 1, ܺ௢ೕ ൌ 1ቁ െ ݌ ቀܺ௧೔ ൌ 0, ܺ௢ೕ ൌ 1ቁ െ ݌ ቀܺ௧೔ ൌ 1, ܺ௢ೕ ൌ 0ቁ 

where ܿ൫ܺ௧೔ ൌ 1൯ and ܿ ቀܺ௢ೕ ൌ 1ቁ are the numbers of sentences containing word ݐ௜ 
and ݋௝, respectively, ܿ ቀܺ௧೔ ൌ 1,  ܺ௢ೕ ൌ 1ቁ is the number of sentences that contain both ݐ௜ and ݋௝, and ܰ is the total number of sentences in the collection. We then normalize 
the mutual information score to obtain a trade-off parameter ߤ௠௜ሺ݋௝|ݐ௜ሻ to balance the 
weight of ݐ௜ when associated with ݋௝:  ߤ௠௜ሺ݋௝|ݐ௜ሻ ൌ ;ሺܺ௧೔ܫ ܺ௢ೕ ሻ∑ ;ሺܺ௧೔ܫ ܺ௢ሻ௢אV୭  

௝ሻ݋|௜ݐ௠௜ሺߤ  ൌ ;ሺܺ௧೔ܫ ܺ௢ೕ ሻ∑ ሺܺ௢ೕܫ ; ܺ௧ሻ௧אV౪  
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 ௝ when associated݋ ௝ሻ is computed in the same way to balance the weight of݋|௜ݐ௠௜ሺߤ
with ݐ௜. The probability would be higher if the two words co-occur with each other 
more frequently. 

After estimating the associative score between the two elements of a word pair, we 
can assign the weight to individual word pair ݌௜௝. ݓ௣೔ೕ ൌ ௝ሻ݋|௜ݐ௠௜ሺߤ ൈ ܹܶሺݐ௜ሻ ൅ ௜ሻݐ|௝݋௠௜ሺߤ ൈ ܹܶሺ݋௝ሻ                 (3) 

where ܹܶሺݐ௜ሻ and ܹܶሺ݋௝ሻ are the term weights of ݐ௜ and ݋௝, which can be computed 
from Equation (1). 

As to those word pairs with a negation operator around, an alternative would be to 
rewrite the individual word pair ݌௜௝ as ൓݌௜௝. Since the negation operator only shifts 
the polarity of the word pair, we assign ൓݌௜௝ with the same weight as ݌௜௝. 

3 Word Pair Based TOS 

In this section, we first integrate word pair into a random walk model [14], for 
sentence ranking. Then, we utilize MMR method to generate a summary. 

3.1 PageRank Based on Word Pair 

In Section 2, we introduce a weighting scheme for measuring individual word pair. 
According to the definition of word pair, it is intuitively that the sentence with word 
pair representing salient opinion expression should be assigned a relatively high 
weight. We, therefore, consider the global information of word pair for sentence 
ranking by the recursive procedure in the random walk model, PageRank. 

One of our objectives is to investigate the effectiveness of our proposed weighting 
scheme for word pair, so we compute the similarity between sentences according to 
the weighted word pair. Moreover, in our approach, we do not explicit divide 
sentiment words into domain-dependent and domain-independent, but use the 
corresponding target as an indicator. This will weaken the effect of domain-
independent sentiment words. In order to correct the opinionated information of a 
domain-independent sentiment of a word pair, we utilize synonym dictionary 
SentiWordNet [13]. We choose the sentiment word with the highest PMI score over a 
topic-specific word in Equation (2) as the cue word and consider all synonyms of the 
cue word together with the corresponding target to be the same word pair.  

We define a PageRank model that has sentences to be summarized as nodes and 
edges placed between two sentences that are similar to each other.  

We can then score all the sentences based on the expected probability of a random 
walker visiting each sentence. We use the short-hand ܲሺݏ௨|ݏ௩ሻ  to denote the 
probability of being at node ݏ௨ at a time ݐ given that the walker was at ݏ௩ at time ݐ െ 1. The jumping probability from node ݏ௩ to node ݏ௨ is given by:     ܲሺݏ௨|ݏ௩ሻ ൌ ௦௜௠ሺ௦ೡ,௦ೠሻ∑ ௦௜௠ሺ௦ೡ,௦ೠᇲሻೞೠᇲאೄ\ೞೡ                                   (4) 
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where ݉݅ݏ is a similarity function defined on two sentence/excerpt nodes based on 
the word pair they contain.   ݉݅ݏሺݏ௨, ௩ሻݏ ൌ ∑ ௪೛೔ೕೞೠ ·௪೛೔ೕೞೡ೛೔ೕאೞೠ,ೞೡට∑ ሺ௪೛೔ೕೞೠ ሻమ೛೔ೕאೞೠ ൈට∑ ሺ௪೛೔ೕೞೡ ሻమ೛೔ೕאೞೡ                               (5) 

The saliency score ܵܿ݁ݎ݋ሺݏ௨ሻ for sentence ݏ௨  can be calculated by mixing query 
similar score and scores of all other sentences linked with it as follows: ܵܿ݁ݎ݋ሺݏ௨ሻ ൌ ߛ ∑ ௩ሻ௩ஷ௨ݏሺ݁ݎ݋ܿܵ  · ܲሺݏ௨|ݏ௩ሻ ൅ ሺ1 െ  ௨|ܳሻ                     (6)ݏᇱሺ݉݅ݏሻߛ

where ݉݅ݏᇱሺݏ௨|ܳሻ ൌ ௦௜௠ሺ௦ೠ|ொሻ∑ ௦௜௠ሺ௦ೖ|ொሻೖಿసభ  

௨|ܳሻݏሺ݉݅ݏ ൌ ∑ ௪೟೔ೞೠ·௪೟೔ೂೢ೟೔אೞೠ,Qට∑ ሺ௪೟೔ೞೠሻమೢ೟೔אೞೠ ൈට∑ ሺ௪೟೔ೂሻమೢ೔אೂ                              (7) 

where ݓ௧೔௦ೠ ݓ௧೔ொ are the weights of ݐ௜ in ݏ௨, and Q, respectively. 
Finally, all the sentences will rank according to the saliency score. As for each 

query, we choose a number of sentences with weights higher than a threshold as 
candidate set ܴ for TOS. 

3.2 Summary Generation  

In order to generate a summary, we adopt maximal marginal relevance (MMR) 
method and incrementally add the top ranked sentences from ܴ into the answer set. ܴܯܯ ൌ ோ\ௌᇲאmax௦ೠ ݃ݎܣ ൤ߠ൫݉݅ݏሺݏ௨|ܳሻ൯ െ ሺ1 െ ሻߠ max௦ೡאௌᇲ ,௨ݏሺ݉݅ݏ  ,௩ሻ൨ ܴ is the ranked list of sentences retrieved by the PageRank model in Section 3.1ݏ
given the document set ܦ and a query ܳ. We set the relevance threshold ߜ, below 
which it will not be regarded as candidate sentences. ܵᇱ is the subset of sentences in ܴ  already selected; ܴ\ܵᇱ  is the set difference, i.e., the set of as yet unselected 
sentences in ܴ . We compute  ݉݅ݏሺݏ௨,  ௨|ܳሻ and by Equation (5) andݏሺ݉݅ݏ ௩ሻ andݏ
Equation (7), respectively in Section 3.1. The parameter ߠ lying in ሾ0,1ሿ controls the 
relative importance given to “relevance” versus redundancy. As different users with 
different information needs may require a totally different summary, especially for 
TOS, one of the attractive points of MMR is by setting the value of parameter ߠ, it 
can particularly generate summaries according to a user’s need. In the experiment, we 
set ߠ ൌ 0.5 to balance the novelty and the relevance. 

4 Evaluation 

4.1 Experiment Setting 

4.1.1   Benchmark Datasets 
Our experiments are based on two benchmark datasets for topic-specific opinion 
summarization, TAC2008 and OpQA.  



 An Effective Approach for Topic-Specific Opinion Summarization 405 

TAC2008 dataset is the benchmark data set for the topic-specific opinion 
summarization track in the Text Analysis Conference 2008 (TAC2008), which 
contains 87 squishy opinion questions. The initial topic words for each question are 
also provided. Summarizations for all queries must be retrieved from the TREC 
Blog06 collection [15], which consists of review and blog data. The top 50 documents 
were retrieved for each query. 

The Opinion Question Answering (OpQA) corpus consists of 98 documents 
appeared in the world press between June 2001 and May 2002. The documents 
covered four general topics, and 30 questions were given. [16] 

4.1.2   Sentimental Lexicon and Topic Collection 
In our experiment, we use SentiWordNet as the sentiment lexicon. SentiWordNet is a 
popular lexical resource for opinion mining, which consists of 4800 negative 
sentiment words and 2290 positive sentiment words. For each sentiment word, 
SentiWordNet also provides its synonyms.  

In order to acquire the collection of topic terms, we adopt two expansion methods, 
dictionary- based method and pseudo relevance feedback method [6].  

4.1.3   TOS Approaches for Comparison 
To demonstrate the effectiveness of pairwise representation for TOS, we compared it 
with the following models: 

(1) Baseline 1: This model [18] achieved the best run in TAC2008 opinion 
summarization task. We treated it as Baseline 1 in the experiment.  

(2) OPM-1: This model was proposed for opinion question and answering, which 
achieved 2% improvement over the best run in TAC2008 Opinion QA track [19].  

(3) OPM-2: This model was similar with OPM-1, but use PageRank model for 
sentence ranking instead.  

(4) GOSM: This model was originally designed for opinion retrieval, and it adopted 
pairwise representation of TOI. GOSM adopted “relevance” measurement for 
sentiment word and utilized a uniform parameter to balance topic-specific information 
and opinionated information. We re-designed GOSM to deal with TOS by using Pair-
based HITS model so that we could compare the effectiveness of different weighting 
schema for word pair [6].  

(5) PPM: our proposed approaches. 

Additionally, in our experiments, we will also investigate the performance of sentence 
retrieval with different probability models. We used the metrics in the Text Retrieval 
Conference (TREC), which are average precision (AvPr), R-precision (R-Pre) and 
precision at 10 sentences (P@10). 

4.2 Performance Evaluation  

4.2.1   Parameter Tuning 
In our proposed approach, there are two parameters ߠ and ߠ .ߛ  is a user-defined 
parameter according to the specific need. In our experiment, we set the parameter ߠ ൌ 0.5 to balance the novelty and the relevance. 

We studied how the parameter ߛ (in Equation (6)) influenced the performance of 
sentence ranking in both TAC2008 and OpQA datasets. The results are given in Fig. 1. 
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Fig. 1. Pair-based PageRank Performance with varying parameter γ on TAC2008 and OpQA 

Best F value was achieved, when ߛ was set around 0.8 in both TAC2008 and 
OpQA datasets. Therefore, in the following experiments, we set γ ൌ 0.8. 

4.2.2   Comparisons on Sentence Ranking 
In our evaluation, we also tested the performance of sentence ranking of other 
probability models, including tf-idf model and Bose-Einstein model. We used the 
metrics in the Text Retrieval Conference 10 (TREC), which are average precision 
(AvPr), R-precision (R-Prec) and precision at 10 sentences (P@10). In our 
experiment, we created the judgment through pooling method. 

The experimental results based on these metrics are shown in Table 1. 

Table 1. Comparison of sentence ranking on OpQA and TAC2008 datasets 

 

Table 1 showed that Bose-Einstein model achieved best R-Prec and P@10 on OpQA 
and TAC2008 datasets. Thus, we chose Bose-Einstein model for further evaluation.  

4.2.3   Comparisons on TOS 
We were also interested in the performance comparison with the other models for 
TOS.  
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Dataset Probability
Metrics

AvPr R-Prec P@10

OpQA
Poisson 0.212 0.233 0.408

tf-idf 0.229 0.230 0.397
Bose-Einstein 0.208 0.245 0.421

TAC
2008

Poisson 0.180 0.206 0.361
tf-idf 0.177 0.198 0.354

Bose-Einstein 0.175 0.212 0.369
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Table 2. Comparison of TOS on OpQA and TAC2008 datasets 

 

Table 2 showed that PPM achieved around 6% and 5% improvement in F value 
compared with Baseline 1 in OpQA and TAC2008, respectively. 

5 Related Work 

Research on opinion summarization started mostly on review-type data, and much 
progress has been made in automatic sentiment summarization in the review domain 
[20]. These summarizations referred to as feature-based summarization or aspect 
summarizations are extracted from a collection of reviews on some specific product. 
Benefited from the limited topics and fixed sentiment words in specific domain, 
technologies such as LDA, LSA, pLSA, have been utilized and they achieved good 
performance in product review [21, 22, 23, 24]. In this paper, we focus on TOS, 
which is about general domain summarization, and the above works are out of the 
scope of TOS due to the constraints of limited targets and fixed sentiment words.  

For TOS, lots of work concentrates on term weighting to improve the precision of 
sentence ranking. A weighted sentiment dictionary was generated from previous Text 
Retrieval Conference (TREC) relevance data [11]. This dictionary was submitted as a 
query to a search engine to get an initial query-independent opinion score of all 
retrieved documents. Similarly, a pseudo opinionated word composed of all opinion 
words was first created, and then used to estimate the opinion score of a document 
[3]. This method was shown to be very effective in TREC evaluations. 

Ernsting et al. applied the KL divergence to weigh opinionated word [25]. However, 
the weights of the terms in the sentiment word dictionary were biased towards the terms 
with high values. Experimental results showed that this method had detrimental effect on 
the performance. [9] followed the KL divergence measurement and made a positive 
experimental result by taking term frequency into consideration.  

Li et al. proposed a new representation based on word pair [6] for TOI. With the 
help of word pair, the associative information between the opinion and its 
corresponding target could be uniformly represented. However, [6] didn’t give an 
explicit approach to weigh word pair but utilize the relationship between word pair 
and document instead, which is in accordance with “relevance”.  

Data set Approaches Measurements
Precision Recall F(3)

OpQA

Baseline 1 0.280 0.356 0.325
OPM-1 0.274 0.368 0.343
OPM-2 0.281 0.354 0.362
GOSM 0.286 0.360 0.379
PPM 0.276 0.375 0.385

TAC
2008

Baseline 1 0.101 0.217 0.186
OPM-1 0.102 0.256 0.195
OPM-2 0.113 0.245 0.208
GOSM 0.102 0.241 0.216
PPM 0.103 0.268 0.231
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In this paper, we also utilize word pair to represent TOI. Different from previous 
work, we present a weighting scheme, which regards both topic-specific words and 
sentiment words as informative content to represent topic-specific information and 
opinionated information. Moreover, regarding the specialty of TOS, we propose a 
method to estimate individual associative score for each word pair to measure the 
association of topic-specific information and opinionated information, and take 
negation into consideration and integrate it into word pair for TOS. 

6 Conclusion and Future Work 

In this work, we present a method for topic-specific opinion summarization inspired 
by the representation of word pair. Based on word pair, we further propose a 
weighting scheme so that both topic-specific words and sentiment words are weighed. 
We also provide a method by normalizing PMI between sentiment word and topic-
specific word to compute the associative score for individual word pair. Thus, the 
topic-specific opinionated information of individual opinion expression is able to be 
well expressed and measured. We integrate word pair into the PageRank model for 
sentence ranking and adopt maximal marginal relevance method to extract salient 
sentences as the result of TOS.  

In the future, more research is required in the following directions: 

(1) Deeper NLP techniques e.g., discourse analysis [26], dependency parser, 
collocation identification[17] may help to extract word pair and understand the 
meaning of opinion so as to improve the accuracy. 

(2) Opinion holder is another important attribute of TOI [27]. It would be 
interesting to study opinion holders for QOS. 

(3) Since the new weighting scheme and the trade-off parameter indicate topic-
specific opinionated information effectively, it is worth further study on other 
opinion oriented applications. 
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