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Abstract

We consider a robust version of monopoly pricing when the seller only knows
the bound on valuations and the mean of the distribution of the buyer’s value.
The seller seeks to minimize interim regret, the forgone expected revenue due to
not knowing the distribution of the buyer’s value. The optimal pricing policy
randomizes over a range of prices; the support of the pricing policy is bounded

away from zero.
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1 Introduction

We consider a robust version of monopoly pricing. The seller knows the bound on
valuations and the mean of the distribution of the buyer’s value, but has non-Bayesian
uncertainty about other aspects of the distribution. The seller sets an ambitious
benchmark—the highest expected revenue if she knew the true distribution—and
minimizes the interim regret, defined to be the difference between the highest expected
revenue if she knew the true distribution and the actual expected revenue from her
pricing policy. In other words, the interim regret is the foregone revenue due to not

knowing the distribution of the buyer’s value.

Clearly, if the seller knew the distribution of the buyer’s value, as is modeled in
the Bayesian environment, then selecting the optimal pricing policy poses no interim
regret, as it yields the highest expected revenue based on the known distribution.
However, if the seller does not know the distribution, as is modeled in the current
paper, then any pricing policy will leave the seller facing various kinds of exposures
of interim regret. The seller in our model chooses a pricing policy that minimizes the
worst-case interim regret, where the worst case is taken over all distributions that are

perceived to be plausible.

A typical approach to this kind of worst-case analysis is to solve for a saddle point
of the corresponding zero-sum game between the seller and the adversarial Nature.
However, the zero-sum game associated with the interim regret minimization problem
does not admit a saddle point.! Intuitively, if there were a saddle point, then the
seller’s pricing policy in the saddle point necessarily achieves the lowest interim regret
with respect to Nature’s choice in the saddle point. It follows that this pricing policy
generates the highest expected revenue with respect to Nature’s choice and the interim
regret of this pricing policy with respect to Nature’s choice is 0. This further implies
that the seller’s worst-case interim regret from this pricing policy is 0, which clearly

cannot be true.

To solve the interim regret minimization problem, we first consider an auxiliary
problem where the seller minimizes what we call modified interim regret. The key
difference of the interim regret and the modified interim regret is that, while the

interim regret is convex in the distribution, the modified interim regret is linear in the

1On a technical level, this is due to the fact that the benchmark—the highest expected revenue if
the seller knew the distribution—is convex in the distribution.



distribution. This feature enables us to construct a saddle point of the auxiliary game.
For any pricing policy, while the modified interim regret and the interim regret with
respect to specific distributions may be different, we show that the worst-case modified
interim regret and the worst-case interim regret are the same. This facilitates solving
the original interim regret minimization problem via the saddle point of the auxiliary
game. We show that the optimal pricing policy (that minimizes the worst-case interim
regret) randomizes over a range of prices; the support of the pricing policy is bounded

away from zero.

Our paper is not the first to consider the concept of interim regret minimization.
To the best of our knowledge, Bergemann and Schlag (2005) is the pioneering study
that addresses the interim regret minimization problem within a design context. They
consider the pricing problem of a seller who only knows that the true distribution
is in the neighborhood of a given model distribution and solve both the ex post
regret minimization problem and the interim regret minimization problem. The robust
mechanism design literature has by and large neglected the notion of interim regret
minimization (and focused on ex post regret). We believe that this concept deserves
attention, because it captures precisely the forgone expected revenue due to not knowing
the distribution of the buyer’s valuation. On the flip side, one can also interpret the
worst-case interim regret as the highest possible gain that can be achieved via expending
resources to learn the distribution of the buyer’s value. Thus, the seller could use the
worst-case interim regret as a measure to determine whether it is worthwhile to expend
resources to acquire information about the distribution. Perhaps more importantly,
the notion of interim regret permits an alternative interpretation with a continuum
of buyers; if the monopoly has to use the same pricing policy against a continuum of
buyers, even if we consider the complete information scenario where the seller knows
the values of the buyers, the appropriate benchmark is the revenue of the best pricing
policy with respect to the distribution and the notion of the interim regret seems more

plausible than the alternative notion of ex post regret.

In terms of the solution concept, Arieli, Babichenko, Talgam-Cohen, and Zabarnyi
(2023) is closely related to our paper, albeit in a rather different setting. They study
information aggregation with a decision maker aggregating recommendations from
several agents. The decision maker knows the prior distribution over states and
the marginal distribution of each agent’s recommendation but does not know the

correlation. They study interim regret, which they define to be the difference between



the benchmark—the performance of the optimal aggregation rule in the Bayesian

model—and the performance of her aggregation rule.

The interim regret minimization approach complements the ex post regret
minimization approach in the existing literature. The most closely related papers
that study ex post regret include the seminal work of Bergemann and Schlag (2008)
and Bergemann and Schlag (2011). Bergemann and Schlag (2008) consider the problem
of pricing a single object when the seller only knows the support of the possible
valuations.? Bergemann and Schlag (2011) consider a seller who only knows that the
true distribution is in the neighborhood of a given model distribution. In other settings,
Guo and Shmaya (2023a) analyze the regret-minimizing project choice problem and

Guo and Shmaya (2023b) study how to regulate a monopolistic firm.

Carrasco, Luz, Kos, Messner, Monteiro, and Moreira (2018) offer a systematic
analysis of maxmin mechanism design when the seller only knows some moment
conditions. In particular, Proposition 5 in their paper solves for the maxmin optimal
mechanism that achieves the highest revenue guarantee, when the seller only knows
the bound on valuations and the distribution’s mean. The ex post regret minimization
problem, where the distribution is subject to the mean restriction, can be shown to
reduce to this maxmin problem. The current paper takes the complementary approach

of interim regret minimization.

2 Preliminaries

A seller (she) seeks to sell a single indivisible object to a buyer (he). The buyer has a
value v, his willingness to pay for the object, belonging to V' = [0, 1]. The buyer’s net
utility of purchasing the good at price p is given by

u(v,p) =v —p.

Clearly, the buyer purchases the good at price p if v > p and does not purchase if v < p.

The seller’s profit from a deterministic price p if the buyer’s value is v is then

7T(p, U) =D 1{’02])}7

2Zhang (2022) extends the analysis to the case of multiple goods and multiple bidders.



where 1(,>,) is the indicator function specifying

L, ifv>p,
Livzpy = .
0, ifv<p.

The buyer’s value v is private information to the buyer and unknown to the
seller. The seller knows that v € V| has an estimate of the mean m € (0,1) of the
distribution of the buyer’s value, but has non-Bayesian uncertainty about other aspects
of the distribution. In other words, any distribution F'is perceived to be plausible as

long as supp(F') € V and F is consistent with m. Let
F = {FEAV‘ / v dF(v) :m}
v

denote the collection of such distributions, where AV is the set of all probability

distributions on V.

Consider a Bayesian seller who knows the distribution F' of the buyer’s value and
maximizes the expected revenue with respect to F'. The expected revenue from using a

deterministic price p against F' is

w(p,F) = [ w(p,0) dF(@) = p- (1= F(p-),

where F'(p—) denotes the measure on the interval [0, p). If the seller chooses a mixed

pricing policy ® € AR, then the expected revenue of the seller against F' is

7(®,F) = /OOO (p, F) dD(p).

Let m(F') denote the Bayesian seller’s highest expected revenue against F'. It follows
from standard arguments in mechanism design that the optimal selling mechanism is a
posted-price mechanism. Let p*(F') € Ry denote the optimal posted price against F'.
Formally,

(F) =max p- (1- F(p-)) = n(p"(F), F).

p

The seller in our model has non-Bayesian uncertainty about the distribution of
the buyer’s value. She sets an ambitious benchmark—the highest expected revenue if

she knew the true distribution—and minimizes the interim regret, which we define to



be the difference between the highest expected revenue if she knew the true distribution
and the actual expected revenue from her pricing policy. In other words, the interim
regret is the foregone revenue due to not knowing the distribution of the buyer’s value.
Formally, the interim regret of a deterministic price p € R, if the true distribution is

F' is defined as follows:
r(p, F) = n(F) —m(p, F).

The interim regret of a mixed pricing strategy ® € AR, if the true distribution is F' is

defined as follows:
r(®, F)=n(F)—n(d,F).

Since the seller does not know the distribution of the buyer’s value, her objective
is to choose a pricing policy with low regret for all distributions that are perceived to
be plausible. Let

r(®) = sup r(P, F)
FeF

denote the interim regret of a pricing policy ® in the worst-case scenario. The seller
chooses an optimal pricing policy to minimize the worst-case interim regret. Formally,
the seller solves the following interim regret minimization problem:
inf ®)= inf s D F).
o2k, T =, s r(@.F)
Remark. This minimization problem can be viewed as a two-player zero-sum game
between the seller and Nature, where the seller chooses a pricing policy and Nature

chooses the distribution of the buyer’s value. Let AJF denote the set of probability

measures on F. For any T € AF, let F,. denote the distribution induced by 7:

Fi(z) = /f F(z) dr(F).

Clearly, F, € F. Let n(1) denote the Bayesian seller’s highest expected revenue against
7, and r(®, T) the interim regret of the pricing policy ® against . As the seller does

not observe the outcome of the randomization, we have 7(7) = w(F,). Consequently,

r(®,7) =n(r) — w(P, 7).



Note that for any pricing policy ® and any T € AF, we have

r(®,7)=n(r) —n(®,7) =7(F,) — n(P, F,) =r(P, F,).

In words, for the interim regret minimization problem, it is inconsequential whether

Nature uses a mized strategy.

Denote by F€ the set of extreme points of F. For any v € V', let §, denote the

Dirac measure on v. For any z,y such that 0 <z <m <y <1, let §,, denote the

y—m
Yy—x

y (so that 6,, € F). Winkler (1988) shows that F € F° if and only if F' = §,, or

F =4,, for some z,y where 0 <z < m <y < 1. Proposition 1 below shows that, for

binary-support distribution that puts probability on x and probability % on

any pricing policy (deterministic or mixed), to solve for its worst-case interim regret, it

is without loss of generality to consider F*.

Proposition 1. For any ® € AR,

r(®) = sup r(®, F) = sup r(d, F).
FeF FeFe
Proof. Since r(®, F) = n(F) — w(®, F), n(F) is convex in F, and «(®, F) is linear in
F, we know that r(®, F') is a convex function of F'. Clearly, F is compact and convex.

Thus, we can conclude that

sup r(®, F) = sup (9, F).
FeF FeFe

3 The optimal pricing policy

In this section, we consider the interim regret minimization problem of the seller. As is
well-known, this minimization problem can be viewed as a two-player zero-sum game
between the seller and Nature, where the seller chooses a pricing policy ® and Nature
chooses the distribution F' of the buyer’s value. For any (®, F), the seller’s payoff is
—r(®, F), and Nature’s payoff is r(®, F').

If this zero-sum game admits a Nash equilibrium, then the optimal pricing policy

can be determined via the equilibrium. However, it is not hard to see that this game



does not admit a Nash equilibrium. To wit, suppose that there exists a Nash equilibrium

(®*, F*). It must be that

r(®*, F*) <r(®, F*), VO € AR, .
Since (@, F*) = n(F*) — w(®, F*) for any ® € AR, we have

w(®*, F*) > (P, F*), VP € AR,.
Thus, ®* generates the highest expected revenue against the distribution F*, and

r(®*, F*) = n(F*) — n(®*, F*) = n(®*, F*) — n(P*, F*) = 0.
Since F* is Nature’s best response to ®*, that is,
r(®*, F*) > r(®*, F), VF € F,

we then have r(®*, F') =0 for all ' € F. This is a contradiction.

To solve the interim regret minimization problem, we proceed as follows. In
Section 3.1, we first construct an auxiliary game where we modify the payoffs of the
seller and Nature in the original zero-sum game; we refer to Nature’s payoff in the
auxiliary game as the modified interim regret (to be defined shortly). The key difference
of the interim regret and the modified interim regret is that, while the interim regret is
convex in F, the modified interim regret is linear in F'. This enables us to construct a
saddle point for the auxiliary game. Section 3.2 presents the construction of the saddle
point. Finally, we show in Section 3.3 that for any pricing strategy, the interim regret
in the worst case and the modified interim regret in the worst case are the same. This
facilitates solving the original interim regret minimization problem via the saddle point

of the auxiliary game.

3.1 An auxiliary game

Define mn(7) = [z m(F) d7(F') and let

mr(®,7) = mmn(r) — w(P, 7)

= [ a(F) dr(F) - /f (@, F) dr(F)

8



:/ (@, F) dr(F).
.

We interpret mr(®, 7) as the modified interim regret where we modify the benchmark
to be the highest expected revenue the seller could achieve if she knew not only Nature’s
strategy but also the outcome of Nature’s randomization. We emphasize that this
is not our preferred way of thinking about interim regret, and the only role of the
modified interim regret is to facilitate solving our original interim regret minimization

problem. Since 7(F’) is a convex function of F', we have, for any ® and any 7,

mr(®,7) =mn(r)—7(®,7) = / 7(F) dr(F)—n(®,7) > n(F,) —7(P, F,) = r(®, 7).
f

This should not come as a surprise, since in calculating the modified benchmark mm(7)

we assume that the seller could choose the optimal price to depend on the outcome of

Nature’s randomization. Clearly, if 7 is degenerate on some F', then mm(7) = 7(7) and

mr(®, 1) = r(®,7) for any .

We consider the following auxiliary game between the seller and Nature, where the
seller chooses a pricing strategy ® € AR, and Nature chooses a probability measure
7 € AF. For any (®,7), the seller’s payoff is —mr(®,7), and Nature’s payoff is
mr(®, 7). Crucially, in this auxiliary game, the players’ payoffs are linear in Nature’s

strategy, that is, for any ® and any 7,

mr(®,7) = /]E mr(®, F) dr(F).

A pair of strategies (®*, 7*) is a Nash equilibrium of the auxiliary game if it forms
a saddle point, that is,
mr(®*, 1) < mr(®*, 7)) < mr(®,77), V& € AR,, V1 € A(F).

Clearly, if such a saddle point (®*, 7*) exists, then

®* € arg min max mr(®P,7), and
DeARL TEA(F)

mr(®*,7*) = min  max_ mr(®d, 7).
DeARL TEA(F)

In this case, we say that the pricing strategy ®* attains the minimax modified interim

regret.



3.2 The saddle point of the auxiliary problem

In this subsection, we explicitly construct a saddle point for the auxiliary problem.
We first simplify the analysis via some preliminary observations. Proposition 2 below
shows that Nature necessarily uses a mixed strategy in the Nash equilibrium of the
auxiliary game; 7" must be randomization over the set F (rather than a Dirac measure

on some F € F).

Proposition 2. There does not exist a saddle point (®*,7*) of the auxiliary game

*

where T* is degenerate on some F* € F.

The logic is similar to that when we argue there does not exist a saddle point for
the zero-sum game corresponding to the original interim regret minimization problem.
Suppose to the contrary, there exists a saddle point (®*, F*) of the auxiliary game.
That is, mr(®*, F*) < mr(®, F*) for all ®. It follows that 7(®*, F*) > 7(P, F*) for all
®. This further implies that mr(®*, F*) = 0 and mr(®*,7) = 0 for all 7. We arrive at

a contradiction.

Proposition 3 shows that, to identify the Nash equilibrium, it suffices to consider

Nature’s strategies that randomize over the extreme points of the set F.

Proposition 3. If the auziliary game admits a saddle point (®*, 7%), then the auziliary

problem admits a saddle point (®*,7) where T € A(F®).

Proof. Suppose that the auxiliary game admits a saddle point (®* 7*). For each
G € supp(7*), there exists a probability distribution 74 over the extreme points of F

such that
G(z) = /  F(x) dra(F).

Consider the probability distribution 7 constructed via replacing each G € supp(7*)
by the corresponding probability distribution 74 over the extreme points of F. By
construction, 7 € A(F¢) and F; = F,+. In what follows, we show that (®*,7) is also a

saddle point of the auxiliary game.

We first show that ®* is the seller’s best response to 7. Since ®* is the seller’s
best response to 7%, it must be that ®* generates the highest expected revenue with
respect to 7*. Since the expected revenue of any pricing policy is the same with respect
to 7 and 7%, it follows that ®* generates the highest expected revenue with respect

to 7. This further implies that ®* is the seller’s best response to 7. Formally, since

10



(®*,7*) is a saddle point, we have
mr(®*, 1) = mn(r*) — w(®*, 7)) < mr(®,77) = mn(7") — w(P, )
for any & € AR, . Since F; = F,«, we have 7(®,7) = 7(®, 7%) for any & € AR,. Thus,
mr(®*,7) = mn(7) — w(®*,7) < mr(®,7) = mn(7) — (P, 7)

for any ® € AR, .

Next, we show that 7 is Nature’s best response to ®*, that is, mr(®* 7) >
mr(®*, ) for all 7. Since 7* is Nature’s best response to ®* and deviating from 7* to
7 can only increase the modified interim regret, we can conclude that 7 is also a best

response to ®*. Formally,

mr(®F, 7) :/fw(F) d7(F) — n(®*, 7)

N /]-' / 7(F) drg(F) dr*(G) — n(®*, 7)
- /f mm(rg) dr*(G) — w(D*, 7)
= /f 7(G) d7(G) — 7(@", %)

= mr(d*, 77)

> mr(®*, 7)

for all 7, where the second line follows from the construction of 7, the first inequality is
because mn (1) > 7(G) for each G € supp(7*) and F; = F,«, and the second inequality

is because (®*,7*) is a saddle point. O

Proposition 3 greatly simplifies our search for the saddle point, as we can without

loss of generality focus on the extreme points of the set F.

Towards F,- Since a deterministic pricing policy will always leave the seller facing
the dilemma of different kinds of exposures (upward exposure where the value of the
buyer is very high and the regret arises from having offered a price too low relative
to the valuation, and downward exposure where the value of the buyer is very low

and the regret arises from having offered a price too high relative to the valuation),

11



she may “hedge” against regret and attempt to attain the minimal revenue loss due
to not knowing the true distribution via a well-calibrated mixed pricing policy. The
seller is likely to be indifferent in her pricing policy against F,., which implies that
the marginal revenue must be zero over the range of prices which the seller offers. In
the language of optimal monopoly pricing, the virtual utility of different prices with

respect to F,« has to be constant and equal to zero:

1— F.

fT* (p)

Thus, we derive the following conjecture for the distribution F:

1—-2 ifvel0c),
Fo(v)={ 1-2 ifvell),
1 ifv=1,

where a and ¢ are constants that satisfy 0 < a < ¢ < m, which will be determined in

later analysis. For F,« to be consistent with the mean restriction m, we must have
a(l —Inc) =m.
Clearly, the expected revenue of price p with respect to F,« is

<a ifpe|0,c),
ﬂ-(p7FT*> =D (1_FT*(p_)> .
=a ifpéelql].

In words, a is the highest expected revenue that the seller could achieve against Fi«,

and the optimal pricing policy against F,« has measure 0 on the interval [0, c).

Towards 7 We now explore the structure of 7* € A(F*) that induces the distribution
F,. we identify above. The two possible mass points at 0 and 1 imply that Nature
chooses a strategy which randomizes over the following special classes of demands

F e Fe:

50,y7 Vy € (m, 1),
dpn, VX € [c,m),

50,1;

12



O

In other words, each y € (m, 1) is matched with 0, each z € [¢, m) is matched with 1,
and any residual measure on {0} and residual measure on {1} will be matched with

each other.

For any distribution &y, where y € (m, 1), the probability measures on {0} and
{y} are respectively - and 7'. Since the density of F:- at the point y € (m, 1) is %,

3

the infinitesimal measure on {0} needed to match y for some y € (m, 1) is

a y—m
= o

y—
a

y2

@\3‘@‘

(—Inm+m—1).

It follows that the measure on {0} needed to match y for all y € (m, 1) is

1 _
[anmmg,
m Y m
Since F-(0) = 1 — ¢, the residual measure on {0} is
o :zl—g—ﬁ-(—lnm—km—l).

Cc m

. Since the density of F,« at the point = € [¢,m) is

For any distribution d,; where « € [¢,m), the probability measures on {z} and

{1} are respectively :=2 and 2=~
%, the infinitesimal measure on {1} needed to match z for some z € [¢,m) is

4 1= 4
lem 2 1y

2
r 1—x

= (=) 7 - 1),

c 12 1—m

Since the measure Fy« on {1} is a, the residual measure on {1} is

It follows that the measure on {1} needed to match z for all x € [¢,m) is

m
+?—1).

Q

(=)

ri=a—
! 1—m
For the distribution dg 1, the probability measures on {0} and {1} are respectively

1 —m and m. We can readily verify (using m = a — aln¢) that the residual measures

13



on {0} and {1} are compatible, that is,

1t Chmtm—1) a1 (~h(E)+2-1)
1—-m m ’

The values of @ and ¢ (to be determined in later analysis) guarantee that o > 0 (and
hence r; > 0). Thus, we have identified a probability measure 7% over some particular

demands F' € F€ such that the distribution F,« is induced by 7*.

Towards ®* We proceed to identify the pricing policy ®* such that Nature is
indifferent among the demands in the support of 7*. We first consider the modified
interim regret with respect to the class of demands dp, where y € (m,1]. For any

pricing policy ®, we have

mr(q), 5O,y)

As mr(®*,dg,) is the same for any y € (m, 1], we have the following candidate pricing

policy defined via its density function:?

0 if p€[0,c¢),
¢*(p) = %—l—B if p € [¢,m),
b if p € [m, 1],

where A, B, and b are parameters such that
" * B 5
/0 p d® (p):(A+b)(m—c)+§(m —¢*) =mb. (1)

This ensures that mr(®*,dg,) is the same for any y € (m, 1]. Indeed, by construction,

we have

mr(®*, doy)

31t is reasonable to conjecture that ®* is atomless and the support of ®* is [c, 1], the same as the
support of Fr+ minus the point {0}.

14



m [m . m [y .
=m—f/ pd@(p)—*/ p d®*(p)
Yy Jo Yy Jm
:m—@mb—m(y—m)b
Y Y

=m —mb

for all y € (m, 1].

Next, we consider the modified interim regret with respect to the class of demands

dz1 where z € [¢,m). Clearly, the highest expected revenue with respect to any such

demand is max{z, 7=r}. We shall assume that x > %= for any = € [c,m). This is
without loss, as our choice of ¢ (to be determined in later analysis) ensures that this
inequality holds. We have
mr(®*,d,1)
=mn(dp1) — (P, 0,1)
x . L m—-z
=x—/ pd<1>(p)—/ P d®*(p)
0 x 1 T

:gg—/ompol<1>*(p)+1 mmed®*(p)—m_x/lpd¢*(p)

1—=x

:x—mb+M(<A+b)(m—x)+§(m2—x2>> Sy T

11—z 11—z
B 1-—m B, 5,
=z —mb+ 1_m<A(m x)—i—?(m x ))

For mr(®*,6,1) = m — mb for all z € [¢,m), we must have

1 9
M od B

C1—-m 1—-m

A

It then follows from (1) that

We obtain the pricing policy ®* as follows:

0 if p € [0, ¢),

O*(p) = d () — Zn(p—o) it pefeml, (2)

90 1o(2) 1o (m) it € (1L

15



Parameters We are now ready to determine the values of a and c. For ®* defined

above to be a feasible pricing policy, let ¢ € (0, m) be such that

o*(1)

e DY,

= ) ()

_(m=0o)(1—-c¢) m + c? m 2
(1 —mc) ( lnm)+(1—m)c n<c)_1—m(m_6)
m + ¢ 1 2

——m~lnc+1_m lnm—m(m—c)

=1.

For F,« to be consistent with the mean restriction m, let a be such that

a(l —1Inc) =m.

In Appendix A, we verify that such values of a and ¢ are unique, 0 < a < ¢ < m, F,+

and ®* are well-defined distributions, 7* is a well-defined probability measure over F¢,

and z > 2=2 for any x € [c,m).

Theorem 1. The pricing policy ®* defined in (2) attains the minimaz modified interim

regret. The value of the minimax modified interim regret is m — mb.

Proof. 1t suffices to show that (®*,7%) is a saddle point of the auxiliary problem.

®* is the seller’s best response to 7*. Clearly, the expected revenue of price p

with respect to F,« is

<a ifpe|0,c),
w(p, Fr) =p- (1= Fre(p-)) ,
=a ifpé€legl].

Since the support of the pricing policy ®* is [¢, 1], we have 7 (®*, F«) > 7(®, F,+) for
any ®. This further implies that

mr(®,7*) = mn(r*) — 7(®, Fre) > ma(7*) — m(®*, Fre) = mr(®*, 7).
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*

7* is Nature’s best response to ®*. Given the pricing policy ®*, the modified

interim regret with respect to any distribution F' € F° is
mr(®*, F) =mn(F) — n(®*, F) = n(F) — n(®*, F).

We have already argued above (when constructing the pricing policy ®*) that mr(®*, F)
must equal to m — mb when F' = 6y, with y € (m,1] or F' = 0,1 with = € [¢,m). It is
straightforward to verify that mr(®*,0,,) = m — [;" p d®*(p) = m — mb. Thus, the
modified interim regret of the pricing policy ®* with respect to any distribution F in

the support of 7* is mr(®*, F') = m — mb. It follows that
mr(®*, 7") = / mr(®*, F) dr*(F) = m — mb.
f

In what follows, we show that for the pricing policy ®* any F € F°¢ cannot
generate a modified interim regret that is strictly larger than m — mb. For any ¢, ,, we

have

mr(®*, d,,) = max { d*(p).

L/pd¢ !/p

There are three cases to consider. First, if d,,

mr((I)*,(Sxy)
m m —x
= do*
v, / — <>
:ym _ / 4o (p
y—x y—x
Zym' / p d®*(p ~w
y—
m —
< 1—b
_yy_x( )
m(1—b)

where the fourth line follows from [j" p d®*(p) = mb and [Y pd®*(p) = (y — m)b, and

:r:<m

the last line holds since y

Second, if d,,

mr(®*, ;)

17



x Y m-—x
- 4%* —/ 49*
x /Op ()= |, o (p)
=x—/ pd<1>(p)+y7/ p d®*(p) —
0 Yy— Jx )

—z—mb+ " <+m+b—p>dp—7;xx.(y—m)b

y—x Ja 1—m 1—m —

— 1 — 2 _ 2 —
—z—mb+ . +m—|—b ~(m—x)—y UL L x-(y—m)b

y—x 1—m y—x 1l—m y—x

_ 1—
:a:—mb—i—y m ’

y—x'l—m'(m_x)

< m — mb,

where the inequality follows from the observation that % Sz

0
3

m—x

and z < ¢, then
Yy—x

Finally, if 6, , is such that z >y

mr(®*,0,,)

Y m-—zx .
=z— [ p d®*(p)
T Yy—x

m—x Y .
=z — / p d®*(p)
y—ax Jo

:x—m_x~yb
y—x
Sx_m—x‘b
1—2z
m—c
<c-— -b
=¢ 1—c
=m — mb,

where the fifth line follows from Z‘_‘f -y > 7= and the last line follows from the

definition of b.

Therefore, we can conclude that
mr(®*, F) < mr(®*,7°) = m —mb, VF € F°.
This further implies
mr(®*, 1) = /f r(®*, F) dr(F) < lswlé;} r(®* F) = Iggj}g r(®*, F) < mr(®*,77), VT,

where the second equality follows from Proposition 1. ]
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3.3 The interim regret minimization problem

We are now ready to wrap up our analysis. Proposition 4 below shows that for any
pricing policy ® € AR, , the worst-case modified interim regret and the worst-case
interim regret are the same. It then follows immediately that ®*, which has the worst-
case (modified) interim regret of m — mb, solves the seller’s interim regret minimization

problem. We present these findings below.

Proposition 4. For any pricing policy ® € AR, , we have

r(®) = sup mr(®,7).
TEAF

Proof. Fix any pricing policy ® € AR,.. Since mr(®,7) > (P, 1) for all 7, we have

sup mr(®,7) > sup r(®,7) > sup (P, F) = r(P).
TEAF TEAF FeF

Furthermore,

mr(®, ) = /f r(@.F) dr(F) < sup r(2.F) = r(2), ¥,

It then follows that

r(®) = sup mr(®, 7).
TEAF

[]

Theorem 2. The pricing policy ®* defined in (2) solves the seller’s interim regret

minimization problem. Formally,
r(®*) = min r(®) =m — mb.

PEAR

Theorem 2 follows immediately from Theorem 1 and Proposition 4.
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A Values of a and ¢

Uniqueness of a and ¢. We first show that there is a unique ¢ € (0, m) such that

m + c? 1+m 2
-1 —— Inm—-———(m—-c)=1
1= m)e nc—l—l_m nm 1_m(m c) (3)
Let
f(av)——m—i_x2 Inx + —— lnm—i(m—x)
- (1—-m)x — 1—
Since
2?2 —m > +m 2
/
— " " lnzr-—
f'@) (1 —m)x? e (1—m)x2+1—m
1 m
- a-".a-
0= (1
<0

for all x € (0,m], f(m) =0, and lim,_,o f(z) = oo, we conclude that there is a unique

¢ € (0,m) such that f(c) = 1. This further implies that a = —2— is unique and

1-Inc

(m—c)(1—c¢)

b= (1 —m)c

> 0.

Verifying 0 < a < ¢ < m. We already know that ¢ € (0, m). Furthermore, it is

m
1-Inc

obvious that a = > 0. In what follows, we show that a < ¢. Since m = a(l —Inc),

it suffices to show that ¢(1 — In¢) > m. Consider the following function:
g(x)=2(2—1x), 2 €]0,1].

Since g(z) is strictly increasing on [0,m], g(0) = 0, and g(m) = 2m — m? > m, there

exists a unique ¢ € (0,m) such that g(é) = m. If we can show that ¢ > ¢, then we can

conclude that

c(1—Inc)>¢é(1—1né) > é2—¢) =m,
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where the first inequality holds because x(1 — In ) is strictly increasing on (0, 1), and

the second inequality is because ¢ —Iné>1—Inl1= 1.1

We are left to show that ¢ > ¢é. Rearranging (3), we have

2
2c — mte ‘Inc=(1+m)(1 —1Inm).
c
We shall show that
52
26— " e 1+ m)(1—lam) > 0.
¢

For this purpose, we consider the following function:

h(x) =2x —2Ilnz — (1 + (22 — 91:2)> : (1 —In(22 — a;2))

=2 +2In(2—2) - (z —1)* - In(2z — 2*) — 1.
Clearly, h(1) = 0 and
h(e) =2 —2mé— (1+(26—¢))-(1-1In (28— &)

m + ¢

C

=2 —

‘Iné¢— (1+m)(1 —1nm),

where the second line follows from 2¢ — ¢ = m. Note that

h’(m) =2r — 5 E . — 2(1‘ — 1) . 111(21‘ _ .1'2) . (l’ . 1)2 ) 22x—_2§2
= 2z —1)* 2 s 2—2x
__ﬁ—Q(x—l)dn@x—x)—(33—1) m
<0

for all x € (0,1), where the last line uses the following inequality In(2z — z?) <In1=0
for all z € (0,1]. Thus, we have h(¢) > h(1) = 0. Since 2z — %ﬁ ~Inx is strictly

decreasing on (0,m), it follows from (4) and h(¢) > 0 that ¢ > ¢.

F_. is well-defined distribution and F,- € F. Since 0 < a < ¢ < m and

a(l —Inc) = m, F;« is a well-defined distribution and is consistent with the mean

restriction m. Note that F,- has two atoms at {0} and {1} respectively.

4The function x — Inx is strictly decreasing on (0, 1).
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¢* is a well-defined pricing policy. We have established that ®*(1) = 1. We show
that ®* is nondecreasing on [0, 1]. Recall that

0 if pe€0,c),

O(p) =4 e In(B) — Z(p—c) ifpee,m],

(meAd)  n(2) + &*(m)  ifp € (m,1].

For any p € [m, 1], ¢*(p) = % . ;1) > 0. For any p € [¢,m), we have

m+c 1 2

¢(p>:(1—m)c'];_1—m
m+c® 1 2
(I-=m)c m 1—m
_m—2mc+02
(1 —m)mc
a2
_m—o
(I —m)me
> 0.

Note that ®* is an atomless pricing policy.

7* is a well-defined probability measure over F¢. We are left to show that

r0:1—9—3.(—1nm+m—1)20.
c m

m

Since a = ], this is equivalent to showing that

m c

2 — " IH(E) > m. (5)
Consider the function .

i) =2— " —Inz.
Since

M) = 5= >0

for any x € (0, 1), lim,_,o i(z) = —o0, and i(1) = 1, there is a unique ¢ € (0,1) such
that i(¢) = m. Since i(z) is strictly increasing on (0, 1), to show (5), it suffices to show

that = > ¢, or equivalently, ¢ > meé.
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Recall that
m + c?

Cc

2c — ‘Ine=(1+m)(1 —1nm).

In what follows, we shall show that

22
2me — w -In(me)
me

= 2mce — (é —i—mé) ~(Inm +1ne¢)

> (14+m)(1 —1nm). (6)

Since the function 2z — %ﬁ Inz is strictly decreasing on (0,m), ¢ € (0,m), and

0 < mé¢ < m, we conclude that ¢ > mc.

We consider the following function:

Jj(x) = 2zi(zr) — <; + :m(x)) . (lnw + lni(x)) - (1 + z(x)) : (1 — lni(:v)).

Since i(1) = 1, we have j(1) = 0. Furthermore, we have

j(@) =2mé — (é —|—m6) -(Inm+1Iné)— (14+m)(1 —1Inm).

Therefore, to show (6), or equivalently, j(¢) > j(1), it suffices to show that j'(z) < 0
for all x € [¢,1). This step is purely algebraic, and presented below:

_ (_ ;2 n (m(as))/> : (lnx +1ni(9€)) - (; + m(x)) ' (i + ZZ/((;:)))

= i — ;2 —Inzx
+ (;2 — 1—|—lnx) ‘Inz

+ (;2 — 1+ Iz +i(x) - (o)

-2 - ) {5
— ()
<0
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for any « € [¢, 1), where we substitute (a:z(x))l = 1 —Inx to derive the second equality

and the inequality follows from the following observations:
(1) the function £ — %5 — Inx is strictly increasing on (0,1) and equals 0 when z = 1,
(2) the function ﬁ — 1+ Inx is strictly decreasing on (0,1) and equals 0 when z = 1,
(3) 0 <m=1i(¢) <i(x) <i(l)=1<2 forany z € [¢,1).

(4) i'(z) > 0 for any z € (0,1).

r > 7= for any = € [c,m). Since g(x) = z(2 — x) is strictly increasing on [0, m],

r2—x)>c(2—c)>¢2—-¢)=m

for any = € [¢,m). It follows that z > =2 for any x € [¢,m).

1—x
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