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Abstract
Estimating poverty measures for disabled people in developing countries is often
difficult, partly because relevant data are not readily available. We extend the small-
area estimation developed by Elbers, Lanjouw and Lanjouw (2002, 2003) to estimate
poverty by the disability status of the household head, when the disability status is
unavailable in the survey. We propose two alternative approaches to this extension:
Aggregation and Instrumental Variables Approaches. We apply these approaches to
data from Tanzania and show that both approaches work. Our estimation results show
that disability is indeed positively associated with poverty in every region of mainland
Tanzania.

Keywords Poverty · Disability · Tanzania · Aggregation · Two-sample instrumental
variables estimation

JEL Classification C20 · I10 · I32

1 Introduction

Studies over the last two decades have shown interlinkages between poverty and
disability. Such interlinkages emerge from the bidirectional causality between them.
On the one hand, disability may lead to poverty for at least four reasons. First, disabled
people may suffer from loss of income due to productivity loss and social exclusion.
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Second, household incomes from non-disabled members may also be reduced as a
result of higher demand for time to take care of disabled members. Third, disabled
people may incur additional costs such as medical expenses, equipment, adaptations
to housing and specialized services (Elwan 1999). As a result, disabled people may
require higher expenditures than non-disabled people to maintain a given standard of
living (Zaidi and Burchardi 2005). Fourth, disabled people may have limited access to
services—including, but not limited to, healthcare and education services—because
of, for example, physical or social barriers (Mitra 2004). On the other hand, poverty
may cause disability. Poor people are more likely to suffer not only from the lack
of adequate food and water but from the lack of adequate and timely healthcare.
They may also have to accept more hazardous working conditions and less safe living
environment than non-poor people (Yeo and Moore 2003).

Disentangling the bidirectional causality between poverty and disability is method-
ologically challenging, because it is generally difficult to find exogenous variations in
disability or poverty (Grech 2016). However, it is still useful to understand the strength
of the correlation between poverty and disability, as disability is a significant issue in
scale and closely related to poverty (World Health Organization 2011; United Nations
2019), given that there is a dearth of empirical evidence on the relationship between
poverty and disability, particularly at spatially disaggregated level.1

This limitation primarily comes from the lack of relevant data on poverty and
disability. Poverty analysis normally relies on a socioeconomic survey that is repre-
sentative at a highly aggregated level such as regions and provinces. Such survey data
typically contain, if any, only a small number of people with disability, because the
proportion of disabled people to the total population can be as low as a few percent.2

This makes it difficult to derive a reliable estimate of poverty for disabled people. As a
result, it is difficult to clearly see the correlation between poverty and disability within
a country.

Nevertheless, existing cross-country studies tend to find a positive correlation
between poverty and disability (Braithwaite and Mont 2009; Masset and White 2004;
Filmer 2008). Likewise, a small number of within-country studies such as Mont and
Cuong (2011) and Loyalka et al. (2014) also suggest a positive relationship between
poverty and disability, particularly when the cost of disability is taken into account.3

To our knowledge, Tanzania—the country studied in this paper—has only one
published study that directly addresses the correlation between poverty and disability,
which is Mitra (2018), who compares poverty across different levels of functional
disabilities at the national level and find that more severely disabled people tend to
be poorer. Besides Mitra (2018), there are at least two studies in Tanzania relevant to
this study. Using data from the Kagera region, those with disability at the baseline in
1993 were found to have lower asset values in 2004 than those without disability at
the baseline. The former is also less likely to experience welfare improvement than

1 See Elwan (1999); Haveman and Wolfe (2000), and Yeo and Moore (2003) and studies cited therein for
earlier studies on this and related topics.
2 The proportion of disabled people would also depend on the way it is defined and measured. See Online
Appendix for a related discussion on this issue.
3 See Mitra et al. (2017) for a review of literature on extra cost of disability (i.e., additional income that
disabled people will need to achieve a given level of standards of living).
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the latter by either peer assessment or self-assessment (de Weerdt 2010). Further,
the risk of death for visually impaired people over the age of 40 is found to be 3.33
times higher than individuals with normal eyesight, after controlling for age, sex, and
village of residence (Taylor et al. 1991). These findings are consistent with the positive
correlation between poverty and disability in Tanzania and serve as a locally-relevant
motivation for the current study.

The goal of this study is to provide a spatial disaggregation of the estimates of
poverty and disability inTanzania.Our contributions are twofold. Thefirst contribution
is methodological. We extend the small area estimation (SAE) developed by (Elbers
et al. (2002, 2003), hereafter ELL) which combines a survey and a census to produce
spatially disaggregated estimates of poverty and otherwelfaremeasures. As elaborated
later, the ELL SAE method requires all covariates in the consumption model to be
included both in the census and survey, or in auxiliary datasets that can be merged
into both the census and survey.4 Hence, unless we naïvely assume that one single
consumptionmodel applies to both disabled and non-disabled groups, the ELLmethod
does not work in the absence of disability information in either the survey or census
data.

We resolve this issue by extending the ELL method to allow for the presence of
regressors unobserved in the survey, such as the disability status of the household
head. We propose two alternative approaches to this extension. The first approach
uses aggregation in a spirit similar to Feige and Watts (1972). This method is use-
ful because disability information from another source can often be merged into the
survey at an aggregated level. In the second approach, we adopt the two-sample two-
stage least squares regression (Angrist and Krueger 1992; Inoue and Solon 2010).
By choosing an appropriate instrument, we can estimate the consumption model for
both disabled and non-disabled groups even when the survey lacks disability informa-
tion. The empirical results from Tanzania suggest that both methods work reasonably
well. To our knowledge, this is the first study that combines the ELL method with
two-sample instrumental variables estimation.

The second contribution is empirical. We show that people residing in households
with disabled heads are significantly poorer than the rest of the population in every
region of Tanzania. This finding is empirically relevant, because there is no published
study that quantitatively explores the regional-level relationship between poverty and
disability in Tanzania. Further, this is among a small number of existing studies that
describe the relationship between poverty and disability with some spatial disaggre-
gation. The level of disaggregation we provide is finer than existing studies.5

It should be noted that this is not the first study to apply the ELLmethod to the anal-
ysis of poverty and disability. Hoogeveen (2005) applied the ELL method to find the

4 For example, community-level indicators are often merged into the census and survey. Once covariates
from auxiliary datasets are merged into the census and survey, we regard these covariates to be part of the
census and survey datasets for our purpose.
5 BothMont and Cuong (2011) and Loyalka et al. (2014) provide poverty estimates by disability status only
for urban and rural areas in Vietnam and China, respectively. Hoogeveen (2005) discussed below reports
poverty rates by the disability status only for four regions. Mont and Nguyen (2018) provide poverty
measures at the level of six regional estimates. We report poverty rates by the disability status of the
household heads for 21 regions.
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poverty rates for disabled households—or households headed bydisabled people—and
non-disabled households in urban Uganda. As with this study, Hoogeveen (2005) did
not observe the disability status in the survey. Thus, he just used a single consumption
model for disabled and non-disabled households, but he introduced interaction terms
between several household-level covariates and the fraction of disabled people in the
community in the consumptionmodel to account for the potential heterogeneity due to
disability. His analysis shows that poverty rates for disabled households are 7.4−12.6
percentage points higher than those for non-disabled households, depending on the
region (Hoogeveen 2005, Table 3).

While Hoogeveen (2005) made an important first step towards deriving poverty
statistics for disabled households in the absence of reliable disability data in the survey,
there are two important limitations in his study. First, as acknowledged in the study, the
introduction of interaction terms does not eliminate the bias in the estimation. Second,
the standard errors reported in his study are also likely problematic. This is because
Hoogeveen (2005) essentially takes the community-level prevalence of disability as a
proxy for the household-level disability status, but no adjustment is made to account
for the fact that the community-level prevalence is just a proxy. The current study
addresses both of these issues.6

This paper is organized as follows. In Sect. 2, we develop themethodology, followed
by the description of the data anddiscussion onmeasurement issues inSect. 3. Section4
presents the empirical results. We offer some discussion in Sect. 5.

2 Methodology

In this section, we formally develop the methodology.We first introduce the ELL SAE
method. Then, we discuss the issues we would face when applying the standard ELL
method in the absence of disability information in the survey. Finally, we extend the
ELL method by two alternative approaches.

2.1 ELL SAEmethod

The essence of the ELL SAE method is simple. It combines a survey and a census
through a consumption regression model. The model parameters are estimated with
a survey, and the estimated parameters are used to predict the consumption for each
household in the census. The predicted consumption is then aggregated to calculate
welfare indicators (e.g., poverty and inequality measures) for small areas. Monte-
Carlo simulation is carried out to account for the model error—error associated with
the estimation of model parameters—and the idiosyncratic error. The model error
systematically affects all predictions. Unlike the model error, the idiosyncratic error
tends to cancel out with each other when we aggregate (Elbers et al. 2002, 2003).

6 Mont and Nguyen (2018) also apply the ELL method to derive poverty measures for people with and
without disability at a spatially disaggregated level. However, it does not allow for the difference in model
parameters between these two groups.
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By combining a survey with a census, the ELL method addresses a particular type
ofmissing data problem. That is, a typical consumption survey has no observation for a
majority of small administrative units such as towns and villages. Even for some small
administrative units for which there are observations, the number of observations can
be limited (only 20 households or so per village is quite common). On the other hand,
a census typically covers all or nearly all households in each small administrative unit
in a country. ELL method combines the two data sources to address the missingness
of the consumption data for small administrative units.

We adopt the ELL method in this study for a similar reason. A typical survey
contains only a small number of disabled households, even if the disability status of
individuals is known. Therefore, it is generally difficult to estimate poverty for disabled
households. Further, even if it is possible to estimate poverty for disabled households
with a survey (because of oversampling of disabled households), it is typically not
possible to produce meaningful spatial disaggregation. We overcome this problem by
combining a survey with a census, the latter of which contains a sufficiently large
number of disabled households even at a spatially disaggregated level.

However, we are unable to apply the ELL method directly, because the survey data
do not contain individual status of disability in our application. Therefore, we propose
an extension of the ELL method to include a regressor that is not observed in the
survey. We will discuss this extension in the subsequent subsections.

The ELL method has been applied to dozens of countries. The spatially disaggre-
gated poverty estimates are typically presented in the form of maps, which are called
poverty maps. Besides producing poverty maps, the ELL method and its variants have
been used to analyze geographic targeting (Elbers et al. 2007; Fujii 2008), inequality
(Elbers et al. 2004; Demombynes and Özler 2005; Araujo et al. 2008), and regres-
sion analysis at aggregated levels (Elbers et al. 2005), among others. It has also been
applied to health-related issues such as the estimations of child undernutrition (Fujii
2010; Sohnesen et al. 2017), health worker absenteeism (Fujii 2019), and HIV preva-
lence (Ivaschenko and Lanjouw 2010). As noted earlier, Hoogeveen (2005) directly
used the ELL method to derive poverty estimates for disabled households.

Let us now formally describe the ELLmethod. Suppose that the set of clusters (e.g.,
villages) in a sample isK = {1, · · · , K }, where K is the number of clusters.We denote
the (non-empty) set of households in cluster k ∈ K by Hk and denote the number of
households in cluster k by Hk ≡ #{Hk}, where #{·} is the counting measure. The set
of all households in the sample is denoted by H ≡ ∪k∈KHk and the total number of
households by N ≡ #{H}(= ∑

k Hk) in the sample. The cluster membership function
κ : H → K maps each household to the cluster it belongs to, so that κ(h) = k ⇔
h ∈ Hk . We denote the measure of standard of living (e.g., logarithmic consumption
per capita) and the weight for household h(∈ H) by yh and wh , respectively. In
our empirical application, they are respectively logarithmic consumption per adult
equivalent and the population expansion factor. When necessary, we use the dataset
subscript D ∈ {C, S} with a slight abuse of notation to specify the data source, where
C and S respectively denote the census and survey, respectively. For example, Hk,D

and HD respectively denote the number of households in cluster k and the set of all
households in the dataset D.
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As noted above, the ELLmethod combines two datasets, a census and a survey. We
assume that the census covers all clusters and households in the population of interest.
The survey households are assumed to be selected in the following two steps. In the
first step, a given fraction of clusters is randomly drawn from the set of all clusters. In
the second step, a given fraction of survey households are randomly drawn from each
of the chosen clusters. We hereafter assume that the latter fraction is sufficiently large
so that the cluster averages in the survey and census are sufficiently close.

The goal of the ELLmethod is to produce an estimate of aggregate welfare measure
PJ ≡ P({yh}h∈J , {wh}h∈J ) for each set J of households that is of interest. Typically,
each set J contains a set of households located in a given administrative unit. In our
case, J is determined by both the disability status of the household head and region
in which the household is located. To simplify our presentation, we focus on the case
where PJ is poverty rate, which is the proportion of the people under a given poverty
line ζ and can be written as: PJ = ∑

h∈J wh1(yh ≤ ζ )/
∑

h∈J wh . Poverty rate,
also called head count index, is the most widely used measure in poverty analysis
including common applications of the ELL method. It is simple and a special case of
the Foster-Greer-Thorbecke (FGT) class of poverty measures (Foster et al. 1984).

It should be reiterated here that the survey may not have any observation of yh
in some J , in which case PJ cannot be calculated from the survey alone. However,
because the census covers the households in J , we can use a predicted value of yh for
each census household h ∈ J to estimate PJ . To predict yh in the census, we use a row
L-vector of household-level covariates xh = (xh,1, · · · , xh,L),which is containedboth
in the census and survey. Covariates that are routinely used for xh include demographic
characteristics, housing conditions, education, and asset holdings of the household.
Some community-level variables are often included as well.

We assume that the conditional expectation E[yh |xh] is a linear combination of
xh so that E[yh |xh] = xhβ. Further, we also assume that the error term uh ≡ yh −
E[yh |xh] can be expressed as a sum of a cluster-specific random effect ηκ(h) and a
household-specific random effect εh . Thus, we have the following model:

yh = E[yh |xh] + uh
= xhβ + ηκ(h) + εh . (1)

Both components of the error term have a zero expectation such that E[ηκ(h)] =
E[εh] = 0 for each h. Further, ηk and εh are assumed to be independently and identi-
cally distributed across k and h, respectively. They are also independentwith each other
and uncorrelated with xh andwh . In a standard application of the ELLmethod, the het-
eroskedasticity of εh is typically modelled with a logistic regression and ηk is assumed
to behomoskedastic. The regression coefficients and their associated covariancematrix
are estimated through a (feasible) generalized least-squares (GLS) regression using
the survey. In addition, the distributions of ηk and εh are also estimated. Note that
eq. (1) simply describes the conditional expectation and should not be interpreted as
a causal model.

Once all relevant parameters are estimated, yh is repeatedly imputed to each cen-
sus household h ∈ HC in a Monte-Carlo simulation. Let R be the total rounds of
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the simulation. The regression coefficient β̃
(r)

for the r th round of the simulation
for r ∈ {1, · · · , R} is randomly drawn from the estimated distribution of the GLS
estimator β̂GLS . This random draw captures the model error. In addition, the cluster-
specific random effect η̃

(r)
k and the household-specific random effect ε̃

(r)
h are drawn,

respectively, for each cluster k and each household h from their estimated distribu-
tions. These draws capture the idiosyncratic error. With all these random draws, the
imputed measure of the standard of living for household h in the r th round of the

simulation is calculated as: ỹ(r)
h = xh β̃

(r) + η̃
(r)
κ(h) + ε̃

(r)
h . The poverty rate in J for

the r th round is then estimated by P̃(r)
J = P({ỹ(r)

h }h∈J , {wh}h∈J ). The point estimate

P̂J and its estimated standard error ŝ.e.(P̂J ) are obtained by taking the average and
standard deviation of P̃(r)

J over r . Other aggregate poverty measures can be estimated
in a similar manner.

2.2 Applying the ELL SAEmethod to disability

Now, let us consider an application of the ELL SAE method to a situation where the
model parameters may differ across different groups. These groups can be based on
some household characteristics such as the disability status of the household head. We
focus on a situation where the group membership is observed in the census but not in
the survey. We do not consider the case where the group membership is observed both
in the census and survey, because the standard ELLmethod is directly applicable in this
case. We also do not consider the case where the group membership is missing in the
census, because the predicted consumption evidently cannot reflect the heterogeneity
across groups.

When the survey does not contain the group information, a naïve approach would
be to ignore the heterogeneity of model parameters. However, this approach is likely
to result in inconsistent estimates. In this subsection, we discuss this issue and the
main idea behind the two alternative approaches we propose to address the issue. The
details of these approaches are presented in the next subsection.

Suppose that there are G groups, and let ahg be the group membership indicator,
which takes one if household h belongs to group g ∈ {1, · · · ,G} and zero otherwise.
Each household belongs to exactly one group. We denote the row G-vector of group
membership indicators for household h by ah = (ah1, · · · , ahg), and the (N × G)-
matrix of group membership indicators for all households by A(≡ (ahg)).

Let us assume that a row Le-vector of (“common”) regressors xeh has a coefficient
vector βe that is equal across groups, whereas a row Ld -vector of (“uncom-
mon”) regressors xdh has a group-specific coefficient vector βd

g . Then, by letting

xh ≡ (xeh, ah ⊗ xdh), the regression coefficient β for xh is a column L-vector for
L ≡ Le + LdG, which stacks βe,βd

1 , · · · ,βd
G into one vector. Hence, if xeh , ah and

xdh are all observed in both the census and the survey, xh exists in both samples so that
the standard ELL method can be used.

However, it is not the case when the group membership vector ah is not observed
in the survey. One quick fix is to simply assume that the coefficients are equal across
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groups so that βd
1 = · · · = βd

G . This assumption is clearly problematic when the
coefficients are indeed different among different groups. The estimates of βd under
this assumption would only reflect the relationship between xd and yh averaged over
different groups. Hence, unless the coefficients are indeed equal across groups, the
predicted consumption given the group indicators will be inconsistent.

Hoogeveen (2005) attempts tomitigate the bias by including a number of interaction
terms between the community-level prevalence of disability (taken from the census)
and some household-level variables. This is in effect equivalent to replacing ah with
its cluster average āκ(h) (and its interactions), where āκ(h) is defined as follows:

āκ(h) ≡
∑

h′∈Hκ(h)
ah′wh′

∑
h′∈Hκ(h)

wh′
.

His approach would capture some of the variations across groups since āκ(h) serves
as a proxy for ah . However, his method does not account for the fact that āκ(h) is
just a proxy. Further, the potential heteroskedasticity across groups are ignored, which
in turn leads to inconsistent estimate of standard errors. These issues are particularly
important when we are interested in comparisons across groups.

In order to highlight these issues and present the ideas for possible solutions, let us
consider a simplified version of the ELL estimation in the remainder of this subsection.
We assume that there are only two groups (i.e., G = 2): disabled and non-disabled
households. We also maintain this assumption in our empirical analysis, even though
we present our approaches in a more general setting in the next subsection. We let
ah1 and ah2(= 1 − ah1) denote the indicator variables for non-disabled and disabled
households, respectively.

Furthermore, we assume that there is no common regressor (i.e., Le = 0), and
the uncommon regressor contains only a constant term (i.e., Ld = 1 and xdh = 1).
Each household has a unit weight. There is no cluster-specific random effect, and the
heteroskedasticity of εh depends only on the group household h belongs to. Hence,
we have var[uh] = var[εh] = ah1σ 2

ε,1 + ah2σ 2
ε,2, where σ 2

ε,g ≡ var[εh |ahg = 1] is the
group-specific variance of εh for g ∈ {1, 2}. Under these assumptions, eq. (1) reduces
to:

yh = ah1β1 + ah2β2 + εh . (2)

If we observe ah for every household h in the survey sample HS , we simply need
to regress yh on ah to obtain an unbiased estimate of βg = E[yh |ahg = 1] for
g ∈ {1, 2}. This is, of course, equivalent to taking the sample mean of yh for group
g (i.e.,

∑
h∈HS

yhahg/
∑

h∈HS
ahg). This operation is not feasible when the group

indicators ah are not observed in the survey.
Suppose that we observe the cluster-level average of group indicators āκ(h) for

each household h in the survey and that we apply the method used by Hoogeveen
(2005) to our simplified setup. Then, yh would be regressed on āκ(h) using the survey
and predicted for each census household with āκ(h). In this case, β̂GLS is in general
inconsistent. Furthermore, even if the true β were known, the predicted value ŷh =
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āκ(h),1β1 + āκ(h),2β2 would still be biased, because we have ŷh 
= E[yh |ah1, ah2] =
ah1β1 + ah2β2 in general.

Besides, Hoogeveen (2005) also failed to take into account the potential het-
eroskedasticity across different groups. In our simplified model, this is equivalent
to assuming that the estimated variance v̂ar[ŷh] is identical across groups. However,
this is unlikely to hold in practice. Consider, for example, the presence of local sup-
porters for disabled households, which would positively affects the standards of living
of disabled households. If the presence of the local supporters is unobservable, we are
forced to treat it as a household-specific random effect. Since this effect affects only
disabled households, εh is likely to be heteroskedastic across groups.

The importance of the above-mentioned issues depends on several factors in prac-
tice. First, if each cluster is dominated by one group so that ākg is approximately
equal to zero or one for each k and g, then the bias in the estimate of β is likely to
be small. This is because āκ(h)g is a very good proxy for ahg . However, the bias in
the predicted value of yh for small minority groups may be still severe, because the
prediction is based on āk . Second, if xeh captures most of the variations of yh , the bias
in the predicted value of yh is likely small, because the heterogeneity across groups is
relatively unimportant. Third, when the variance of ηk is large relative to that of εh , a
large portion of the idiosyncratic errors for P̂J would come from the cluster-specific
random effects. This is because cluster-specific random effects diminish only slowly
by aggregation in comparison with household-specific random effects. As a result,
ignoring the heteroskedasticity of εh across groups would do little harm, because the
household-specific random effect is a relatively unimportant source of errors. Other-
wise, failure to account for the heteroskedasticity due to groups may lead to a serious
underestimation of standard errors for certain groups.

The preceding discussion motivates the two approaches formally developed in the
next subsection: Aggregation Approach and Instrumental Variables Approach. In the
Aggregation Approach, we aggregate all covariates, including the group indicators,
to the cluster level, because their cluster-level averages are all observed at this level.
As a result, we can run regressions at this level and obtain a consistent estimate of
β. To provide an intuition behind this approach, consider the cluster-level average of
Eq. (2):

ȳk = āk,1β1 + āk,2β2 + ε̄k, (3)

where ȳk(≡ H−1
k

∑
h∈Hk

yh) and ε̄k(≡ H−1
k

∑
h∈Hk

εh) are the cluster-level averages

of yh and εh . Note that we have var[ε̄k] = H−1
k

(
āk,1σ 2

ε,1 + āk,2σ 2
ε,2

)
. Since we

observe ȳk , āk,1 and āk,2 for each k, it is straightforward to estimate eq. (3) by a
(feasible) GLS regression at the cluster level.

Let us now turn to the Instrumental Variables Approach. In this approach, we treat
āκ(h) as an instrument for ah . To demonstrate the main idea of this approach, let us
premultiply eq. (2) by the vector of instruments (āκ(h),1, āκ(h),2)

T , sum over h, and
divide by N .
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1

N

∑

h∈H

(
āκ(h),1yh
āκ(h),2yh

)

︸ ︷︷ ︸
≡MN

0

= 1

N

∑

h∈H

(
āκ(h),1ah1 āκ(h),1ah2
āκ(h),2ah1 āκ(h),2ah2

)

︸ ︷︷ ︸
≡MN

1

β + 1

N

∑

h∈H

(
āκ(h),1εh
āκ(h),2εh

)

(4)

Let MN
0 and MN

1 denote, respectively, the sample moment on the left hand side
of the equality and the coefficient of β on the right hand side of equality when the
sample size is N . The moment MN

1 is the sample cross-moment between āκ(h) and
ah . We denote the corresponding population moments by M i for i ∈ {0, 1} where
MN

i
p−→ M i as N → ∞. Assuming M1 is non-singular, premultiplying (MN

1 )−1

and letting N → ∞, we have (MN
1 )−1MN

0
p−→ β. This suggests that we could use

(MN
1 )−1MN

0 as an estimator of β. However, we cannot compute (MN
1 )−1 from the

survey, because the survey data do not contain aκ(h). Therefore, we instead use the
same cross-moment from the census.We can compute this, because the census contains
both āκ(h) and ah for each household h in the population.

It is instructive to underscore some important differences between Hoogeveen
(2005) and this study. The former takes the cluster-level averages of group indica-
tors āκ(h) as if they were the group indicators ah , ignoring the fact that āκ(h) is
essentially a proxy for ah . On the other hand, the latter clearly distinguishes āκ(h)

from ah . In the Aggregation Approach, standard errors are computed by taking into
account the aggregation involved in the estimation. Similarly, the Instrumental Vari-
ables Approach explicitly takes account of the fact that āκ(h) is just a proxy for ah . As
a result, the cross-moment M1 between āκ(h) and ah , which captures how strongly
they are correlated, is used in the estimation of the standard errors.

The discussion above also implies that the usefulness of the two approaches depends
on the context. The Aggregation Approach would be most useful when there is a
relatively large heterogeneity across clusters in the distribution of x but not within
clusters. The Instrumental Variables Approach would be most useful when a good
proxy for ah is available.

2.3 Extending ELL SAEmethod

We now formally introduce the two alternative approaches. To this end, we first
describe the data generating process and make some assumptions.

We assume that each cluster k is characterized by a couple (Hk, ηk), which is
assumed to be independently and identically distributed across k. Hk is a positive
integer and bounded from above and orthogonal to the cluster-specific effect ηk . To
explicitly incorporate clustering, we will establish consistency as KC → ∞ instead
of NC → ∞. However, we clearly have NC → ∞ as KC → ∞. As the survey selects
a fixed fraction of census clusters and a fixed (and sufficiently large) fraction of the
census households in the selected clusters, we also have KS → ∞ and NS → ∞ as
KC → ∞.

Each household h ∈ Hk in cluster k is characterized by a sextuple ωh ≡
(xeh, x

d
h , yh, ah, ãh, εh), where ãh is a G-row vector of the proxy variables for ah .
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We denote all the regressors—which include the common regressors and the interac-
tion between uncommon regressors and the group indicators—by xh ≡ (xeh ah⊗xdh).
Further, we denote the instrumental variables for xh by zh ≡ (xeh ãh ⊗ xdh). Note
here that xh and zh have the same dimension by construction. We assume that eq. (1)
is satisfied for each household and that ωh is independently distributed across clusters
(but not within clusters). In the census, both xh and zh are observed, but yh is unob-
served. In the survey, zh and yh are observed but not ah . Further, while the survey
data do not include ah , its cluster-level average āk for each survey cluster k ∈ KS can
be obtained from the census. This condition is satisfied in Tanzania and many other
countries. Finally, each household h has a sample weight wh , which is normalized so
that the sum of weights is equal to the number of observations, or ND = ∑

h∈HD
wh .

We make the following assumptions in the remainder of this paper:

A1 η and ε follow a one-parameter mean-zero distribution with summation-
reproducible property, where the parameter represents the variance.

A2 var[εh] = ∑
g ahgσ

2
ε,g .

In a typical application of the ELLmethod, the OLS residual ûh in eq. (1) is decom-
posed into the cluster-specific effect and the household-specific effect. The former is
estimated as the cluster-level average of the residual η̂k ≡ (Nk,S)

−1 ∑
h∈Hk,S

ûh , and
the latter as the remainder ε̂h ≡ ûh − η̂κ(h). Hence, the distributions of ηk and εh
are estimated separately in the standard ELL method. However, as elaborated below,
this decomposition is infeasible in our study. Hence, we require Assumption A1. For
example, if both εh and ηk are normally distributed with mean zero, this assumption
is satisfied.

Assumption A2 says that εh is heteroskedastic across groups but not within each
group. In other words, the variance of εh depends only on the group that the household
belongs to. This specification allows for the heteroskedasticity of the household-
specific random effects across groups—which may be due to the presence of local
supporters for disabled people, for example.

It is useful to introduce somematrix notations here to simplify our presentation. For
each D ∈ {C, S}, let Y D and UD denote ND-vectors of yh and uh respectively. We let
XD and ZD be (ND × L)-matrices of entire observations of xh and zh , respectively.
Further, we let WD ≡ diag(w1, · · · , wND ) be a diagonal (ND × ND)-matrix, whose
(k, k) element is wk , and �D be a (ND × K )-matrix of cluster membership, whose
(h, k) element is 1(κ(h) = k). Note that eq. (1) can bewrittenwith thematrix notations
as follows:

Y D = XDβD + UD, D ∈ {C, S}. (5)

We now introduce the two approaches—Aggregation and Instrumental Variables
Approaches—to estimate β.

Aggregation approach

As discussed earlier, Eq. (1) can be estimated at an aggregated level, because the
cluster-level averages of xh and yh can be computed for each survey cluster. The
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Aggregation Approach proposed here is closely related to Feige and Watts (1972),
who investigate the properties of the estimator using aggregate data. Welsch and Kuh
(1976) consider a related problem for a random coefficient model, and empirical
application of aggregate regression models includes Polinsky (1977). However, unlike
these studies, we explicitly incorporate cluster-specific random effects.

Let us now aggregate eq. (5) to the cluster level. By premultiplying (�TW�)−1�T

W to both sides of equality, we obtain:

Ȳ = X̄β + Ū, (6)

where thebar represents cluster-level averages. For example, Ȳ ≡ (�TW�)−1�TWY
is a (K × 1)-matrix of the cluster-level average of yh , where the (k, 1) element of Ȳ
is the weighted cluster-level average ȳk(≡ ∑

h∈Hk
wh yh/

∑
h∈Hk

wh) for cluster k.

Similarly, X̄ and Ū are, respectively, (K × L)- and (K × 1)-matrices of cluster-level
averages x̄k and ūk of xh and uh , respectively. Because we can obtain ȳk and x̄k for
all survey clusters from the survey and census, respectively, we can run a cluster-level
regression of ȳk on x̄k . To keep the presentation simple, we first develop the method
when the cluster-level data come from one sample. We then discuss the consequences
of merging survey and census data at the cluster level.

Since the number of households and the group composition may vary from cluster
to cluster in the survey, ūk is in general heteroskedastic. It is straightforward to show

that the covariance matrix �A ≡ E[ŪŪ
T ] of Ū is a diagonal matrix, whose (k, k)

element is σ 2
u,k = σ 2

η + ∑G
g=1 Āk,gσ

2
ε,g for Āk,g ≡ (

∑
h∈Hk

wh)
−2 ∑

h∈Hk
w2
hahg .

This suggests the followingGLS estimation procedure. First, we take the OLS residual
ûk from eq. (6). In the second step, we regress û2k (instead of σ 2

u,k) on a constant

and Āk,1, · · · , Āk,G . This gives consistent estimates σ̂ 2
η and σ̂ 2

ε,g of σ 2
η and σ 2

ε,g ,

which in turn give a consistent estimate �̂A ≡ diag(σ̂ 2
u,1, . . . , σ̂

2
u,K ) of �A, where

σ̂ 2
u,k ≡ σ̂ 2

η + ∑G
g=1 Āk,gσ̂

2
ε,g .

7 We can also check if εh is heteroskedastic under the

following null hypothesis: σ 2
ε,1 = · · · = σ 2

ε,G .

Let us now premultiply �
−1/2
A to eq. (6), so that we have �

−1/2
A Ȳ = �

−1/2
A X̄β +

�
−1/2
A Ū and denote the diagonalmatrix of cluster-level averages of the sampleweights

by W̄ ≡ diag(w̄1, · · · , w̄K ) for w̄k ≡ H−1
k

∑
h∈Hk

wh . With this, we can run a

weighted least squares regression of �
−1/2
A Ȳ on �

−1/2
A X̄ .

We now add the data subscript to demonstrate how the aggregation estimator can be
constructed in our context. We take the regressors from the census and the dependent
variable from the survey, such that X̄C and ȲS . Since the heteroskedasticity of ūk
and sample weights originate from the survey, these are computed from the survey.
Therefore, our aggregation estimator β̂ AGG is given as follows:

β̂ AGG ≡ (X̄
T
C�̂

−T /2
A W̄ S�̂

−1/2
A X̄C )−1 X̄

T
C�̂

−T /2
A W̄ S�̂

−1/2
A Ȳ S (7)

7 Note that the regression in the second step is unweighted, since the accuracy of û2k as an estimate of σ 2
u,k

does not systematically improve as the number of observations in each cluster k grows. This is because
the error term η does not go away by aggregation. Weighting can actually make the estimate of σ 2

η less
accurate.
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To establish the consistency and asymptotic normality of this estimator, we define
J0 ≡ IKS and J1 ≡ �

−T /2
A W̄ S�

−1/2
A and make the following three additional

assumptions in addition to Assumptions A1 and A2:

A3 K−1
S X̄

T
C J j X̄C

p−→ �1 for j ∈ {0, 1} as KC → ∞, where �
j
1 is a non-singular

symmetric matrix.

A4 K−1/2
S X̄

T
C J j Ū S

d−→ N (0, � j
2) for j ∈ {0, 1} as KC → ∞, where �

j
2 is a

positive-definite and symmetric matrix.

A5 K−1
S X̄

T
C J j (X̄ S − X̄C )β

p−→ 0L for j ∈ {0, 1} as KC → ∞.

Assumption A3 essentially requires a convergence in the second moment of cluster
averages. Assumption A4 is somewhat different from a standard assumption because
the cluster averages for the regressors come from the census but the cluster averages
for the error terms comes from the survey. Nevertheless, since the error terms are
orthogonal to the regressors, this assumption is reasonable. Assumption A5 essen-
tially requires that (possibly weighted) correlation between the cluster average of the
regressors and the sampling error in the cluster averages, X̄ S − X̄C , are orthogonal.
Since survey sampling within each cluster is random, this is also a reasonable assump-
tion to maintain. In principle, the sampling error affects the asymptotic variance of
β̂ AGG . However, since a sufficiently high proportion of households are selected in
each cluster, variance of β̂ AGG due to the sampling error is small relative to those due
to ŪS . With these, we have the following proposition (all proofs are in Appendix 1):

Proposition 1 Under assumptions A1-A5 and some regularity conditions, β̂ AGG is a
consistent estimate of β and asymptotically normally distributed with the asymptotic
variance approximately equal to (�1

1)
−1�1

2(�
1
1)

−1 as KC → ∞.

Instrumental variables approach

While β̂ AGG is consistent, it throws away household-level information and thus may
not be efficient. That is, even though the common regressors xeh are observed for
each household, the Aggregation Approach uses only their cluster-level averages for
estimation. Therefore, we consider an alternative approach that uses a household-
level regression model with instrumental variables zh . It should be noted that we use
instrumental variables not to address endogeneity issue but to combine two samples,
as it becomes apparent shortly.

We are clearly unable to use the standard instrumental variables estimator here,
because we do not observe yh , xh , and zh in the same sample. We instead need to use
instrumental variables in a two-sample setting. To understand how thisworks, note first
that the instrumental variables estimator and two-stage least-squares estimator can be
written as a product of sample moments. As we discuss below, different moments can
be computed from the two samples. Therefore, by combining moments from the two
samples, we can run instrumental variables regressions. This approach was first pro-
posed and used by Angrist and Krueger (1992) to investigate the relationship between
the age at the school entry and ultimate educational attainment. It was subsequently
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adopted in various studies such as Lusardi (1996); Bjorklund and Jantti (1997); Currie
and Yelowitz (2000), and Dee and Evans (2003).

It is noteworthy that, unlike the standard one-sample case, instrumental variables
and two-stage least-squares estimators are not identical even when the estimation
equation is exactly identified.We choose to use the two-sample two-stage least squares
(TS2SLS) estimator instead of the two-stage instrumental variables estimator, because
the former is asymptotically more efficient than the latter (Inoue and Solon 2010).
However, the version of TS2SLS we use differs from Inoue and Solon (2010), as we
allow for clustering.

To derive the TS2SLS estimator in our setup, consider the following first-stage
regression: X = Z� + �, where � and � are (L × L)- and (N × L)-
matrices, respectively. The first-stage estimate of � can be obtained by �̂C =
(ZT

CWC ZC )−1ZT
CWCXC using the census sample. We then replace (unobserv-

able) X S with its predicted value ZS�̂C in the weighted least squares estimator
(XT

SW SX S)
−1(XT

SW SY S) to arrive at the following TS2SLS estimator:

β̂T S2SLS ≡ (N−1
C ZT

CWCXC )−1(N−1
C ZT

CWC ZC )(N−1
S ZSW SZS)

−1

(N−1
S ZT

SW SY S), (8)

To derive the asymptotic characteristics of β̂T S2SLS , we let �0 ≡ diag(A ·
(σ 2

ε,1, · · · , σ 2
ε,G)T ) + σ 2

η �T� and make the following assumptions:

A6 N−1
D ZT

DWDXD
p−→ Q0 as KC → ∞ for each D ∈ {C, S}, where Q0 is a

non-singular matrix.

A7 N−1
D ZT

DWDZD
p−→ Q1 as KC → ∞ for each D ∈ {C, S}, where Q1 is a

non-singular symmetric matrix.

A8 N−1
S ZT

SW S�
0
SW SZS

p−→ Q2 as KC → ∞, where Q2 is a positive-definite and
symmetric matrix.

A9
√
KS(N

−1
S ZT

SW SU S)
d−→ N (0, Q2) as KC → ∞.

With these assumptions, we have the following result:

Proposition 2 Under Assumptions A1, A2, A6-A9, and some regularity conditions,
β̂T S2SLS is a consistent estimate of β and asymptotically normally distributed with
the asymptotic variance of Q−1

1 Q2Q
−1
1 as KC → ∞.

It should be noted that it is straightforward to obtain the sample analogue of Q1.
However, the sample analogue of Q2 cannot be computed readily, because �0

S is in

general unknown.Toestimate the varianceof β̂T S2SLS , onemay resort to bootstrapping
by independently bootstrapping the two samples and repeatedly estimate β̂. While this
is potentially a useful way to find an estimate of var[β̂], it does not work well for the
ELLmethod becausewe still need estimates of σ 2

ε,g and σ 2
η for imputing yh . Therefore,

we choose to use the estimates σ̂ 2
ε,g and σ̂ 2

η taken from the Aggregation Approach.

This in turn allows us to get a consistent estimate �̂
0 ≡ diag(A · (σ̂ 2

ε,1, · · · , σ̂ 2
ε,G)T )+

σ̂ 2
η �T� of �0 using the census data. Replacing �0 with �̂

0
in the definition of Q2,
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we can obtain an estimate of Q2. With these sample analogues of Q1 and Q2, we can
estimate the variance of β̂T S2SLS .

The choice we make for the estimate of Q2 has an added advantage. Because both
the Aggregation and Instrumental Variables Approaches use the same estimates of
σε,g and ση, the differences in poverty estimates only result from the differences in
the estimates of β̂ and v̂ar[β̂]. This allows us to make a fair comparison between these
two approaches.

So far, we have been agnostic about the choice of the proxy variable ãh . In our
empirical application, we consider two alternatives. The first alternative (“TS2SLS-
A”) is the conditional probability of being in each group. That is, we assume that
the probability of household being in group g conditional on vh is Probg(vh; θ),
where vh is a vector of household characteristics observed both in the survey and
census and θ is the parameter of the model. The parameter estimate θ̂ is obtained from
the census, and the estimated probability is imputed into each survey household by
âhg ≡ Probg(vh; θ̂ ).

The second alternative (“TS2SLS-B”) is the average of the group indicators in the
cluster, or âh = āκ(h). The second alternative can be considered as a special case
of first alternative, where the former uses only the cluster membership to predict the
probability of household being in group g. In our empirical application, this approach
is straightforward to implement as the cluster-level average of disability status can
be easily computed from the census. The second alternative has an advantage that
the results are directly comparable with the results from the Aggregation Approach,
because exactly the same set of variables is used for estimation. In contrast, variables
not used in the Aggregation Approach can be included in vh under the first alternative.

Whether we use Aggregation Approach or Instrumental Variables Approach, we
carry out Monte-Carlo simulations in the same way as the ELL method once we

obtain the relevant parameter estimates. That is, we draw β̃
(r)

for the r th round of
simulation from a normal distribution with mean β̂ and variance v̂ar[β̂]. The variances
of the error terms, σ̃

2,(r)
η and σ̃

2,(r)
ε , are jointly drawn from a normal distribution

using the point estimate and variance-covariance matrix from the residual regression
estimates.8 Cluster-specific random effect η̃

(r)
k and household-specific random effect

ε̃
(r)
hg are drawn from the empirical distribution of ûk standardized to have mean zero

and a unit standard deviation, and augmented by σ̃
(r)
η and σ̃

(r)
ε , respectively. Once we

have drawn these parameters, we calculate ỹ(r)
h for each census record. The remaining

steps are the same as the standard ELL method.
The extension of the ELL method discussed above is fairly general. While the

empirical focus of this study is on disabled households, both the Aggregation and
Instrumental Variables Approaches are potentially applicable to many other situations
where the survey does not contain the group membership indicators but their proxy
variables can be constructed from the survey and census.

8 If either σ̃
2,(r)
η or σ̃

2,(r)
ε is negative, we redraw until both are positive.
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3 Data andmeasurement

We apply the extension of the ELL SAE developed in the previous section to a survey
and a census in Tanzania to derive poverty statistics for disabled and non-disabled
households. In this section, we first describe the data and then discuss themeasurement
of poverty and disability.

3.1 Data

As noted above, we use a census and a survey for this study. For the census, we
use the long-form questionnaire of the Population and Housing Census of Tanzania
for 2002, which includes questions on the age, sex, relation to the household head,
marital status, education and economic activity of each household member as well as
the housing conditions and asset holdings of the household. In addition, the long-form
questionnaire asks about the disability status of each household member. The long-
form questionnaire was used for about 1.2 million households out of about 6.8 million
households in mainland Tanzania. The sample for the long-form questionnaire was
drawn by Systematic Simple Random Sampling, where each enumeration area (EA)
was selected with equal probability and all households in sample enumeration areas
are included in the sample.We apply the census weights that incorporate this sampling
procedure. We excluded Zanzibar from the analysis, because it is not covered in the
survey. We also excluded less than 0.01 percent of households, whose size exceed the
observed maximum household size in the survey. Further details on the census can be
found in National Bureau of Statistics (2003a, b).

For the survey, we use the 2000/01 Household Budget Survey (HBS). It is repre-
sentative at the level of 20 regions in mainland Tanzania.9 The survey data cover a
wide range of household and individual characteristics, including many of the vari-
ables included in the census, and detailed information on consumption expenditure.
The survey does not, however, include a question on the disability status for each
household member. Therefore, we cannot identify the individuals with disability in
the survey. However, the survey data allow us to identify the individuals who are not
economically active due to disability.

The survey data contain 22,178 households from 1,158 enumeration areas. It comes
with a sample weight for each observation. After eliminating observations with miss-
ing values for the variables used in this study, we are left with 21,608 observations
from 1,148 enumeration areas. National Bureau of Statistics (2002) offers further
information on the HBS data, including a range of summary statistics.

Since the administrative identifiers are not fully harmonized at the level of enumer-
ation areas between the survey and census, we choose to regard a ward as a cluster in
this paper and merge the survey and census datasets at the this level to implement the
Aggregation Approach. There are 2,457 and 801 clusters (wards) in the census and

9 Some regions were split after the survey was conducted. In 2002, the Manyara region broke out of the
Arusha region and the census data allow us to distinguishes between Manyara and Arusha regions, but the
survey data do not.
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survey, respectively. It is worth noting here that the census average of the disability
indicator at the cluster level can be merged into the survey.

3.2 Measurement of poverty and disability

To measure poverty, we adopt the official definition of poverty given by National
Bureau of Statistics (2002). National Bureau of Statistics (2002) first calculates the real
household consumption expenditure per adult equivalent for 28 days, which accounts
for regional price differences and accommodates different needs for different age and
sex groups.10 The household is deemed poor when the real household consumption
expenditure per adult equivalent for 28 days is below the official poverty line, which
is set at 7,253 Tanzanian schillings, or 16.09 US dollars using the purchasing power
parity conversion factor reported in the World Development Indicators for 2002. The
poverty line covers the cost for satisfying the minimum adult caloric requirement and
some essential non-food consumption expenditure. According to this definition, 35.7
percent of the people in mainland Tanzania are poor.

As for disability, we simply use the self-reported disability status in the census. That
is, a person who reported any disability is classified as disabled in this study. While
self-reported disability measure has some potential issues such as self-reporting bias,
it is likely to capture severe forms of disability.11

Table 1 provides some summary statistics of the disability status in mainland Tan-
zania. As column (8) of the table shows, 1.8 percent of the population has some
disability in Tanzania. Columns (1), (2), and (3) break down the summary statistics by
different age groups. They show that elderly people (aged over 65) have substantially
higher prevalence of disability than children (under 15) and working-age adults (aged
between 15 and 64). The gender difference in the prevalence of disability is not large,
as columns (4) and (5) show.

In columns (6) and (7) of Table 1, we report the summary statistics by whether the
individual is the household head. The difference between head and other household
members in the distribution of disability reflects the fact that household heads are
on average older than other household members, but there are also differences in the
type of disability between the household heads and other household members. Hence,
disabled household heads do not necessarily represent disabled people in general.12

Nevertheless, as with Hoogeveen (2005), we classify a household headed by a
disabled person as a disabled household without distinguishing different types of dis-
ability.Wemake this choice for three reasons. First, we prefer to focus on the disability
status of adults, because children’s disability status is likely to be less reliable than
adults’ disability status. For example, UNICEF (1999) argues that some disabilities
may go unrecognized until children go to school when learning difficulties as well

10 See National Bureau of Statistics (2002) for the weights to derived the adult equivalence scale, which
is similar to those cited in Collier et al. (1986). See World Bank (2015) for additional discussions on the
adult equivalence scale used in Tanzania.
11 Evidence from Malawi and Zambia indicates that self-reported disabled people, on average, experience
much more activity limitations than self-reported non-disabled people (Loeb and Eide 2004, 2006).
12 In Online Appendix Table A1, we report the distribution of types of disability.
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Table 1 Prevalence of disability and population and disability shares by age groups, gender, and relationship
to the household head in mainland Tanzania

Age Group Gender Rel. to Head Total

-14 15-64 65+ M F Head Others
(1) (2) (3) (4) (5) (6) (7) (8)

Prevalence of disability (%) 1.0 2.2 6.8 2.1 1.6 2.7 1.6 1.8

Population share (%) 44.7 51.1 4.1 48.6 51.4 21.6 78.4 100.0

Disability share (%) 23.5 61.2 15.2 55.0 45.0 31.5 68.5 100.0

Source: Author’s calculations based on the Population and Housing Census for 2002

as visual and hearing impairment are brought to notice. Since the household heads
are adults, we can largely avoid the issue of unrecognized (and thus unreported) dis-
abilities. Second, we focus on the disability status of the household head, because the
household head’s status is likely to be important for the households’ poverty status.
Third, we choose to use a binary disability indicator instead of disaggregating different
types of disability, because the number of observations for each specific type of dis-
ability is extremely low in each cluster. As a result, we are unable to reliably estimate
the coefficients for different types of disability. Hence, in our empirical application, we
let G = 2 with g = 1 and g = 2 representing non-disabled and disabled households.

While neither the survey nor census data alone allows us to find the poverty rates
disaggregated by the households’ disability status, we are able to get some insights into
the difference in poverty by the disability status. In the survey, we can disaggregate
the poverty rate by whether the household is headed by an “economically disabled”
member, or a member who is economically inactive due to disability as reported in
Online Appendix Table A2. In the census, we observe the housing conditions and
asset holdings of the households, which can be expected to be correlated to the house-
hold welfare. Hence, we can disaggregate these variables by the household disability
status as reported in Online Appendix Table A3. These tables indicate that disabled
households are poorer than non-disabled households.13

4 Results

As with the ELL method, our first step is to estimate the model parameters. Unlike
most other empirical studies, estimated regression parameters are not the quantities of
intrinsic interest in this study. Nevertheless, we briefly explain the regression results
reported in Table 2.

As noted above, our dependent variable yh is logarithmic household consumption
per adult equivalent for 28 days. In the Aggregation Approach, we need to merge the
cluster-level average of yh for the survey with the cluster-level averages of census
variables, including the indicator variable for the household head’s disability status.

13 Online Appendix Table A2 also shows that the head’s economic disability status is more strongly
correlated with poverty than the presence of an economically disabled member, showing the importance
of household head’s disability status relative to other member’s disability status. Online Appendix also
provides further discussions.

123



Spatial disaggregation of poverty...

We take a ward to be a cluster, because we cannot merge the two data sources at
the level of enumeration areas. As a result, the standard errors reported in this study
may be slightly upward biased, because wards are larger than enumeration areas.
Nevertheless, the bias is likely to be small because most of the survey wards have only
one enumeration area.

In principle, different consumption models can be used for different zones or
regions. However, we choose to have a single consumption model for mainland Tan-
zania to ensure that there is a sufficiently large number of clusters (wards) in the
estimation sample. Further, using a single consumption model also helps us to keep
the presentation simple.

As detailed in Sect. 2, we first run an OLS regression based on the Aggregation
Approach. The OLS regression results are reported in column (1) (“Aggregate OLS”)
of Table 2. We then run a regression of the squared OLS residuals û2k on a constant,
Āk,non-disabled, and Āk,disabled. The coefficient on these terms provide estimates of σ 2

η

and σ 2
ε,g , respectively, and are reported in Table 3.

14 While these quantities are not of
intrinsic interest, there are two points to note here. First, the variance σ 2

η of the cluster-
specific random effects is statistically significant, even though it is much smaller than
the magnitude of the variance σ 2

ε,g of the household-specific random effects. Because
the errors due to the cluster-specific effects do not decrease as fast as the errors due
to the household-specific effects as we aggregate, it is important to allow for cluster-
specific effects. Second,while the difference betweenσ 2

ε,non-disabled andσ 2
ε,disabled is not

statistically significant at a conventional level, the latter is much larger than the former.
This is consistent with our earlier conjecture that there may exist household-specific
random effects that are only relevant to disabled households.

With these estimates, we are able to obtain the GLS estimates of β. In column (2)
(“Aggregate GLS”) of Table 2, we report the regression coefficients based on the
Aggregation Approach using eq. (7). This column shows that people live in larger
households tend to be poorer in general. Column (2) also indicates that grass leaves and
bamboo roofs are significantly negatively associatedwith logarithmic consumption per
adult equivalent,whereas householdswith concrete roofs, telephones, and bikes tend to
have significantly higher levels of consumption. These results are to be expected. One
coefficient of particular interest is the disability status of household. It is interesting
to note that the point estimate is negative even though it is statistically insignificant in
column (2).

In columns (3) (“TS2SLS-A”) and (4) (“TS2SLS-B”) of Table 2, we report the
results of TS2SLS regressions. In column (3), we use the predicted probability of
disability status as an instrument. Specifically, we estimate a logit regression of the
disability indicator variable using the census data. The results of the logit regression
are shown in Online Appendix Table A5. The covariates used in the logit regression
are commonly observed in both the census and survey such that we can compute âh1,
âh2, and zh for both samples. With these, we can run the TS2SLS regression using
eq. (8) and derive its variance based on the results in Proposition 2.

14 In Online Appendix Table A4, we also report the summary statistics and correlations of û2k ,

Āk,non-disabled, and Āk,disabled.
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Table 3 Residual regression
results

Variable Coef (S.E.)

σ 2
η 0.086 ∗∗∗ (0.008)

σ 2
ε,non-disabled 0.039 (1.493)

σ 2
ε,disabled 2.606 (27.315)

Source: Author’s calculations based on the Population and Housing
Census for 2002 and 2000/01 Household Budget Survey
The dependent variable is squared residuals û2k from the cluster-level
OLS regression. The standard errors reported in parentheses are het-
eroskedasticity robust. ∗, ∗∗, and ∗∗∗ denote statistical significance at
10, 5, and 1 percent levels, respectively

Table 4 Poverty estimates based on different choices of approaches and instruments

(1) Aggregate (2) TS2SLS-A (3) TS2SLS-B

Est (S.E.) Est (S.E.) Est (S.E.)

Non-Disabled 35.4 (7.0) 32.0 (9.0) 36.8 (8.5)

Disabled 51.8 (9.1) 66.7 (14.7) 48.3 (15.7)

Mainland Tanzania 35.8 (6.8) 32.9 (8.9) 37.1 (8.2)

Source:Author’s calculations based on the Population andHousingCensus for 2002 and 2000/01Household
Budget Survey
All figures are in percentage

In column (4), we use the cluster-level prevalence of disability as an instrument
for the household-level disability status. This instrumental variable uses the same set
of information as the Aggregation Approach, except that the Instrumental Variables
Approach uses observations of covariates at the household level, rather than the cluster
level. Therefore, the results using this instrument are directly comparable to those
based on the Aggregation Approach.

Overall, point estimates have expected signs, when they are significant. Further,
the differences in the point estimates across different estimation methods are small
relative to the standard errors for the point estimates. Therefore, the regression results
are reasonable and broadly consistent with each other.

After all relevant model parameters are estimated, we conduct a Monte-Carlo sim-

ulation. As discussed in Sect. 2, we first draw the parameters (β̃
(r)

, σ̃
2,(r)
η , σ̃

2,(r)
ε ) in

the r th round of the simulation. Then, we also draw the cluster-specific effect η(r)
k and

household-specific effect ε(r)
h for each cluster k and household h, respectively. These

draws allow us to compute the imputed consumption per adult equivalent ỹ(r)
h in the

r th round for household h, which in turn can be used to compute the poverty statistics
P̃(r)
J for each set J of households.
Table 4 reports the estimates of poverty rates for disabled and non-disabled house-

holds based on different choices of approaches and instruments. Regardless of the
choice, the estimated poverty rates for the non-disabled households are around 35 per-
cent, whereas those for disabled households are around 50 percent or above. Because
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the point estimates for non-disabled and disabled households are subject to the same
model errors (i.e., errors associatedwith the estimation ofβ), their errors are positively
correlated across simulation rounds. As a result, we can conclude that the poverty rate
for disabled households is significantly higher than that for non-disabled households
at a five percent level of significance in all columns, even though the standard error
for each estimate is not small. This result also corroborates the descriptive statistics
derived from only the census or survey, which are respectively reported in Online
Appendix Tables A2 and A3. In particular, the poverty rates for mainland Tanzania
reported in Table 4 are close to the survey-only estimate of 35.7 percent, regardless of
the approach used. Therefore, the SAE results are all consistent with the survey-only
estimates.

Our preferred results are the one based on the Aggregation Approach, because
the Aggregation Approach yields a smallest standard error and a point estimate that
is closest to the survey-only estimate among the three estimates reported in Table 4.
However, it is not always the case that AggregationApproach ismost preferable.When
we are able to get very strong instrumental variables, it is likely that the Instrumental
Variables Approach yields more favorable results than the Aggregation Approach. We
will briefly revisit this point in Sect. 5.

Let us now turn to the regional-level estimates of poverty disaggregated by the
disability status. For the ease of presentation, we plot the regional estimates of poverty
rates for non-disabled and disabled households onmaps in Fig. 1a and b, respectively.15

As the comparison of these figures show, the poverty rates for disabled households
are higher than those for non-disabled households for all regions. In Appendix 1, we
also make a regional-level comparison between the survey-only and SAE estimates of
poverty rate. It shows that the SAE poverty estimates are consistent with the survey-
only estimates and have acceptable levels of standard errors. Therefore, we are indeed
able to obtainmeaningful spatial disaggregation of poverty and disability by extending
the ELL SAE method.

It should be underscored that we have used consumption per adult equivalent as
a measure of the standards of living that is comparable between disabled and non-
disabled households. However, if there is a cost of disability, or additional consumption
that needs to be given to disabled households to achieve the same level of standards of
living as non-disabledhouseholds for a given level of consumptionper adult equivalent,
then we would underestimate the poverty for disabled households. Therefore, if we
could take the cost of disability into account, our finding that disabled households are
poorer than non-disabled households would be strengthened.

5 Discussion and conclusion

This paper extended the ELL SAE method to estimate poverty rates for small groups
such as disabled households at a spatially disaggregated level. This extension is useful
because survey data available so far typically do not permit meaningful spatial dis-

15 Online Appendix Table A6 reports the point estimates and standard errors by disability status in each
region.
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Fig. 1 Estimated poverty rates for a non-disabled households (top) and b disabled households (bottom)
based on the Aggregate Approach
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aggregation of poverty and disability.16 However, unlike the ELL method, we do not
require all covariates to be included both in the census and survey. This extension is
particularly important when there is a systematic difference across different groups.

We enable an estimation of a consumption model that includes group indicators
without observing them in the survey, while allowing for the potential heteroskedas-
ticity between disabled and non-disabled households. While the difference between
σε,disabled and σε,non-disabled is statistically insignificant in our application, allowing
for this heteroskedasticity seems to be still important. We created a version of SAE
estimates under the assumption that idiosyncratic error terms are homoskedastic. The
point estimates (standard errors) of P0 for non-disabled households, disabled house-
holds, and both combined (i.e., mainland Tanzania) are 0.365 (0.065), 0.413 (0.044),
and 0.366 (0.064), respectively, using the Aggregation Approach. While the point
estimate and standard error for mainland Tanzania are similar to the corresponding
estimates in column (1) of Table 4, the standard errors under homoskedasticity appears
to be too optimistic for disabled households. This is because the point estimate of
σε,disabled is much larger than σε,non-disabled and because the number of disabled house-
holds is much smaller than that of non-disabled households This conclusion remains
the same when the Instrumental Variables Approach is used.17

Both Aggregation and Instrumental Variables Approaches discussed in this paper
produce poverty estimates that are consistent with the survey-only estimates in main-
land Tanzania. The standard errors of the regional SAE estimates are comparable to
those of the corresponding survey-only estimates at the regional level. Hence, our
method successfully disaggregated regional poverty estimates by the disability status
of the household head, which is unobserved in the survey.

In our empirical application, the Aggregation Approach provides an estimate that is
closer to the survey-only estimate and has the smallest standard error among all alter-
natives we considered. Therefore, our preferred results are based on the Aggregation
Approach. However, there are situations where Instrumental Variables Approach may
work better than the Aggregation Approach. To highlight this point, first note that the
Aggregation Approach does not work when there is no variation in the cluster-level
prevalence of disability, because the dependent variable is a constant in this case.
However, the Instrumental Variables Approach may work even in this case, provided
that there are variations in the proxy variable ãh within each cluster.

16 Note, however, that there is an ongoing effort to improve the data collection standards and data availability
(Abualghaib et al. 2019;Groce andMont 2017). Themethodologyproposed in this paperwill remain relevant
because it takes time to improve data availability and because it is still useful to see the change from the
past situation.
17 In addition, we also implemented a version ofHoogeveen (2005), wherewe use the same set of covariates
as those in Table 2, except that we replace the individual disability status with the cluster-level prevalence
of disability. The point estimate (standard error) of P0 for non-disabled households, disabled, and mainland
Tanzania are 0.490 (0.009), 0.554 (0.010), and 0.491 (0.008), respectively. Hence, poverty appears to be
overestimated when a comparable model is used. While this apparent overestimation may be driven by a
particular specification we use, the standard errors also appear to be too low, particularly for non-disabled
households. This is also the case when the Instrumental Variables Approach is used. This results is expected,
sinceHoogeveen (2005) does not take into consideration the fact that the cluster-level prevalence of disability
is just a proxy for the individual-level disability status.
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The extension of the ELL method considered in this study can be easily applied
to a study of poverty and disability in other countries, if census and survey data that
are similar to the ones used in this study are available. It can also be applied to a
variety of other contexts in which poverty comparisons across groups are important
(e.g., poverty comparisons across ethnic or religious groups). Further, the proposed
extension has an advantage that it enables spatial disaggregation of poverty estimates,
even in cases where the survey does not permit such disaggregation.

Finally, this study also makes an empirical contribution to the growing body of lit-
erature on disability and poverty. We show that disabled households are significantly
poorer than non-disabled households in every region of mainland Tanzania. This con-
clusion would be further strengthened when we take into account the consumption
cost of disability and possibly social exclusion.18 Hence, this study underscores the
importance of considering disability in the formulation of anti-poverty policies.

Supplementary Information The online version contains supplementary material available at https://doi.
org/10.1007/s00181-023-02478-8.
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Appendix

Appendix A: Comparison of regional poverty estimates

Table 5 provides the survey-only estimates of poverty rates at this level in column (1)
and their corresponding SAE estimates in column (2) at the level of 20 survey regions.
The survey-only and SAE estimates are generally close and have a strong positive
correlation of 0.71. The null hypothesis for a two-sided z-test of equality of the survey-
only and SAE estimates is not rejected at a five percent level of significance in all
regions. The null hypothesis for the joint χ2-test of the equality of the two estimates
in all regions was also not rejected. Therefore, on balance, even though the difference
between survey-only and SAE estimates can be large in absolute value for a few
regions, there is no evidence that survey-only and SAE estimates are systematically
different.

In column (3), we report the share of people living in disabled households. As the
comparisons of column (3) with columns (1) and (2) show, there is a strong positive
correlation between the poverty rate and share of people in disable households. The

18 In Tanzania, social exclusion of disabled people may not be among the most important issues facing
those who are disabled (Kisanji 1995a, b; UNICEF 1999).
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Table 5 Comparison of regional poverty rates between survey-only and SAE estimates

Region (1) Survey only (2) SAE (3) Share in

Est. (S.E.) Est. (S.E.) Disabled HH

Dodoma 34.0 (3.5) 31.2 (9.6) 2.9

Arusha 38.9 (3.9) 36.4 (6.6) 2.3

Kilimanjaro 30.4 (4.6) 29.8 (10.0) 1.6

Tanga 34.6 (3.9) 31.0 (9.2) 1.8

Morogoro 29.5 (3.5) 30.7 (9.2) 3.0

Pwani 46.1 (5.2) 38.6 (5.9) 3.5

Dar Es Salaam 17.4 (2.1) 24.2 (10.4) 1.3

Lindi 53.5 (5.1) 38.6 (6.3) 2.8

Mtwara 37.9 (3.8) 46.2 (4.8) 3.5

Ruvuma 41.2 (6.1) 36.3 (7.3) 3.2

Iringa 31.8 (4.1) 33.3 (8.3) 2.6

Mbeya 19.8 (2.4) 30.8 (9.6) 1.4

Singida 55.7 (4.5) 44.3 (6.1) 3.3

Tabora 27.3 (4.4) 38.2 (7.0) 1.9

Rukwa 30.8 (4.9) 36.1 (8.3) 1.3

Kigoma 37.6 (5.0) 42.6 (4.3) 3.7

Shinyanga 41.8 (4.2) 41.0 (4.8) 2.7

Kagera 28.7 (5.1) 36.4 (7.1) 2.7

Mwanza 47.9 (3.8) 39.8 (5.2) 2.7

Mara 45.5 (4.1) 41.0 (4.7) 3.2

All figures are in percentage. Column (2) is based on the Aggregation Approach

correlation coefficient between columns (1) and (3) [(2) and (3)] is 0.66 [0.68]. Because
the calculation of the correlation between columns (1) and (3) does not involve any
imputation, the positive correlation cannot be attributed to imputation.

Appendix B: Proofs

Proof of Proposition 1 We first establish the consistency of the cluster-level OLS esti-

mator β̂COLS ≡ (X̄
T
C X̄C )−1 X̄C Ȳ S . Letting j = 0 in Assumptions A3–A5 and using

KS → ∞ as KC → ∞, we have:

β̂COLS − β = (K−1
S X̄

T
C X̄C )−1K−1

S X̄C (X Sβ + U S) − β

= (K−1
S X̄

T
C X̄C )−1K−1

S X̄C (X̄ S − X̄C )β

+(K−1
S X̄

T
C X̄C )−1K−1

S X̄C Ū S
p−→ 0L

This means that we can obtain consistent estimates of σ 2
η and σ 2

ε,g by running a

regression of the squared OLS residual û2k on a constant and Āk,1, · · · , Āk,G . Hence,
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we can obtain a consistent estimate �̂A of �A by replacing σ 2
η and σ 2

ε,g with their

consistent estimates in the definition of �A. Then, letting Ĵ1 ≡ �̂AW S�̂A, we have

Ĵ1
p−→ J1 as KC → ∞. From this and assumptions A1–A5 and using KS → ∞ as

KC → ∞, we have the following results as KC → ∞:

β̂ AGG − β = (X̄
T
C�̂

−T /2
A W̄ S

�̂
−1/2
A X̄C )−1 X̄

T
C�̂

−T /2
A W̄ S�̂

−1/2
A (X̄ Sβ + Ū S) − β

= (X̄
T
C Ĵ1 X̄C )−1 X̄

T
C Ĵ1(X̄ Sβ + Ū S) − β

= (K−1
S X̄

T
C Ĵ1 X̄C )−1K−1

S X̄
T
C Ĵ1(X̄ S − X̄C )β

+(K−1
S X̄

T
C Ĵ1 X̄C )−1K−1

S X̄
T
C Ĵ1Ū S

p−→ 0L , (9)
√
KS(β̂ AGG − β) = (K−1

S X̄
T
C Ĵ1 X̄C )−1K−1/2

S X̄
T
C Ĵ1(X̄ S − X̄C )β

+(K−1
S X̄

T
C Ĵ1 X̄C )−1K−1/2

S X̄
T
C Ĵ1Ū S

d−→ N (0, �−1
1 (�0 + �2)�

−1
1 ), (10)

where �0 ≡ limKS→∞ K−1/2
S X̄

T
C Ĵ1(X̄ S − X̄C )ββT (X̄ S − X̄C )T Ĵ1 X̄C . Notice

that the between-cluster variations in the regressors are already differenced out in
(X̄ S − X̄C ). Therefore, (X̄ S − X̄C ) is influenced by the within-cluster variation in
the regressor. With a sufficiently large fraction of households sampled in each cluster,
the contribution of �−1

1 �0�
−1
1 to the asymptotic variance of β̂ AGG is small relative

to �−1
1 �2�

−1
1 . Hence, the asymptotic variance of β̂AGG is approximately equal to

�−1
1 �2�

−1
1 . ��

Proof of Proposition 2 First, note that ND is approximately proportionate to KD and
that ND → ∞ as KD → ∞ for D ∈ {C, S}. The consistency and asymptotic
normality of the TS2SLS estimator can be derived from a variant of the standard
argument (White 1984, Chap. 5). Under assumptions A1-A2 and A6-A9 and using
KS → ∞ as KC → ∞, we have the following results as KS → ∞:

β̂T S2SLS − β

= (N−1
C ZT

CWCXC )−1(N−1
C ZT

CWC ZC )(N−1
S ZT

S W SZS)
−1N−1

S ZT
S W SX Sβ

+(N−1
C ZT

CWCXC )−1(N−1
C ZT

CWC ZC )(N−1
S ZT

S W SZs)(N
−1
S ZT

S W SU s) − β

p−→ (Q−1
0 Q1Q

−1
1 Q0 − I )β = 0,

√
KC (βT S2SLS − β)

= √
KC

[
(N−1

C ZT
CWCXC )−1(N−1

C ZT
CWC ZC )(N−1

S ZT
S W SZS)

−1N−1
S ZT

S W SX S − I
]
β

+√
KC

[
(N−1

C ZT
CWCXC )−1(N−1

C ZT
CWC ZC )(N−1

S ZT
S W SZS)(N

−1
S ZT

S W SU S)
]

d−→ N (0, Q−1
0 Q2 Q

−1
0 ).
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Notice that Q1 does not show up in the final expression because (N−1
C ZT

CWC ZC )

(N−1
S ZT

SW SZS)
−1 p−→ Q1Q

−1
1 = I as KC → ∞. ��

References

Abualghaib O, Groce N, Simeu N, Carew MT, Mont D (2019) Making visible the invisible: why disability-
disaggregated data is vital to “leave no-one behind”. Sustainability 11(11):3091

Angrist J, Krueger A (1992) The effect of age at school entry on educational attainment: an application of
instrumental variables with moments from two samples. J Am Stat Assoc 87(418):328–336

Araujo MC, Ferreira FHG, Lanjouw P, Özler B (2008) Local inequality and project choice: theory and
evidence from Ecuador. J Public Econ 92(5–6):1022–1046

Bjorklund A, Jantti M (1997) Intergenerational income mobility in Sweden compared to the USA. Am
Econ Rev 87(5):1009–1018

Braithwaite J, Mont D (2009) Disability and poverty: a survey of World Bank Poverty Assessments and
implications. ALTER Eur J Disabil Res 3:219–232

Collier P, Radwan S, Wangwe S, Wagner A (1986) Labour and poverty in rural Tanzania: Ujamaa and rural
development in the United Republic of Tanzania. Oxford University Press, Oxford

Currie J, Yelowitz A (2000) Are public housing projects good for kids? J Public Econ 75:99–124
de Weerdt J (2010) Moving out of poverty in Tanzania: evidence from Kagera. J Dev Stud 46(2):331–349
Dee TS, Evans WN (2003) Teen drinking and educational attainment: evidence from two-sample instru-

mental variable estimates. J Law Econ 21(1):178–209
Demombynes G, Özler B (2005) Crime and local inequality in South Africa. J Dev Econ 76(2):265–292
Elbers C, Lanjouw JO, Lanjouw P (2002) ‘Micro-level estimation of welfare.’ Policy Research Department

Working Paper 2911, The World Bank
Elbers C, Lanjouw JO, Lanjouw P (2003) Micro-level estimation of poverty and inequality. Econometrica

71(1):355–364
Elbers C, Lanjouw JO, Lanjouw P (2005) Imputed welfare estimates in regression analysis. J Econ Geogr

5(1):101–118
Elbers C, Lanjouw P,Mistiaen A, Özler B, Simler K (2004) On the unequal inequality of poor communities.

World Bank Econ Rev 18(3):401–421
Elbers C, Fujii T, Lanjouw P, Özler B, Yin W (2007) Poverty alleviation through geographic targeting. J

Dev Econ 83(1):198–213
Elwan A (1999) ‘Poverty and disability: a survey of the literature.’ SP Discussion Paper 9932, The World

Bank
Feige EL,Watts HW (1972) An investigation of the consequences of partial aggregation of micro-economic

data. Econometrica 40(2):343–360
Filmer D (2008) Disability, poverty and schooling in developing countries: results from 14 household

surveys. World Bank Econ Rev 22(1):141–163
Foster J, Greer J, Thorbecke E (1984) A class of decomposable poverty measures. Econometrica 52(3):761–

766
Fujii T (2008)Howwell canwe target aidwith rapidly collected data?: empirical results for povertymapping

from Cambodia. World Dev 36(10):1830–1842
Fujii T (2010) Micro-level estimation of child undernutrition indicators in Cambodia. World Bank Econ

Rev 24(3):520–553
Fujii T (2019) Regional prevalence of health worker absenteeism in Tanzania. Health Econ 28(2):311–316
Grech S (2016) Disability and poverty: complex interactions and critical reframings. In: Grech and Soldatic

(eds) Disability in the Global South: the Critical Handbook. Springer. chapter 14, pp 217–236
GroceNE,MontD (2017)Counting disability: emerging consensus on theWashingtonGroup questionnaire.

Lancet 5:E649–E650
Haveman R, Wolfe B (2000) The economics of disability and disability policy. In: Culyer AJ, Newhouse

JP (eds) Handbook of Health Economics: Volume 1B, pp 995–1051
Hoogeveen J (2005) Measuring welfare for small but vulnerable groups poverty and disability in Uganda.

J Afr Econ 14(4):603–631
Inoue A, Solon G (2010) Two-sample instrumental variable estimators. Rev Econ Stud 92(3):557–561

123



T. Fujii

Ivaschenko O, Lanjouw P (2010) A new approach to producing geographic profiles of HIV prevalence: an
application to Malawi. World Med Health Policy 2(1):235–266

Kisanji J (1995) Interface between culture and disability in the Tanzanian context: part I. Int J Disabil Dev
Educ 42(2):93–108

Kisanji J (1995) Interface between culture and disability in the Tanzanian context: part II. Int J Disabil Dev
Educ 42(2):109–124

Loeb ME, Eide AH (2004) Living conditions among people with activity limitations in Malawi: a national
representative study. SINTEF Report STF78 A044511, SINTEF Health Research, Oslo, Norway

Loeb ME, Eide AH (2006) Living conditions among people with activity limitations in Zambia: a national
representative study. SINTEF Report SINTEF A262, SINTEF Health Research, Oslo, Norway

Loyalka P, Liu L, Chen G, Zheng X (2014) The cost of disability in China. Demography 51:97–118
Lusardi A (1996) Permanent income, current income, and consumption: evidence from two panel data sets.

J Bus Econ Stat 14(1):81–90
Masset E, White H (2004) Are chronically poor people being left out of progress towards the Millennium

Development Goals? a quantitative analysis of older people, disabled people and orphans. J Hum Dev
5(2):279–297

Mitra S (2004) Disability and social safety nets in developing countries. SP Discussion Paper 0509, The
World Bank

Mitra S (2018) Disability, health and human development. Palgrave, New York
Mitra S, Palmer M, Kim H, Mont D, Groce N (2017) Extra costs of living with a disability: a review and

agenda for research. Disabil Health J 10:475–484
Mont D, Nguyen C (2018) Spatial variation in the poverty gap between people with and without disabilities:

evidence from Vietnam. Soc Indic Res 137:745–763
Mont D, Cuong NV (2011) Disability and poverty in Vietnam. World Bank Econ Rev 25(2):323–359
National Bureau of Statistics (2002) Household Budget Survey 2000/01 (Dar es Salaam, Tanzania: National

Bureau of Statistics, United Republic of Tanzania)
National Bureau of Statistics (2003a) 2002 Population andHousing Census: General Report (Dar es Salaam,

Tanzania: National Bureau of Statistics, United Republic of Tanzania)
National Bureau of Statistics (2003b) 2002 Population and Housing Census: Volume IMethodology Report

(Dar es Salaam, Tanzania: National Bureau of Statistics, United Republic of Tanzania)
Polinsky AM (1977) The demand for housing: a study in specification and grouping. Econometrica

45(2):447–461
Sohnesen TP, Ambel AA, Fisker P, Andrews C, KhanQ (2017) Small area estimation of child undernutrition

in Ethiopian woredas. PLoS ONE 12(4):e0175445
Taylor HR, Katala S, Muñoz B, Turner V (1991) Increase in mortality associated with blindness in rural

Africa. Bull World Health Organ 69(3):335–338
UNICEF (1999) Children in Need of Special Protection Measures. Dar es Salaam, Tanzania
United Nations (2019) Disability and Development Reprot 2018: Realizing the Sustainable Development

Goals by, for and with persons with disabilities. New York: United Nations
Welsch RE, Kuh E (1976) The variances of regression coefficient estimates using aggregate data. Econo-

metrica 44(2):353–363
White H (1984) Asymptotic theory for econometricians. Academic Press, London
World Bank (2015) Tanzania Mainland Poverty Assessment. Washington DC, USA:World Bank. Available

from http://hdl.handle.net/10986/22021
World Health Organization (2011) World Report on Disability. World Health Organization
Yeo R, Moore K (2003) Including disabled people in poverty reduction work: “nothing about us, without

us”. World Dev 31(3):571–590
Zaidi A, Burchardi T (2005) Comparing incomes when needs differ: Equivalization for extra costs of

disability in the U.K. Rev Income Wealth 51(1):89–114

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted
manuscript version of this article is solely governed by the terms of such publishing agreement and applicable
law.

123

http://hdl.handle.net/10986/22021

	Spatial disaggregation of poverty and disability: Application to Tanzania
	Citation

	Spatial disaggregation of poverty and disability: application to Tanzania
	Abstract
	1 Introduction
	2 Methodology
	2.1 ELL SAE method
	2.2 Applying the ELL SAE method to disability
	2.3 Extending ELL SAE method
	Aggregation approach
	Instrumental variables approach

	3 Data and measurement
	3.1 Data
	3.2 Measurement of poverty and disability

	4 Results
	5 Discussion and conclusion
	Appendix
	Appendix A: Comparison of regional poverty estimates
	Appendix B: Proofs
	References


