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Abstract 

Cyber breaches are costly for the global economy and extensive ef for ts have gone into improving 

the cybersecurity infrastructure. There are numerous types of cyber breaches that vary greatly in 

terms of cause and impact, resulting in an extensive literature for individual cyber breach type. Our 

paper seeks to provide a general framework that can be easily applied to analyze different types of 

cyber breaches. Our framework is inspired by the taxonomy approach in the cybersecurity litera- 

ture, where it was proposed that an effective set of taxonomy can provide a direction on supporting 

improved decision-making in cyber risk management and selecting relevant cybersecurity controls. 

Our paper extends upon the current approach by using this taxonomy to model and predict the as- 

sociated breach outcomes, given the occurrence of a cyber breach. Specifically, our paper applies 

least absolute shrinkage and selection operator (LASSO) within a taxonomy framework. Using a 

proprietary database of known cyber breaches, we show that this analytical tool performs well in 

out-of-sample predictions and a stable model that generates consistent predictions. For each cy- 

ber breach outcome type, we also provide the list of keywords that are useful in predicting the 

outcome type. We envision researcher s, insurer s, underwriter s, and cyber security professionals 

can use (or expand on) our list of keywords, or use our method to yield their own set of keywords. 

Practitioners who seek to mitigate their cyber risk may use these keywords as a guide towards 

the specific attack surfaces that might be most susceptible to the corresponding breach. Our paper 

lays the groundwork for researchers to better apply the taxonomy approach within cybersecurity 

research. We also perform regression analysis to identify industries that are most susceptible to 

various cyber breach events. Our results corroborate with the literature, where some industries are 

indeed more likely to be impacted by certain types of cyberattacks. 

1 © The Author(s) 2023. Published by Oxford University Press. This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial 
License ( https://creativecommons.org/licenses/by-nc/4.0/ ), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is 
properly cited. For commercial re-use, please contact journals.permissions@oup.com 
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Introduction 

The rising prevalence of cyber breaches have led to an increasing 
amount of targeted research surrounding cyber risks. There is a wide 
variety of cyberattacks, such as data breaches on some of the largest 
institutions around the world, ransomware,1 business email compro- 
mise, 2 cyberthefts, 3 Distributed Denial of Service (DDoS) attacks,4 

among many others.5 These different cybercrimes are costly for the 
economy: McAfee and the Center for Strategic and International 
Studies approximate that costs arising is at least $600 billion in 2017 
[ 1 ], and exceeds $1 trillion in 2020 [ 2 ], which implies that nearly 
1% of global GDP is lost to cybercrime annually; and the World 
Economic Forum predicts that $5.2 trillion in global value is at risk 
from cyberattacks from 2019 to 2023 [ 3 ]. 

Given the increasingly high cost of cybercrimes to the global econ- 
omy, much attention has been devoted to better understand cyber 
breaches and associated costs. However, due to the wide variety of cy- 
bercrimes, it may be challenging to conduct meaningful analysis. Al- 
though there exists a wide variety of cybercrimes and that their root 
cause(s) may differ, our central hypothesis is that the root cause(s) 
for the same type of cyber breaches may overlap. This implies there 
are specific attack surfaces that are particularly at risk for specific 
cybercrimes, and also there are attack surfaces that are not as critical 
for specific type of cyberattacks. Considering this institutional back- 
ground outlining cyber breaches and our hypothesis, our paper will 
identify whether such an overlap occurs, and if so, what these specific 
attack surfaces are for different types of cybercrimes. 

The cybersecurity literature is rich in variety of cyber breach in- 
cidences. For data breaches, analysis has shown that neither size nor 
frequency of data breaches have increased, instead it is the severe 
and low-frequency events that have led to heightened attention in 
data breaches [ 4 ]. Other findings suggest that the firm’s location and 
industry sector may be used to assess the data breach risk of a firm 

[ 5 ]. For ransomware, the literature has documented that from 2013 
to mid-2017, the market for ransomware payments only has a small 
number of players responsible for majority of payments [ 6 ]. Stud- 
ies have also shown that an organization’s sector has an impact on 
severity of ransomware attacks, whereas size of an organization had 
no bearing [ 7 ]. For monetary losses, studies showed that for retail 
consumers, scams result in the largest impact on victims, relative to 
payment-related fraud [ 8 ]. For business interruption, the literature 
suggests that premium incentives can be granted by an insurer to- 
ward their clients to mitigate large business interruption costs arising 

1 Ransomware is a type of malware that blackmails to either publish victim’s 
data or perpetually block access until a ransom is paid. In more recent years, 
in light of the effects of COVID-19 and an increase in Work-from-Home 
arrangements around the world, there is also an increase in ransomware 
attacks and their associated impacts. 

2 Business email compromise (i.e. wire transfer fraud) forms another sig- 
nificant portion of cyberattacks. This is a sophisticated scam that targets 
businesses that often work with foreign suppliers and/or businesses which 
regularly perform wire transfer payments. These scams commonly involve 
multiple fraudsters who seek to compromise legitimate business email ac- 
counts via social engineering or computer intrusion methods to conduct 
unauthorized funds transfers. 

3 With the increasing prevalence of cryptocurrency, the industry has suffered 
from major cyber thefts in recent years as well. 

4 DDoS is an attack where attackers deploy a large number of online bots 
that send an extremely large number of requests, packets, or messages to 
the targets, which deny service to legitimate users including employees or 
customers. 

5 We provide a non-exhaustive list of specific examples with numeric infor- 
mation on loss amounts for these type of breaches in Table A1. 

from aggregation risks [ 9 ]. In our review, we also noted a common 
theme that suggests the industry sector does affect the cyber breach 
in areas such as data breaches [ 5 ] and ransomware [ 7 ]. In particu- 
lar, a paper has also described that different industries have different 
level of technical vulnerability and number of bugs in their system. 
This is simply because there exists greater inherent complexity in cer- 
tain industries [ 10 ]. Thus, this inspired us to conduct a short analysis 
involving industry sectors toward the end of our paper as well and 
we find similar results where industry sector does matter in affecting 
outcome types of cyber breaches. 

In our non-exhaustive review above, we see that there is indeed 
a rich variety of cyber breach literature and analysis on their causes 
and how to mitigate these breaches. In particular, we see that numer- 
ous studies tend to focus on specific types of cyber breaches. This 
allows for a more focused and in-depth analysis on individual cy- 
ber breaches. However, we propose that there is currently a lack of a 
more general framework that can be uniformly applied across differ- 
ent types of cyber breaches. This problem is exacerbated by the differ- 
ent datasets used by different researchers in their statistical analysis, 
which leads to a lack of uniformity and consistency. Therefore, we 
are motivated to prepare a dataset where observations are recorded 
in a standardized manner. We do so by coming up and applying 
a unique taxonomy coding (e.g. unauthorized access, unauthorized 
publication, unauthorized transfer, etc). Specifically, in building up 
our database, we required all observations to have verifiable exter- 
nal references. At the same time, we compiled a non-exhaustive list of 
cyber incident trigger taxonomy via an iterative and manual process. 
We looked at each cyber breach event individually and identified the 
root cause(s) for the breach based on the assessment of our subject 
matter experts, and is supplemented by findings from reports avail- 
able online. Each cyber trigger taxonomy is then aggregated to the 
cyber incident within each datapoint. The list of taxonomy is built on 
that of ref. [ 11 ], and new terminologies were also introduced to paint 
a complete picture of the cyber breach event. We then coded each of 
this taxonomy into the database for each observation. This taxon- 
omy helps enlarge the relevant (uniform) data sample for statistical 
data analysis and allow us to use the taxonomy setting to accurately 
predict the outcome type of cyber breach event (given that a breach 
event occurs). Outcome types predicted in this paper include 3rd- 
PartyTransfer , BreachedRecords , AssetsAffected , LocationAffected , 
Per sonEmploy eeAffected , InaccessibleModifiedSystems , Operations- 
Disrupted , Attributedby3rdPartyEcosystem , IncidentResponseCost , 
RecoveryCost , and CompromiseAssessment .6 Our strategy in cod- 
ing each of the taxonomy into the database provides a novel direc- 
tion for researchers on an improved application of taxonomy within 
cyber breach literature. Broadly speaking, one contribution of our 
paper is that it takes a novel application of an analytical method and 
apply it to the taxonomy setting within a predictive model. Specifi- 
cally, this methodology involves utilizing the taxonomy as the list of 
predictive features. We then pass these predictive features through the 
learning model that is implemented by the least absolute shrinkage 
and selection operator (LASSO) [ 12 ] and is trained by the training 
sample. The LASSO method then automatically select the most im- 
portant predictive features within the taxonomy that corresponds to 
the outcome type of cyber breach. Furthermore, we test this model 
against four different types of information criterion (i.e. AIC, BIC, 
AICc, EBIC). We also conducted all our tests with undersampling to 
account for the class imbalance bias. The predictions from the se- 
lected model are consistently accurate in both the within-sample and 
the out-of-sample predictions. 

6 Refer to Table 1 for specific outcome type features definitions. 
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Another significant contribution is the list of cyber incident trig- 
ger keywords that we generated 7 and was used to accurately predict 
the outcome types cyber breach events. This is of practical impor- 
tance for underwriters, as they may now use (or expand on) our 
list of k eyw ords (or apply the methodology to yield their own set 
of k eyw ords ) to draft (1) more effective and targeted underwriting 
agreements, and (2) more concise pre-purchase survey forms. This 
is because this set of keywords can be useful in predicting the out- 
come types of a cyber breach event. In addition, the selected taxon- 
omy can also help companies (or individuals) who seek to mitigate 
their risks of cyber breaches as it serves as a guide toward the attack 
surfaces that might be most susceptible to the corresponding breach. 
This is pertinent as corporations are looking into optimizing invest- 
ments into cybersecurity and this emphasizes the value of the predic- 
tive methodology given in our paper [ 13 ]. However, there are also 
limitations to our paper and taxonomy approach, which we discuss. 
Finally, we also conduct a traditional analysis to uncover the suscep- 
tibility of different industries suffering from different outcome-types 
of cyber breach events. 

The rest of our paper is organized as follows. In the “Literature re- 
view” section, we conduct a literature review on the multiple strands 
of related research. In the “Data description and methodology” sec- 
tion, we provide a description of the data and methodology. The “Key 
results and analysis” section describes the analysis and explains the 
key results. The “Discussion and conclusion” section provides a dis- 
cussion and concludes. 

Literature review 

Our paper extends upon three strands of literature. First, we explore 
the cyber breach literature that has received significant attention in 
recent years. Reference [ 14 ] provides an economic model concern- 
ing security investment for a firm and this model has been widely 
discussed among researchers [ 15 , 16 ]. In response to their paper, ref. 
[ 17 ] discussed potential difficulties in measuring the reduction in vul- 
nerability arising from security investments, and instead suggested to 
map the level of security investments to changes made in the level of 
security. There is also a growing literature on empirical research spe- 
cific to cybersecurity breaches [ 4 , 18 , 19 ]. There are also papers in 
the literature that seek to identify the impact of cyber breaches [ 20 , 
21 , 22 ]. Another contribution of our paper to this stream of litera- 
ture is that we provide a machine learning methodology in analyzing 
cyber breaches. This is aligned with the multidisciplinary approach 
that has been highlighted to be important in cyber research [ 23 , 24 ]. 

Second, we also extend upon the taxonomy of cyber breach liter- 
ature. There have been efforts made to define the impacts of cyberat- 
tacks [ 25 , 26 ]. Reference [ 27 ] analyzed 180 cyber insurance policies 
from New York, Pennsylvania, and California and documented rel- 
atively more variation in contract exclusions. This suggests that the 
taxonomy might indeed serve as a useful tool for underwriters when 
it comes to drafting contracts, especially in the section of exclusions, 
which can guide them to focus on the attack surfaces that matter. 
More recently, ref. [ 11 ] proposed that the underlying reason that the 
potential impact of cyberattacks is uncertain is due to a lack of effec- 
tive metrics, tools, and frameworks that assist in our understanding 
of the harm organizations face from cyberattacks. Their paper con- 
ducted an extensive literature search and identified various types of 
harm and created a taxonomy of cyber harms encountered by orga- 
nizations. They then propose that an effective taxonomy should pro- 

7 These keywords and the associated definitions can be found in Table 1 . 

vide a direction on better understanding the harms for organizations 
and help support improved decision-making in risk management as 
well as selecting relevant security controls. This is one of the stream 

of literature that our paper contributes to. Specifically, our paper ex- 
tends upon their approach by basing the predictive features upon an 
exhaustive list of taxonomy, and then use this taxonomy to model 
and predict the associated breach outcomes, given the occurrence of 
a cyber breach event. 

Third, the model used in our paper is based on machine learning 
literature. Machine learning is a fast growing literature, with appli- 
cations in diverse fields [ 28 ]. There has also been some work done in 
the cybersecurity literature that applies concepts of supervised ma- 
chine learning such as regression trees [ 19 ]. Specifically, in our paper, 
due to the relatively smaller sample dataset that we have (a common 
problem shared among most other cyber breach events database), we 
apply the LASSO in the model [ 12 ] with the AIC.8 Reference [ 29 ] 
took a novel perspective by expanding on earlier literature by using 
exploits in the wild as their outcome variable, rather than the com- 
monly used published exploits in the literature within their model 
to maximize utility of their predictive models. This is similar in ap- 
proach to ours as new terminologies were consistently introduced 
to the taxonomy in order to provide a more holistic perspective of 
the event. As another contribution of our paper, we apply machine 
learning literature to analyze the fast-changing and quickly expand- 
ing field of cyber breach literature. Specifically, a novel perspective 
introduced in our paper is that we do not focus solely on software 
vulnerabilities, but also include vulnerabilities in business processes 
(such as personnel vulnerabilities, social engineering) when it comes 
to predicting cyber breach outcome type. This is intuitive as business 
processes form a critical segment of cyber breach vulnerability. Fur- 
thermore, we do not only focus on whether a cyber breach occurs, 
but we take it a step further by providing information on what type 
of outcomes will occur, given that a cyber breach does take place. 
The relatively high dimensional feature vector also includes different 
perspectives of a cyberattack, which helps to provide a more well- 
rounded view of the cyber breach event. 

Data description and methodology 

Data description 

The primary data source is compiled by the Insurance Risk and 
Finance Research Center (IRFRC) for the Cyber Risk Manage- 
ment (CyRiM) project. The team at IRFRC conducted an extensive 
data verification and the database is proprietary to CyRiM. CyRiM 

Project receives most of their proprietary data through their collabo- 
ration with various industry partners, such as global insurance com- 
panies, cyber risk consulting companies, as well as a Fortune500 
telecommunications and media company, among many others. Fur- 
thermore, we supplement the database by retrieving additional cy- 
ber breach events that were reported in various news sources, media 
outlets, and internet websites (such as Hackmageddon) [ 11 ]. In the 
compilation of the database, we required all observations to have 
verifiable external references. 

For each cyber breach event, we compiled a non-exhaustive 
list of cyber incident trigger taxonomy via an iterative and man- 
ual process. Our trigger taxonomy is one of the more compre- 
hensive list in the literature and industry. When we were con- 
structing our database and defining the appropriate cyber incident 

8 A detailed description of the LASSO methodology, and consideration of 
different information criterion (i.e. AIC, BIC, AICc, and EBIC) can be found 
in the online appendix. 
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triggers, we reviewed the common schema provided in the liter- 
ature and publicly available databases. For example, in the Pri- 
vacy Rights Clearinghouse database [ 30 ], they defined eight types 
of breach with “CARD”, “HACK”, “INSD”, “PHYS”, “PORT”, 
“ST A T”, “DISC”, and “UNKN”9 ; in the Identity Theft Resource 
Center annual results [ 31 ], they used a more comprehensive clas- 
sification of 19 types of root cause of compromise, but apart from 

“Phishing/Smishing/BEC”, “Ransomware”, “Malware”, “Other-not 
specified”, and “NA”, all other variables have fewer than 100 oc- 
currences. We also reviewed Gemalto Breach Level Index Report 
[ 32 ], which reported six breach source classifications: “Malicious 
Outsider”, “Accidental Loss”, “Malicious Insider”, “Hacktivist”, 
“State Sponsored”, and “Unknown”. We also had the opportunity 
to review the recent OTCAD (Operational Technology Cyber At- 
tack Database) [ 33 ], which used four attacker classifications: “tar- 
geted attack”, “untargeted attack”, “disgruntled employee”, and 
“unknown”. We benefitted greatly from this preliminary analysis, 
but we quickly found that these lists on the public domain was not 
broad enough for classifying our database that had a greater vari- 
ety of cyber incident triggers. Thus, using the knowledge set that we 
have acquired, we proceeded to look at each cyber breach event in- 
dividually and identified the root cause(s) for the breach based on 
the assessment of our subject matter experts, and is supplemented 
by findings from reports available online. Each cyber trigger taxon- 
omy is then aggregated to the cyber incident within each datapoint. 
The list of taxonomy is built on that of ref. [ 11 ] as well as our prior 
analysis of other publicly available databases, and new terminologies 
were also introduced to paint a complete picture of the cyber breach 
event. We then coded each of this taxonomy into the database for 
each observation. Objectively, it is also important to note that this 
dataset is not exhaustive, and may be subjected to discovery bias as 
it is limited by what is shared with us by our partners. 

The data runs from 2014 to 2019, with a total of 3189 observa- 
tions of unique cyber breach events. The distribution of the observa- 
tions across different years are presented in Table A2. We note a con- 
centration of observations from 2016 to 2019, as that is also the pe- 
riod of the CyRiM project. Each observation records the target of the 
cyber breach, a brief description of the breach, the industry type (i.e. 
target class), the country, the type of attack (i.e. attack class), a list of 
cyber incident trigger taxonomy. Each observation also includes 11 
outcome events such as AssetsAffected (if assets were affected and 
specific amount if available), LocationAffected (if physical or digi- 
tal locations were affected and specific amount if available), Person- 
EmployeeAffected (if personnel/employees were affected and num- 
ber if available), InaccessibleModifiedSystems (if there were inacces- 
sible/unauthorized/modified records or systems and specific amount 
if available), BreachedRecords (if there were any breached records 
and specific amount if available), 3 rd PartyTransfer (if there were any 
monetary loss to unauthorized 3 rd party and specific amount if avail- 
able), OperationsDisrupted (if operations were disrupted), Attribut- 
edby3rdPartyEcosystem (if the breach could be attributed to the 3 rd 

party ecosystem, i.e. vendor/client/partner/cloud/social media), Inci- 
dentResponseCost (if there were any incident response cost), Recov- 
eryCost (if there were any recovery cost), and CompromiseAssess- 
ment (if there were any compromise assessment). 

Based on these data, we seek to understand if the list of cy- 
ber incident trigger taxonomy can be used to predict the outcomes 
of the breach. We divide the cyber incident trigger taxonomy by 
first developing the full list of unique taxonomy used within each 

9 Refer to PR C’ s website for variable definition. 

taxonomy type, and generate dummy variables for each of the unique 
terms identified. Using this method, we managed to yield a total of 
39 dummy variables/features from the cyber incident trigger tax- 
onomy. Table 1 provides the detailed definition of the 11 outcome 
events variables and the 39 cyber incident trigger variables, alongside 
the frequency of occurrence of each variable across our 3189 data 
points. 

With our comprehensive list of taxonomy, we hope that this may 
serve as a foundation for other researchers when conducting similar 
research. For example, when other researchers conduct analysis of 
their databases, they may utilize our incident taxonomy (along with 
its detailed definition list) as a starting point to define the incident 
taxonomy of their databases. At the same time, as the field of cyber- 
security research is fast changing, we do expect that our taxonomy 
is non-exhaustive and may be lengthened and improved upon by our 
colleagues in the future. Following the same line of reasoning, we ar- 
gue that a continual improvement in the taxonomy is the best way 
forward in the field of cybersecurity research. This is because in cy- 
bersecurity research, there will always be cyber attackers who will 
come up with novel and creative cyber triggers. Thus, to ensure that 
the research remains current and pertinent, a continual improvement 
in the taxonomy is critical and relevant. 

Methodology 

The sample dataset consists of 3189 observations and a total of 39 
features that can be included in the model. This gives rise to two strik- 
ing concerns: (1) overfitting problem and (2) inability to determine, 
which features are the best features that can be used to predict the 
outcomes of the breach. Furthermore, this problem is exacerbated 
when we have a class imbalance problem (i.e. unequal distribution 
of outcomes) within certain breach-outcome types. We address the 
class imbalance problem by conducting all of the analyses with un- 
dersampling.10 

Our solution in mitigating the two striking concerns is to reduce 
the regression objective function by dropping the ones that contribute 
little to the fit. To specify this mathematically is to implement the 
LASSO in the model [ 12 ]: 

min 
1 
n 

n ∑ 

i = 1 

(
y i − x ′ i β

)2 + λ

p ∑ 

j = 1 

∣∣β j 
∣∣ , 

where n is the number of observations; each observation has a single 
outcome, denoted by y i , and p covariates, denoted by the covariate 
vector x i = ( x i 1 , x i 2 , . . . , x ip ) ; β is the coefficient vector, denoted by 
βi = ( β1 , β2 , . . . , βp ) , and λ is the tuning parameter (i.e. it captures 
the penalty associated with selecting more features). As it is well doc- 
umented in the literature, the LASSO performs the model selection 
for us. This helps to mitigate the second problem above. Further- 
more, as the model will drop variables that contribute little to the fit, 
the resulting model will have less features, which help to mitigate the 
overfitting problem (i.e. first problem above). 

In the predictive model, we use the logistic link function, as the 
outcome features in the model are dummy variables that only take 
the value of 0 or 1. The reason we use only dummy variables and not 
order of magnitude as our outcome variable is simply due to database 
constraints. Some firms may not choose to report the specific number 
of records that have been breached, while others may have discov- 
ery delays and report that the number of physical or digital assets 

10 Refer to online appendix for more details on class imbalance problem. 
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Table 1: This table provides the definitions for all outcome event variables and cyber incident trigger variables 

No. Variable name Definition Count 

Outcome event 
A. 3rdPartyTransfer Takes the value of 1 if there were any money lost to an unauthorized third party, 0 

otherwise. 
267 

B. BreachedRecords Takes the value of 1 if there were any records transferred to an unauthorized third 
party, 0 otherwise. 

1474 

C. AssetsAffected Takes the value of 1 if there were any physical or digital assets affected by the cyber 
incident, 0 otherwise. 

2180 

D. LocationAffected Takes the value of 1 if there were any physical or digital location affected by the 
cyber incident, 0 otherwise. 

2185 

E. Per sonEmploy eeAffected Takes the value of 1 if there were any employees or stakeholders affected by the 
cyber incident, 0 otherwise. 

321 

F. InaccessibleModifiedSystems Takes the value of 1 if there were any records affected by the cyber incident, 0 
otherwise. 

687 

G. OperationsDisrupted Takes the value of 1 if there were any business interruption attributed to the cyber 
incident, 0 otherwise. 

2108 

H. Attributedby3rdPartyEcosystem Takes the value of 1 if the onset of cyber incident is attributed to an authorized 
stakeholder/third party who is not within the direct contract and management of 
the victim’s entity, 0 otherwise. 

368 

I. IncidentResponseCost Takes the value of 1 if there were any direct technical investigation, forensics costs, 
as well as notification costs to third parties, 0 otherwise. 

1830 

J. RecoveryCost Takes the value of 1 if there were direct technical restoration costs as well as 
business centric costs to third parties, 0 otherwise. 

2231 

K. CompromiseAssessment Takes the value of 1 if unconfirmed cyber incident indicators claimed/reported by 
third parties, which require a thorough assessment to validate if indicators 
reported were true, 0 otherwise. 

554 

Cyber incident trigger 
1. Account Hijack Defined as a trigger when there is an attempt for business accounts to be taken over 

by another party for malicious intent and purposes. 
458 

2. Business Email Compromise Defined as a trigger when there is an attempt to utilize corporate email accounts to 
facilitate losses to the company. 

195 

3. Business Extranet Compromise Defined as a trigger when there is an attempt to utilize the organization’s extranet 
(i.e. controlled, private network) to facilitate false transactions. 

152 

4. DDoS Attack Defined as a trigger when there is an attempt to disrupt normal traffic of company’s 
server, service, or network by overwhelming the IT infrastructure with a flood of 
internet traffic. 

195 

5. Delayed Notification Defined as a trigger when there is a lack of immediate and/or timely notification of 
the vulnerabilities to relevant decisionmakers and/or key stakeholders. 

96 

6. Messaging Platform Vulnerability Defined as a trigger when the losses arise from vulnerabilities from messaging 
platforms. 

75 

7. Misrepresented Authentication Defined as a trigger when there is an attempt to grant false authentication for 
business approvals. 

136 

8. Misrepresented Request for 
Credentials 

Defined as a trigger when there is an attempt for requests of username and 
password credentials for the intent to compromise admin, super user accounts, 
user, or business authority accounts. 

147 

9. Misrepresented Social Media 
Accounts 

Defined as a trigger when there is an attempt to utilize compromised social media 
accounts to push malicious and/ or misrepresented information to the followers 
and/or the public. 

39 

10. Prolonged Period of Exposure Defined as a trigger when a compromised systems environment has been actively 
exploited over a given period of time without the company being aware. 

46 

11. Targeted Attack Defined as a trigger when malicious actors purposefully exploit and compromise 
their known victim/organization. 

33 

12. Database Vulnerability Defined as a trigger when there is technical vulnerability in the database which can 
be exploited resulting in the cyber event. 

26 

13. Unauthorised Access Defined as a trigger when someone gains access to a company’s resource without 
approval from the system owner. 

2485 

14. Unauthorised Action Defined as a trigger when someone performs retail activities without approval from 

the actual user account holder. 
373 

15. Unauthorised Broadcast Defined as a trigger when someone performs a mass communication through a 
compromised account without approval from the system owner. 

121 

16. Unauthorised Change Defined as a trigger when someone performs a configurational change to the system 

without approval from the system owner. 
1084 

17. Unauthorised Monetary Transaction Defined as a trigger when someone performs monetary transfers without approval 
from the system owner. 

298 
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6 Goh et al. 

Table 1: Continued 

No. Variable name Definition Count 

18. Unauthorised Propagation Defined as a trigger when someone performs a mass propagation of political ideals 
through a compromised account without approval from the system owner. 

79 

19. Unauthorised Publication Defined as a trigger when someone performs a publication on the system without 
approval from the system owner. 

615 

20. Unauthorised Redirection Defined as a trigger when someone performs a redirection of service through a 
compromised system account without approval from the system owner. 

137 

21. Unauthorised Resale Defined as a trigger when someone resells digital assets (usually data) without 
approval from the system owner. 

344 

22. Unauthorised Scanning Defined as a trigger when someone conducts security scanning on an organization’s 
external/internal facing services for vulnerabilities to exploit without approval 
from the system owner. 

143 

23. Unauthorised Trade Defined as a trigger when someone trades digital assets (usually data) without 
approval from the system owner. 

131 

24. Unauthorised Transaction Defined as a trigger when someone transacts without approval from the system 

owner. 
436 

25. Unauthorised Transfer Defined as a trigger when someone successfully transfers digital assets/data without 
approval from the system owner. 

1223 

26. Unauthorised URL Direction Defined as a trigger when someone performs a redirection of a web service through 
a compromised DNS entry link without approval from the system owner. 

63 

27. Unauthorised Use of Credentials Defined as a trigger when someone uses the username and password credentials 
without approval from the actual user account holder. 

89 

28. Unauthorised Use of Data Defined as a trigger when someone uses the data without approval from the actual 
user account holder. 

341 

29. Unsecured MongoDB Defined as a trigger when the default (and unsecured) configuration of MongoDB 
and its industry equivalent noSQL DB is being used. 

31 

30. Vulnerability Exploit Defined as a trigger when known technical vulnerabilities are exploited. 121 
31. Vulnerability Incomplete 

Installations 
Defined as a trigger when default installations and system configurations are used 

without additional hardening of systems. 
83 

32. Phishing Email Defined as a trigger when an attacker sends a fraudulent message designed to trick 
a human victim into revealing sensitive information/data. 

129 

33. Social Engineering Defined as a trigger when someone conducts a digital/physical act that influences the 
victim to take an action that may or may not be in the best interests of the victim. 

157 

34. Phreaking Defined as a trigger when the attacker hacks into secure telecommunication 
networks resulting in mobile phone cloning, bluejacking, and other forms of 
mobile phone hacking. 

45 

35. W ebsite V ulnerability Defined as a trigger when the web frontend has technical vulnerabilities which are 
exploited. 

138 

36. Remote Desktop Protocol 
Vulnerability 

Defined as a trigger when hackers exploit a technical vulnerability to connect to a 
system from a separate location via the internet. 

94 

37. SQL Injection Defined as a trigger when the attacker uses malicious SQL code for backend 
database manipulation. 

65 

38. Skimming Defined as a trigger when attackers steal cardholder’s personal payment 
information via physical/digital methods. 

131 

39. Content Management System 

Vulnerability 
Defined as a trigger when the CMS has technical vulnerabilities which are exploited. 56 

that were affected is more than what was originally reported. Other 
database constraints involve difficulty to quantify and combine dif- 
ferent types of cyber breach events. For example, a firm that experi- 
ences 100 breached records of personal identifiable information and 
1000 breached records of credit card information—simply defining 
the total number of 1100 breached records may be misleading here. 
More importantly, we feel that our paper lays the initial ground- 
work to conduct similar analyses moving forward. It will be inter- 
esting indeed to have more granular definitions in future research 
works that apply similar analytical strategy as that presented in our 
paper. 

In our analysis, we first divide the full sample into the training 
sample and testing sample in the ratio of 80:20. We then run the 

regression model on the training sample to allow the model to learn 
the important features that are key to predicting the corresponding 
type of cyber breach outcome. After learning the important features, 
we apply the trained model to the testing sample in order to predict 
the corresponding outcome. We then measure accuracy of predic- 
tions made by the trained model. We utilize two types of accuracy 
measures, (1) TruePN and (2) F 1 -score , refer to Fig. 1 for definitions, 
where: 

TruePN = 

T P + T N 

T P + F P + T N + F N 

F 1 − Score = 

{ 

1 
2 

[ (
T P 

T P + F N 

)−1 

+ 

(
T P 

T P + F P 

)−1 
] } −1 

. 
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P redictive taxonom y analytics (LA SSO): predicting outcome types of cyber breach 7 

Figure 1: This figure illustrates how TP , FP , TN , and FN are defined.. 

Table 2: This table provides the results for the LASSO model under the Ak aik e information criterion 

Information criterion: AIC 

summary Within-sample fit Out-of-sample prediction No. of features selected 

TruePN F 1- score TruePN F 1- score 

Mean SD Mean SD Mean SD Mean SD Mean SD 

3rdPartyTransfer 0.8368 0.0090 0.8150 0.0067 0.8272 0.0333 0.7995 0.0276 21.30 2 .71 
BreachedRecords 0.8850 0.0030 0.8894 0.0028 0.8806 0.0140 0.8852 0.0144 28.40 1 .78 
AssetsAffected 0.7784 0.0154 0.7759 0.0185 0.7699 0.0230 0.7659 0.0264 25.20 1 .48 
LocationAffected 0.7725 0.0046 0.7665 0.0067 0.7598 0.0235 0.7535 0.0283 19.50 4 .72 
Per sonEmploy eeAffected 0.7201 0.0154 0.7227 0.0144 0.6906 0.0368 0.6870 0.0505 17.40 1 .84 
InaccessibleModifiedSystems 0.7451 0.0050 0.7662 0.0042 0.7463 0.0275 0.7673 0.0313 16.70 3 .95 
OperationsDisrupted 0.7528 0.0073 0.7551 0.0108 0.7374 0.0159 0.7397 0.0158 27.90 0 .99 
Attributedby3rdPartyEcosystem 0.6640 0.0164 0.6217 0.0664 0.6462 0.0244 0.5880 0.0706 17.10 2 .73 
IncidentResponseCost 0.8031 0.0050 0.7975 0.0049 0.8038 0.0162 0.7983 0.0165 14.50 12 .59 
RecoveryCost 0.8083 0.0060 0.8155 0.0067 0.8045 0.0226 0.8143 0.0207 28.00 2 .00 
CompromiseAssessment 0.7720 0.0163 0.7866 0.0154 0.7503 0.0217 0.7648 0.0267 24.70 4 .76 
Average 0.7762 0.0094 0.7738 0.0143 0.7651 0.0235 0.7603 0.0299 21.88 3 .59 

It details the mean and SD of the number of features selected, as well as the TruePN and F 1 -score for both the within-sample fit and the out-of-sample prediction. 

Key results and analysis 

11 

P redictive taxonom y analytics using LA SSO 

The first part of the analysis is to identify the consistency in predictive 
accuracy of the LASSO under AIC.12 We randomly separated the 
training sample and the testing sample using 10 different seed values, 
this allows us to test the stability of the model’s accuracy. We present 
the mean and SD of the results from the 10 different random samples. 
We focus on the TruePN and F 1 -score and found that the SD for the 
different features are relatively small. The results are presented in 
Table 2 . 

The average SD across different outcome features is 2.35 and 
2.99% for TruePN and F 1 -score , respectively. Furthermore, as the 
mean TruePN and F 1 -score across all different outcome features is 
76.5 and 0.7603%, respectively, this implies an associated coefficient 
of variation of 3.08 and 3.93%, respectively. Thus, this shows that 
the results are generally well clustered. Overall, these results show 

that the accuracy of the model is consistent across different seed val- 
ues, which provides support for the robustness of the results. 

Hence, the first part of the analysis above shows that the predic- 
tive accuracy of the LASSO under AIC is sufficiently and consistently 

11 Figure 1 shows True Positive ( TP ), True Negative ( TN ), False Positive 
( FP ), and False Negative ( FN ) distributions. 

12 We demonstrate the LASSO under AIC has the best predictive accuracy 
relative to other information criterion in the online appendix. 

high. The practical implication is that there exists a set of selected 
k eyw ords (i.e. cyber incident trigger taxonomy) in our taxonomy that 
can be used to accurately predict the outcome of the cyber breach, 
given that a cyber breach occurs. This is of practical importance for 
researchers, insurers, and underwriters, as they can now use (or ex- 
pand on) our list of k eyw ords (or apply the methodology explained 
above to yield their own unique set of k eyw ords ) to predict cyber 
breach outcome types. The next part of the analysis focuses on what 
these keywords are and the implication that this brings to the indus- 
try. 

Keyword analysis and implication for underwriters, 

insurers, companies, and individuals 

In the previous section, we trained the model with a total of 39 unique 
features, and have the model automatically select the most impor- 
tant features for us (i.e. feature selection ), under the AIC with under- 
sampling to mitigate the class imbalance bias. We also show in the 
previous section how accurate these features are when it comes to 
predicting outcomes of a cyber breach event. In this section, we seek 
to shed light on what these selected features are and seek to provide 
a framework that stakeholders can use when it comes to managing 
cyber risks. 

Specifically, each outcome variable type within each sample (i.e. 
recall we have 10 random samples generated by 10 different seed 
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8 Goh et al. 

Table 3: This table illustrates the significance of cyber incident trigger variables in the model where BreachedRecords is the outcome 

variable for ten different seed values 

Seed Values 111 222 333 1 2 3 11 22 33 123 

Features 1 2 3 4 5 6 7 8 9 10 
Account hijack + 

∗ + + + + + + + 

Business email compromise −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗

Business extranet compromise + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

DDoS attack −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗

Delayed notification + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Messaging platform vulnerability + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Misrepresented authentication −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗

Misrepresented request for credentials −∗ – −∗ – −∗

Misrepresented social media accounts + + + + + 

∗∗∗ + + 

∗∗ + 

Prolonged period of exposure – – – + 

∗∗ –
Targeted attack + + 

∗∗∗ + + + + + 

∗∗∗

Database vulnerability + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Unauthorized access −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗

Unauthorized action −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗ −∗∗∗ −∗∗∗ −∗∗∗

Unauthorized broadcast 
Unauthorized change −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗

Unauthorized monetary transaction + + + + + + + + 

Unauthorized propagation 
Unauthorized publication + 

∗ + + 

∗∗ + + 

∗ + + 

∗∗ + 

∗∗ + 

∗∗ + 

∗∗

Unauthorized redirection + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Unauthorized resale + 

∗∗ – + 

Unauthorized scanning −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗

Unauthorized trade −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗ −∗∗∗

Unauthorized transaction + + 

∗∗ + 

∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗ + 

∗∗ + 

∗ + 

∗∗ + 

∗∗

Unauthorized transfer + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Unauthorized URL direction + 

∗ + + 

∗ + + + + + 

Unauthorized use of credentials – – + 

Unauthorized use of data + 

∗∗∗

Unsecured MongoDB + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Vulnerability exploit 
Vulnerability incomplete installations + 

∗∗∗ + 

∗∗∗

Phishing email + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Social engineering + + + 

∗∗∗ + + + + + 

∗ + + 

Phreaking + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Website vulnerability + 

∗∗∗ + 

∗∗∗ + 

∗ + 

∗∗∗ + 

∗ + 

∗∗ + 

∗∗ + 

∗∗∗ + 

∗∗

Remote desktop protocol vulnerability + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

SQL injection + 

∗∗ + 

∗ + 

∗∗∗ + 

∗∗∗ + + 

∗∗∗ + 

∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗

Skeeming + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗ + 

∗∗∗

Content management system vulnerability – −∗∗

values) is associated with their own list of selected features (i.e. key- 
words ). We run this set of selected features within their correspond- 
ing training sample and we summarize the sign and significance of the 
coefficients. The results for outcome variable type BreachedRecords 
is presented in Table 3 . 

Columns 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10 corresponds to seed val- 
ues of 111, 222, 333, 1, 2, 3, 11, 22, 33, and 123, respectively. We 
repeat the analysis for each of the other outcome variable type, and 
the results are summarized in Table A5. Specifically, in Table A5, re- 
sults for outcome variable type 3rdPartyTransfer , AssetsAffected , Lo- 
cationAffected , Per sonEmploy eeAffected , InaccessibleModifiedSys- 
tems , OperationsDisrupted , AttributedBy3rdPartyEcosystem , Inci- 
dentResponseCost , RecoveryCost , and CompromiseAssessment , are 
presented in Panels A, B, C, D, E, F, G, H, J, and K, respectively. In- 
terpreting the results in these tables is straightforward. For exam- 
ple, in Table A5 Panel A, we present the results for outcome feature 
3rdPartyTransfer . We show that “Account Hijack ” is selected and 
positively relates under all 10 columns but is only statistically signif- 
icant at the 10 and 5% in columns 6 and 8, respectively. It is also 

intuitive to see that when there is a “DDoS Attack ,” it negatively 
relates to 3rdPartyTransfer and is significant at the 1% level across 
all columns. This strategy can be readily applied across different fea- 
tures to understand, which of the selected features can be used to 
accurately predict the outcome feature. In addition, we summarized 
triggers that are statistically significant at the 1% level across all 10 
seed values in Table 4 . This provides readers a bird’s eye view on the 
most significant triggers for each outcome feature. However, it is to 
be noted that there are other triggers that are significant at the 5 and 
10% level, which are not highlighted in Table 4 . 

A potential concern in our method here is multicollinearity prob- 
lems. While LASSO can handle multicollinearity by dropping fea- 
tures, it does not control, which feature to be removed and this may 
result in unstable feature selection. To mitigate multicollinearity con- 
cerns, we construct a correlation matrix of the cyber triggers and 
the results are presented in Table A6. With 39 cyber triggers, we 
have 741 unique pairs of cyber triggers, among which only 12 pairs 
have an absolute correlation value between 0.3 and 0.5 and only one 
pair has an absolute correlation value greater than 0.5, with the rest 
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having little to no correlation indicated by an absolute correlation 
value that is between 0 and 0.3. Therefore, it is unlikely that multi- 
collinearity had significantly affect our results. However, we propose 
that in future work, a good strategy to deal with highly correlated 
variables would be to combine highly correlated features into a sin- 
gle variable. 

Taken together, these results provide a grounded methodology 
for underwriters to identify a list of k eyw ords that are mathemati- 
cally associated with each outcome feature. This is of significant im- 
portance for underwriters of cyber insurance products, as their core 
scope of work is to accurately determine the associated level of risk 
involved in the client’s cybersecurity posture toward different types 
of cyber insurance product. For example, if a potential client is in- 
terested to purchase a cyber insurance product that indemnifies the 
insured when their records are breached, the underwriter can look at 
our result in Table 3 , Table 4 , and Table A5 to improve their assess- 
ment of the risk level of the potential client. These tables tell them that 
the breach of records is significantly more likely, at the 1% level, to be 
triggered by “Database Vulnerability”, “Unauthorised Redirection”, 
“Unauthorised Transfer”, “Phishing Email”, “Phreaking”, “Remote 
Desktop Protocol Vulnerability”, “Skimming”; whereas issues such 
as “Business Email Compromise”, “DDoS Attack”, “Unauthorised 
Access”, “Unauthorised Change”, and “Unauthorised Scanning” are 
significantly less likely, at the 1% level, to result in BreachedRecords . 

This means that when the underwriters are assessing the risk 
levels of the potential client, they know that they should, e.g. pay 
more attention to potential technical vulnerabilities in the database 
(i.e. “Database Vulnerability ”); pay more attention on whether train- 
ing programs are in place to educate system owners to not click on 
fraudulent emails (i.e. “Phishing Email ”); and pay more attention 
on whether operation controls are in place to prevent attackers from 

stealing cardholder’s information (i.e. “Skimming ”). Similarly, under- 
writers also know that they should, for example, pay less attention on 
whether training programs are in place to minimize attempts made 
to utilize corporate email accounts to facilitate losses to the com- 
pany (i.e. “Business Email Compromise ”); pay less attention on cy- 
ber security defense architecture such as multi-level protection strate- 
gies (e.g. firewall, VPN, content filtering, etc) that reduce the risk of 
DDoS attacks (i.e. “DDoS Attack ”); and pay less attention on oper- 
ation controls in place to reduce the risk of someone gaining access 
to a company’s resource without approval from system owner (i.e. 
“Unauthorised Access ”). Our result can help underwriters zoom in 
quickly on the cybersecurity risk postures that matter for the poten- 
tial client. At the same time, our results will allow underwriters to 
draft more effective documents (e.g. underwriting contracts and pre- 
purchase survey forms) in assessing and underwriting the cybersecu- 
rity risk levels of the potential client. That said, we like to highlight 
that our example above is specific toward underwriters who are only 
assessing the risk level of BreachedRecords . However, when under- 
writers are assessing the cyber risks of other cyberattack outcomes, 
they are advised to take on a more holistic perspective and account 
for a wider set of cyber incident triggers. At the same time, it is also 
important for users to refer to the definition table of our taxonomy. 
This is because different individuals may have different interpreta- 
tions for the various cyber incident trigger, such as “Unauthorized 
Access”. Therefore, it is important for users of our results to refer to 
our definition table and ensure that their definitions of cyber incident 
triggers are aligned with ours before using the results in this paper to 
make key decisions. 

Following a similar logic, these results are also of great signifi- 
cance to cybersecurity companies and cybersecurity risk management 
teams. The objective of these cybersecurity professionals is to im- 

prove and secure the cybersecurity risk posture of the firm towards 
different types of cybersecurity risks. For example, if the firm is par- 
ticularly vulnerable to having their records breached, or they are par- 
ticularly interested to ensure their records are well protected. Our 
results here can help the cybersecurity professionals quickly identify 
the cybersecurity risk postures that matter for the firm (i.e. the same 
as the ones mentioned above). Thus, this helps them focus on im- 
proving and securing the risk postures that are critical in protecting 
the firm from having their records breached. 

LASSO discussion 

A reason why LASSO was more useful in our setting, relative to a 
traditional regression model, was because it can help to improve the 
goodness of fit of our model, and consequently improve the predic- 
tive power of our model. For example, using our BreachedRecord 
outcome variable, we first ran a multiple linear regression using the 
12 cyber incident trigger variables that were significant at the 1% 

level across all 10 seed values (Table 3 ), we arrived at an F -statistic 
that is 367.16. Next, we ran a second multiple linear regression using 
all 39 cyber incident trigger variables, the F -statistic deteriorated to 
120.17. At the same time, the adjusted- R 

2 also experienced only a 
marginal improvement from 0.5799 to 0.5935. 

Another traditional strategy in running regressions is to employ 
a theory-driven approach, where we identify which cyber incident 
triggers are likely to result in the outcome variable. We then test our 
intuition by running the regression model. Even though this strat- 
egy may have been employed for our paper, we decided against it as 
it may introduce confirmation bias [ 34 ], where we include variables 
that confirm our initial beliefs and unknowingly exclude other rele- 
vant variables. Therefore, we used LASSO and successfully arrived 
at models that were accurate in its out-of-sample prediction, coupled 
with several interesting results, as documented in T able 3 , T able 4 , 
and Table A5. 

Finally, as the cost of collecting and storing information decreases, 
we foresee that data on cyber breaches will increase significantly in 
the future. This signifies the importance of utilizing non-traditional 
methodologies to analyze big data.14 We hope that our paper may 
encourage our colleagues to utilize novel and creative methodologies 
to uncover even more interesting results. 

Regression on industry type 

Inspired by prior literature, we seek to identify industries that might 
be most susceptible to specific cyber breaches. Following methodol- 
ogy from prior literature, we apply standard traditional regression 
analyses and include all industries in the regression model. To ac- 
count for potential-omitted variable bias, we control for year-fixed 
effects,15 and the model is as follows: 

CyberBreachOut com e t = α0 + αt + Indust ryTyp e t + ∈ t , 

where CyberBreachOutcome is the 11 outcome features used in the 
earlier analyses, IndustryType is the breached firm’s industry, α0 is 
the constant term, αt controls for the year fixed effects, ∈ t is the error 
term, and we use the robust standard errors. The results are presented 
in Table 5 . 

As the coefficients represent a relative difference between differ- 
ent industries, it may be more interesting to identify how each indus- 

14 Refer to online appendix for a more detailed discussion on why LASSO 

was selected over traditional regression approaches. 
15 We drop the year-fixed effects and results remain consistent and are pre- 

sented in Table A7. 
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Table 6: This table highlights the industry types that are most statistically and economically significant in the regression analysis where 

the outcome variable is BreachedRecords 

Outcome feature BreachedRecords 

Rank Industry type Coefficient Significance 

1 Pharmaceuticals/supplements 0 .711 ∗∗∗

2 Business and professional services 0 .71 ∗∗∗

3 Retail/retail wholesale/trade 0 .621 ∗∗∗

4 Tourism and hospitality 0 .613 ∗∗∗

5 Manufacturing 0 .58 ∗∗∗

6 Food related/agriculture/wholesale 0 .549 ∗∗∗

7 Healthcare 0 .534 ∗∗∗

8 Real estate/property/construction 0 .501 ∗∗∗

9 Online/e-commerce 0 .491 ∗∗∗

10 Academic/education 0 .417 ∗∗∗

11 Entertainment/media/marketing/loyalty/membership 0 .328 ∗∗∗

12 Transportation/logistics/warehousing 0 .327 ∗∗∗

13 Information technology/emerging technologies/suffix-tech (eg. FinTech, InsurTech) 0 .319 ∗∗∗

14 Defense/private physical security contractor 0 .304 ∗∗

15 Telecommunications 0 .293 ∗∗∗

16 Non-government organizations/charities/volunteers 0 .233 ∗∗∗

17 Finance—banking/insurance/investment management 0 .227 ∗∗∗

18 Government/state administration/public goods 0 .18 ∗∗∗

19 Single individual − 0 .068 ∗∗∗

try rank, relative to another industry, in terms of susceptibility to dif- 
ferent cyber breach event types. Specifically, we focus only on indus- 
try types with coefficients that are at least 10% level of significance 
and rank these industry types from the largest coefficient to the small- 
est coefficient. Our results for outcome feature BreachedRecords is 
presented in Table 6 and the results for all other outcome features 
are presented in Table A8.16 

The analyses shed light on how underwriters can better man- 
age underwriting risks of cyber insurance policies. For example, they 
might seek to charge a higher premium (or lower coverage) for “Busi- 
ness and Professional Services ” looking for 3rdPartyTransfer cyber 
insurance coverage, and they might consider providing a discount 
in premium (or higher coverage) for “Government/State Administra- 
tion/Public Goods ” looking for cyber insurance covering 3rdParty- 
Transfer . 

The results are also useful for companies (individuals) who seek to 
mitigate their risks of cyber breaches. Companies can seek to identify 
the industry that they are in and aim to invest more in the cyber 
defenses for the breach event types that they are most susceptible to. 
This can help to increase the efficiency of the firm’s cyber security 
investments and bring them closer toward the Security Production 
Frontier [ 35 ]. 

Finally, in future research, it may be interesting to include inter- 
action between cyber triggers and industry types within the LASSO 

model. We may also run the model on subsamples for firms in the 
same industry. This will allow us to compare the predictive power of 
the cyber triggers on specific outcome types across different indus- 
tries. 

Discussion and conclusion 

Our results are important for researchers, insurers, underwriters, and 
cybersecurity professionals as it empowers them to engage in an 
effective strengthening of the cybersecurity architecture, as well as 
drafting more effective contractual cyber risk agreements. 

16 Refer to online appendix for detailed description of results presented in 
Table 6 and Table A8. 

Limitations 

Despite the positive results in our research, we would like to draw 

the reader’s attention to two potential caveats of our paper. First, 
like all statistical and machine learning analyses, there exists a like- 
lihood of false alarm, or more commonly known as false positives. 
We have sought to minimize the likelihood of this problem by using 
undersampling techniques as well as using F 1- score to test predic- 
tion accuracy. Although these techniques do not diminish the issue 
entirely, after consultations with industry experts, we note that it is 
better to detect more false alarms in the early stage than to miss a 
real breach. This is because the cost of detecting false alarms is less 
than that of mitigating a breach that occurs. 

Second, the results in our paper are based on historical data. 
Therefore, it might be possible that any associated relationships iden- 
tified here may evolve quickly over time, thus diminishing the imme- 
diate usefulness of our paper. Furthermore, the taxonomy is dynamic 
and may differ across different domains. This may lead to challenges 
in generalizing the findings and care should be taken when using the 
taxonomy generated in this paper . However , we propose that our pa- 
per’s objective is to provide a starting point that allows ongoing and 
longer term analysis to be possible. The most important contribu- 
tion of our paper is not simply the list of taxonomy generated, but 
rather is the technique that we use in selecting the list of taxonomy. 
We want to highlight that even if the underlying behavior of cyberat- 
tacks changes, the methodology proposed in our paper can remain a 
good strategy that may be used by relevant stakeholders to conduct 
up-to-date analysis. 

Specifically, we envision that other researchers who have better 
and more refined databases, may apply our methodology to arrive at 
even more interesting and persistent results than ours. At the same 
time, we are also working on updating the database. As more data are 
captured and collected, more parameters may be included in future 
research as well (e.g. position of person reporting the breach, com- 
pany size, organization type, disclosure type, size of cyber security 
department, and cybersecurity protocols), and this can potentially 
improve the accuracy and predictive power of the models in our pa- 
per. Overall, that will ensure continuity and usefulness of our paper 
in spite of the rapid changes in the cybersecurity landscape. 
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Conclusion 

Our paper applies a general analytical tool in predicting a wide va- 
riety of different cyber breach outcome types. This is novel and im- 
portant because in the study of cybersecurity, there is a wide range 
of cybercrimes in the field. Thus, having a unified framework allows 
for a consistent analysis of cyber breaches. The challenge in setting 
up the analysis is the initial database construction and defining the 
list of taxonomy. We hope that our work lays the initial groundwork 
in this space. 
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