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Abstract

Are trends in the price of capital technological in nature? First, we �nd that

trends in the relative price of capital vary signi�cantly across countries. We

then show that a multi-industry growth model, calibrated to match di¤erences

in economic structure around the world and productivity growth rates across

industries, accounts for this variation �mainly due to variation in the compo-

sition of capital. The �nding indicates that the rate of change in the relative

price of capital can be interpreted as investment-speci�c technical change �the

extent to which productivity growth is relatively more rapid in the capital-

producing sector. The model also accounts for the empirical dispersion in

investment rates, but not in rates of economic growth.

Keywords: Investment-speci�c technical change, multi-sector growth mod-

els, structural transformation, capital goods prices.
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I Introduction

Declines in the relative price of capital are viewed as an important factor of eco-

nomic growth in the United States (US). See for example work by Hulten (1992),

Greenwood et al. (1997), Cummins and Violante (2002) and Oulton (2007).1 These

studies typically identify the decline in the price of capital as being technological in

nature, re�ecting faster productivity growth in the production of new capital than in

the production of consumption and services �a phenomenon known as investment-

speci�c technical change (ISTC). However, the extent to which the relative price of

capital declines in other countries is not known. In addition, it is not known whether

trends in the price of capital around the world can be given a technological inter-

pretation, such as ISTC. An alternative hypothesis is that these di¤erences are due

to the presence of barriers to capital accumulation, as proposed by Restuccia and

Urrutia (2001) to account for di¤erences in levels of the price of capital.

We begin by documenting that the rate at which the relative price of capital

changes over time varies signi�cantly across countries. We �nd that the median

1While there are di¤erences across these studies in the approach to growth accounting and the
approach to measuring the price of capital, they uniformly �nd a positive contribution of ISTC to
post-War US growth, ranging from 20 to 60 percent.
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growth rate of the price of capital is zero. In addition, the price of capital increases

in as many places as it decreases. This indicates that, if there is a technological ex-

planation for this phenomenon, technical progress in capital relative to other sectors

must vary widely around the world.

If the explanation is indeed technological, however, one would expect such glaring

di¤erences in productivity to be evidence of draconian barriers to international tech-

nology transfer (or trade). The alternative possibility is that capital and consump-

tion are themselves highly disaggregated, and that there are substantial di¤erences

in the composition of capital and consumption around the world that account for the

aggregate di¤erences in the trends in the relative price of capital.

We ask whether this variation can be accounted for by di¤erences in industry

composition. The reason we do this is as follows. It is well known that rates of

technical progress in the US di¤er signi�cantly not just between capital and non-

capital, but also across types of consumption, services and capital. Thus, even if

productivity growth rates are constant across countries for each industry, the rate of

change in the relative price of capital may be di¤erent if the composition of capital

� or the composition of consumption and services � is di¤erent. Indeed, we �nd

that the composition of capital is skewed towards high-TFP growth capital types

in countries where the price of capital declines rapidly. We therefore ask: to what

extent can di¤erences around the world in industry composition account for variation

in the rate at which the relative price of capital changes?

To this end, we employ a canonical multi-industry growth model. In the model,

the composition of the economy evolves as a result of changes in prices of di¤erent

goods or services that agents consume, as well as changes in the prices of di¤erent

capital goods.2 In turn, these are determined by di¤erences in productivity growth

rates across industries. We calibrate the model using detailed productivity growth

data from the US, as well as data on the initial composition of economies around

the world in the year 1991. We use constant productivity growth rates for a given

industry in all countries partly because of data limitations; however, as mentioned,

signi�cant barriers to technological transfer would have to exist to signi�cantly devi-

2See for example Baumol (1967), Ngai and Pissarides (2007), and Samaniego and Sun (2016).
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ate from this assumption. Composition is a key part of the "no barriers" hypothesis.

Strikingly, we �nd that the model delivers a close match to the rate of change

in the relative price of capital, as measured using the Penn World Tables (PWT)

version 7:1.3 In a statistical sense, the model can account for the entirety of the

magnitude of variation of the growth rate in the relative price of capital over the

period from 1983 to 2011, simply based on industry TFP growth rate di¤erences and

on di¤erences in industry composition across countries. Not only does the model

match the extent of variation, but also the correlations between model-generated

capital price growth rates and those in the data are highly signi�cant. We conclude

that di¤erences in the relative price of capital around the world can be interpreted as

a technological phenomenon �ISTC �and that a key factor behind these di¤erences

is industry composition.

The link between composition and the decline in the relative price of capital could

be for two reasons: di¤erences in the composition of capital, or in the composition

of non-capital. We refer to these possibilities as the capital hypothesis and the con-

sumption hypothesis, respectively. We study the importance of each hypothesis by

removing productivity growth di¤erences in the capital producing industries, and

then separately removing them in the non-capital producing industries. We �nd

that the capital hypothesis is mainly responsible for cross-country variation in ISTC:

removing productivity growth in non-capital makes very little di¤erence to the re-

sults, whereas removing productivity growth in capital-producing industries results

in model-generated statistics that bear little relationship with the data.

Finally, we ask to what extent a growth model driven solely by these factors

can account for di¤erences in aggregate behavior across countries over the sample

period. Speci�cally, we look at investment rates and rates of economic growth.

This is a non-trivial task, as it requires solving for investment patterns in a model

3See Heston, Summers and Aten (2012). As discussed in the Appendix, price data from the PWT
7:1 are likely better suited for measuring trends in the relative price of capital than more recent
editions because the latter use multiple benchmark years. The national accounts data reported
alongside the latest edition (PWT 9:1, see Feenstra, Inklaar and Timmer (2015)) have only one
benchmark year, but do not report capital and consumption price indices. We construct a relative
price index using these data and examine it as well, �nding that its link with the model is weaker.
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where conditions for a balanced growth path do not hold in general. We �nd that

the model generates investment rates that are strongly correlated with investment

rates in the PWT 7:1 data and the PWT 9:1 data, although they underpredict the

extent of empirical variation in investment rates. Thus, the model is able to capture

cross-country variation in both ISTC and (to a lesser extent) investment rates, solely

based on di¤erences in industry composition. However, the model does not generate

a good match to variation in rates of economic growth in the PWT 7:1 data, nor in

the PWT 9:1 data. We conclude that there is widespread divergence in the rate of

ISTC around the world, and that this accounts for variation in investment, but that

economic growth rates are due to other factors. Interestingly, when we give each

country an aggregate productivity trend that exactly matches its economic growth

rate in the data, investment rates are no longer correlated with those in the data,

suggesting that whatever factors do underlie rates of economic growth are not simply

captured by a trend in productivity.

The results contribute to a long-standing debate regarding whether or not changes

in the e¢ ciency of investment are an important factor of growth. This debate goes

back to Solow (1962), Abramovitz (1962) and Denison (1964). Greenwood et al.

(1997) �nd that, in the US, more than half of economic growth can be accounted for

by ISTC in a general equilibrium growth accounting framework. We provide a clear

answer to the question about whether di¤erences in the relative price of capital can

be attributed to barriers or to technological factors, indicating that changes in the

e¢ ciency of investment are an important factor a¤ecting growth rates. This is not

to say that there is no scope for barriers to be important for the relative price of

capital; however, their impact might not be direct, but rather indirect, through their

in�uence on economic composition. More broadly, this suggests that future work on

the manner in which factors of economic growth might be a¤ected by policy through

the channel of economic composition could be fruitful.4

Section II presents data on trends in the relative price of capital around the world,

4See Samaniego (2006) and Ilyina and Samaniego (2012) for studies of how employment pro-
tection and �nancial development respectively can impact growth rates through their impact on
economic structure.

5



as well as evidence that variation in these trends is linked to variation in economic

composition. Section III introduces the model economy. Section IV details the

calibration procedure. Section V describes the results, and Section V I discusses

whether there is any link between trends in the relative price of capital and country

characteristics. Section V II concludes.

II Trends in the Price of Capital

We will use data on the price of capital and on economic aggregates (investment

and GDP per capita) using the Penn World Tables (PWT) version 7:1, see Heston,

Summers and Aten (2012). In the Appendix, we provide an extensive discussion for

why we use this, rather than the latest version PWT 9:1, for our benchmark results.

However, in the Appendix, we also repeat our analysis using data from version 9:1,

�nding generally similar results.

A Data

De�ne qt as the inverse relative price of capital in a given country. An increase in qt
implies that capital has become cheaper, so that the opportunity cost of producing

a unit of capital �measured in units of consumption and services �has declined.

The related literature interprets qt as an indicator of the e¢ ciency of the investment

process: it is the rate at which consumption can be converted into capital goods.

De�ne gq as the average geometric growth factor of qt over a period of time �

so that log gq is the average growth rate. The statistic log gq is then the rate at

which the e¢ ciency of the investment process improves over time. If log gq > 0,

then capital is getting cheaper over time, implying that the investment process is

improving. Conversely, if log gq < 0, then capital is getting more expensive over time

(relative to consumption), so that the amount of consumption that must be foregone

in order to generate a unit of capital is increasing over time.

We measure the decline in the relative price of capital, gq, using the average

geometric factor by which the relative price of capital declines over the sample period

6



Table 1: Summary information for the change in the relative price of capital, PWT
7.1.

Statistic log gq
Median �0:0007
Mean �0:0005
First decile �0:0197
First quartile �0:0068
Last quartile 0:0072
Last decile 0:0164
s.d. 0:0186
Share below zero 53:2%

from 1983 to 2011. We select our sample period to start in 1983 to compromise

between the length of the time series and the country coverage of the panel, as well

as avoiding the price instability of the 1970s and early 1980s. Our measurement

strategy is similar to Hsieh and Klenow (2007), who use relative price of capital

data in the PWT to look at cross-country di¤erences in the level of the e¢ ciency of

investment: instead, we focus on changes.5

Table 1 reports some basic statistics about the rate log gq. Note that the median

o¢ cial value of log gq is essentially zero. This implies that, on average, capital goods

generally do not become cheaper over time, nor do they become more expensive. At

the same time, there are several countries where the relative price of capital rises �

so that log gq < 0: As seen in Figure 1, this occurs in 101 out of 190 countries. In

the remainder, the relative price of capital declines, so that log gq > 0.

The correlation between log gq and the initial level of q in the data is �0:62���,
as seen in Figure 1.6 This implies that in countries where q is low (i.e. capital is

expensive), capital tends to become disproportionately cheaper over time. This is

consistent with Restuccia and Urrutia (2001), who �nd that the dispersion in relative

prices of capital around the world has declined over time: in our data we �nd that the

correlation between the annual standard deviation in q across countries and a time

5We also used the growth factor of the HP-�ltered series for q, �nding similar results.
6Throughout the paper one, two and three asterisks will indicate signi�cance at the 10, 5 and 1

percent levels respectively.
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trend is �0:51���. As a result, the correlation between log gq and the average level
of q in the data is �0:26��� �lower than the initial level, but still highly signi�cant.
Hsieh and Klenow (2007) �nd that the relative price of capital in levels tends to

be higher in some less developed economies. This begs the question of whether log gq
is related to levels of economic development as well. Interestingly, Figure 1 shows

that the correlation between log gq and the natural logarithm of GDP per capita

over the period is positive and signi�cant (0:15��). This implies that di¤erences in

qt among developed and developing economies tend to widen over time. This fact is

consistent with the fact that there is convergence in the level of qt over time because

this convergence must be due to factors that are unrelated to GDP per capita levels.7

While, in general, there is convergence in the level of qt, and while poorer countries

tend to have lower levels of qt, it is not the case that there is convergence in levels

of qt across countries at di¤erent levels of development.

Given the attention given to increases in qt over time as a factor of economic

growth in the US, two further questions arise. First, how important a contributor

to international convergence in income levels are these increases in qt? Second, are

increases in qt statistically related to rates of economic growth? Note that these

are two distinct questions: the �rst is a growth accounting question, whereas the

second is a statistical question. The �rst question will be addressed via a series

of counterfactual experiments using the model economy to be developed in Section

V . As for the second, even though log gq is positively correlated with the level of

economic development, the correlation between log gq and GDP growth rates is 0:04

and not statistically signi�cant, suggesting the likely dominance of other factors in

accounting for rates of economic growth.8

Thus, overall, the decline in the relative price of capital is largest in the US and

other developed countries and smaller in less developed countries, although there

7We �nd that, when we look at countries separately by income quartile, there is convergence
within all quartiles. However, when we compare the median q in each quartile, we see no conver-
gence, suggesting there is convergence within (but not between) "clubs."

8The relationship with GDP measured in the PWT 9:1 appears weaker, the correlation is 9
percent. However it is due to outliers: the Spearman rank correlation is 17 percent and signi�cant
at the 5 percent level. The correlation with growth remains low at 1 percent.
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are some poor countries with faster declines than the US. It is not clear that these

are necessarily economies undergoing growth-promoting reforms, as there is no link

between log gq and GDP growth if we look at the full sample, nor if we focus on the

countries in the top decile or the top quintile of log gq. Some of these outliers are oil

producers, but we checked but found no signi�cant link between log gq and the share

of oil revenues in GDP over the period. We conclude that a high value of log gq may

not have much to do with economic growth, and might have more to do with other

factors that relate to the stage of development (such as economic composition),.

Figure 1 �The left panel displays the relationship between log gq and real GDP per

person in the data. The right panel displays the link between log gq in the data and

average q, 1983� 2011.
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Notes: In the �gure, log gq is the rate of decline in the relative price of capital and q is

its level. GDP per person (in logs) is the average over the period, drawn from the PWT 7:1.

B Economic Composition and Trends in the Price of Capital

A simple technological interpretation of the �nding of signi�cant variation in log gq
is that: in countries where log gq < 0, capital experiences slower productivity growth

than consumption-services. This would apply to approximately half the countries in
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the data, suggesting striking divergences around the world in productivity growth in

consumption or in capital. It is hard to think of such di¤erences persisting year after

year in the absence of signi�cant barriers to technology transfer. It is also di¢ cult to

test this directly, as there is no comprehensive database of industry-level productivity

growth over an adequate period of time that might be used to compute a measure

of relative rates of technical progress inside and outside the capital goods sector to

compare with gq.9 However, even if that were possible, it would not itself be evidence

of widespread di¤erences in rates of technological progress in di¤erent countries �or

of barriers to trade or technology transfer being responsible for di¤erences around

the world in log gq.

The reason is that both capital and consumption-services themselves include sev-

eral di¤erent types of goods and services, each of which is known to experience

productivity growth at an idiosyncratic rate. As a result, the observation that log gq
varies dramatically around the world is not enough to discard a technological expla-

nation for trends in the price of capital. We would need to analyze whether di¤erences

in the composition of capital and consumption might account for di¤erences in gq
around the world, assuming a given rate of technical progress within each industry.

For example, it has been known since at least Kuznets (1966) that levels of

economic development are positively associated with the share of the labor force

engaged in the service sector, and negatively associated with the share engaged in

the agricultural sector. Figure 2 shows that this is the case, comparing the share

of agriculture and services to real GDP per capita in 2001. It is also well known

since Baumol (1967) that productivity growth in services is generally slower than

in all other sectors. If productivity growth in agriculture is more rapid than in

9One way to explore this hypothesis would be to examine comprehensive information on sector
productivity growth rates around the world. The problem, however, is that such measures do not
exist for a large set of countries. EUKLEMS reports disaggregated productivity data for only a few
industries, and it is in terms of labor productivity, which is not suitable in our context. OECD.Stat
reports multi factor productivity growth rates but the series are very short and again only available
for very few countries (only 6 have data back to 1991). The same is true of STAN.
Instead, we impute di¤erences in the productivity of capital and non-capital implied by di¤erences

in economic structure. This results in a well-de�ned experiment where the only factor varying from
place to place is economic structure, not disaggregated productivity growth rates.
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services, then the rate at which the relative price of capital declines in less developed

economies would be slower than in more developed economies, simply because of the

dominance of the slow-growing sector among non-capital producing industries. We

refer to this possibility as the consumption hypothesis.

Figure 2 �Economic composition and income level.
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Notes: The �gure represents the share of agriculture or services in employment in 76

countries, drawn from the International Labor Organization (ILO) database, over the

years 1991� 2018, against real GDP as measured in the PWT 7:1. Results are similar
using income data from the PWT 9:1.

Alternatively, it could be that the composition of capital goods di¤ers signi�cantly

across countries. For example, information technology (IT) is well known to experi-

ence rapid productivity growth compared to other types of capital �see Cummins

and Violante (2002). If some countries use IT less intensively than others, they would

display slower productivity growth in capital overall, and would thus display lower

values of gq, caeteris paribus. IT capital falls in the industry category Electrical Ma-

chinery (ISIC 383), which has the highest productivity growth rate of any industry

in our database. Indeed, Figure 3 indicates that more developed economies tend to
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have more intensive use of electrical machinery. The correlation is 0:27��, signi�cant

at the 5 percent level. We refer to the possibility that variation in the composition of

capital around the world might account for variation in gq as the capital hypothesis.

Figure 3 �Share of electrical machinery in investment against income level.
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Notes: Investment is de�ned as the sum of value added in the industries

that produce capital goods (ISIC codes 331; 332; 381; 382; 383; 384; 385

and 390) drawn from the UNIDO database, plus the share of construction

drawn from the ILO database, in the initial year (1991). Real GDP per

capita is the average from the PWT 7:1 over the years 1991� 2011.
The line is a regression line obtained using OLS. Source: UNIDO.

To sum up, assessing whether trends in the price of capital can be interpreted in

terms of di¤erent rates of technical progress across sectors requires assessing whether
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or not di¤erences in log gq around the world can be linked to di¤erences in economic

composition �whether di¤erences in the composition of capital, di¤erences in the

composition of non-capital, or both.

In what follows, we develop a multi-sector growth model. We will use the model

to see whether di¤erences in economic structure across countries at the available

levels of disaggregation can account for the observed di¤erences in gq around the

world. We will also use the model to see whether there is support for either the

consumption hypothesis or the capital hypothesis

III Model Economy

The model is similar to the multisector growth model of Ngai and Pissarides (2007).

There is a �nite number S of sectors, where sector S produces capital goods and

sectors f1; :::; S � 1g produce goods that are consumed by households. We extend the
Ngai and Pissarides model (2007) in two ways. First, we do not restrict parameters to

values that guarantee a balanced growth path. Second, we allow for the subdivision

of each sector s into a set of industries Is, where jIsj � 1. We require this nested

structure in order to map the model into disaggregated data. For example, Electrical

Machinery (ISIC industry code 383) is an industry which is part of the capital goods

sector S. The details of how we sort industries into sectors is outlined in Section IV .

A Preferences and technology

Time is discrete and there is a [0; 1] continuum of agents. Agents have isoelastic

preferences over consumption ct and discount the future using a factor � 2 (0; 1), so
that:

1X
t=0

�t
c1��t � 1
1� � : (1)

Consumption ct is an aggregate of the output of S�1 di¤erent consumption sectors:

ct =

"
S�1X
s=1

�sy
"�1
"

st

# "
"�1

,
S�1X
s=1

�s = 1 (2)
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where yst is the output of each consumed sector s � S � 1, �s is the weight on good
s and " is the elasticity of substitution among them. There is an additional sector

S, which produces capital goods.

Agents are endowed in period zero with capital K0, and are endowed with one

unit of labor every period which they supply inelastically. Let qst be the price of the

sector aggregate s, with rt as the interest rate and wt as the wage. Agents choose

expenditure on each good yst, s � S; so as to maximize (1) subject to the budget

constraint:
SX
s=1

qstyst � rtKt + wtnt (3)

and the capital accumulation equation:

Kt+1 = ySt + (1� �)Kt (4)

where ySt is the quantity of investment goods purchased, Kt is the capital stock at

date t and nt is labor input. It will be convenient to set the capital good as the

numeraire in the derivations that follow.

Each sector s � S is subdivided into industries. Let Is be the set of industries

that supplies sector s. We focus on the case in which each industry supplies only one

sector,10 so that Is \ Is0 = ?, 8s 6= s0.
Each sector s 2 f1; :::Sg produces a CES aggregator of its component industries:

yst =

"X
i2Is

�s;i � u
"s�1
"s
sit

# "s
"s�1

;
X
i2Is

�s;i = 1; s = 1; :::; S (5)

where yst is sectorial output, usit is use of good i by sector s, �s;i is the weight on

good i in the production function and "s is the elasticity of substitution among goods

within sector s.

In turn, each industry produces output yit using capital Kit and labor nit using

10Note that this assumption is without loss of generality: one could easily generalize by having
two industries identical in all ways that are distinguished by the fact that they provide a given
good to di¤erent sectors. Also, in the case that we lack disaggregated data for a sector s, it is
straightforward to set the cardinality of Is to one.
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a Cobb-Douglas production function:

yit = AitK
�
itn

1��
it ; Ait = Ai0g

t
i : (6)

In equation (6), gi = Ai;t+1=Ait is the productivity growth factor of industry i, and

Ai0 is the given level of productivity at date zero.

Industry producers maximize pro�ts so that:

max
nit;Kit

fpityit � wtnit � rtKitg (7)

subject to (6), where pit is the output price of industry i at time t. Capital and labor

are freely mobile across sectors.

B Sectorial growth patterns and aggregation

The producers��rst order conditions imply that the capital labor ratio is constant

across industries, which in turn implies that Aitpit = Ajtpjt. Thus, goods that ex-

perience rapid productivity growth display a decline in their relative price compared

to other goods in the same sector. This result, combined with the consumers��rst

order conditions, implies that the ratio of value added pityit in any two industries in

the same sector s depends on preference parameters and productivity terms:

pityit
pjtyjt

=

�
�s;i
�s;j

�"s �Ait
Ajt

�"s�1
=
nit
njt

8i; j 2 Is: (8)

Notice that the same relationship holds for the ratio of employment because capital-

labor shares are the same.

De�ne the growth factor of employment (or value added) in industry i as:

Git �
ni;t+1
ni;t

=
pi;t+1yi;t+1
pityit

: (9)

Then, the expression Git=Gjt denotes the growth of employment (or value added) in
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industry i relative to industry j. Using (8), we have:

Git
Gjt

=

�
gi
gj

�"s�1

8i; j 2 Is: (10)

Consequently, within sectors, structural change depends on relative TFP growth

factors gi
gj
and on the elasticity of substitution "s.

As we shall see, comparing industries across sectors requires characterizing shifts

in expenditure across sectors, as well as investment behavior if either of the sectors

produces capital.

Notice that, in equilibrium, we can aggregate the industries in a given sector into

a sectorial production function. To see this, de�ne qst as the price index for �nal

goods in sector s, such that

qstyst �
X
i2Is

pitAitk
�
t nit (11)

where kt � �wt
(1��)rt is the equilibrium capital-labor ratio at date t, which is common

across industries. De�ne a hypothetical sectorial production function:

yst � AstK�
stn

1��
st ; Ast = As0�gst (12)

where input use in sector s is Kst =
P

i2Is Kit and nst =
P

i2Is nit.

Taking as given the capital labor ratio kt, the problem of the sector �rm and (11)

can be combined as follows:

max
nit;
i2Is

qst

"X
i2Is

�s;i � (Aitk�t nit)
"s�1
"s

# "s
"s�1

� rtkt
X
i2Is

nit � wt
X
i2Is

nit: (13)

Recall that the �rst order conditions from the industry problem imply that:

njt
nit

=

�
�s;j
�s;i

�"s �Ait
Ajt

�1�"s
(14)

Setting nst =
P

i nit, we can use (14) to write nit in terms of nst. Substituting this
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back into the problem (13), we have simply that the sector �rms�problem is:

max
nst

fqstAstk�t nst � rtktnst � wtnstg

where

Ast =

"X
i2Is

�
"s

s;i � A
"s�1

it

# 1
"s�1

=

"X
i2Is

�
"s

s;i � A
"s�1

i0 g
("s�1)t
i

# 1
"s�1

(15)

De�ning the sectorial productivity growth factor �gst =
As;t+1
As;t

, it can be shown that

in equilibrium

�gst =
Y
i2Is

g
xit=Xst
i (16)

where the exponents are given by:

xit = �
"s
s;iA

"s�1
it , Xst =

X
i2Is

xit:

In fact, xit=Xst is also the share of expenditure on industry i within sector s.

We can aggregate the consumption sectors in the same way, since the aggregator

ct =
hPS�1

s=1 �sy
"�1
"

st

i "
"�1

has the same form as each of its component sectors. De�ning

the problem of a consumption-producing �rm, analogous to (13), we have that the

consumption sector can be represented as follows:

ct = ActK
�
ctn

1��
ct , Act =

"
S�1X
s=1

�"s � A
"�1

st

# 1
"�1

(17)

As a result, the aggregate behavior of the model economy with many sectors is the

same as that of a two-sector economy that produces ct using technology (17) and

produces capital goods using technology (12). In the consumption goods sector, �rms

maximize

max
Kct;nct

�
pctActK

�
ctn

1��
ct � rtKct � wtnct

	
where

Act =

"
S�1X
s=1

�"s � A
"�1

st

# 1
"�1

:
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In the capital goods sector:

max
KSt;nSt

�
pStAStK

�
Stn

1��
St � rtKSt � wtnSt

	
where

ASt =

"X
i2IS

�"SS;i � A
"S�1

it

# 1
"S�1

:

To sum up, according to the simpli�ed problem, consumers choose consumption ct
and investment ySt to solve:

max
ct;ySt

( 1X
t=0

�t
c1��t � 1
1� �

)
(18)

s:t: pctct + pStySt � rtKt + wt (19)

Kt+1 = Kt (1� �) + ySt (20)

K0 given. (21)

In equilibrium, capital and labor markets must clear at all dates, so

ct = ActK
�
ctn

1��
ct (22)

ySt = AStK
�
Stn

1��
St

Kt = KSt +Kct (23)

nct + nSt = 1 (24)

where the productivity terms Act and ASt are taken as given at date zero, and

computed as above in all subsequent periods.

C Changes in the relative price of capital

As in Ngai and Pissarides (2007), it will be convenient to set capital as the numeraire

so that pSt = 1 8t. In this way, consumption goods prices pct are expressed relative
to the price of capital goods. The term 1=pct is then the relative price of capital in

units of consumption. De�ne aggregate output in units of capital as yt = ySt+ pctct.
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Measuring output in units of capital is just a matter of convenience when solving the

model. When we compare model-generated GDP to GDP in the data, we will use

an appropriate measure.

Notice that changes in the relative price of capital in this model are technologi-

cally determined: they re�ect changes in productivity in the capital producing sector

relative to the rest of the economy, as in the ISTC literature. In turn, these produc-

tivity indices re�ect technical progress at the more disaggregated industry level, as

well as di¤erences in composition.

Solving the reduced 2-sector problem and using the equilibrium conditions, we ob-

tain expressions for labor shares in the capital goods sector nSt and the consumption

goods sector nct = 1� nSt. These turn out to be functions only of the productivity
growth rates gi, parameters, and of the equilibrium growth rate of aggregate con-

sumption gct =
pc;t+1ct+1
pctct

, which is endogenous. This will be true at all dates except

at date zero, where nSt is determined by the initial condition K0.

De�ne qt as the marginal rate of transformation between consumption and cap-

ital. which is also the (inverse) relative price of capital. It follows from the above

derivations that:

Proposition 1 The inverse relative price of capital is given by the following expres-
sion:

qt �
ASt
Act

=

hP
i2IS �

"S
S;i � A

"S�1
it

i 1
"S�1hPS�1

s=1 �
"
s � A

"�1
st

i 1
"�1

Thus, the growth factor of the marginal rate of transformation �in other words, the

growth factor of ISTC �is:

gqt =
ASt+1=ASt
Act+1=Act

=

Y
i2IS

g
xit=Xst
i

S�1Y
s=1

g
xst=Xct
st

(25)

where �gst =
Y
i2Is

g
xit=Xst
i for sector 1 to S � 1 as de�ned above, xst = �"sA

"�1
st , and
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Xct =
PS�1

s=1 xst.

Since the terms xit=Xst are not in general constant over time, gqt will not be con-

stant over time either. However, it can be computed over time given an appropriate

starting point.

Notice that equation (25) is all we need in order to compute model-generated

values of gqt. Given values for gi in all industries, and given initial shares of GDP or

of the labor force in each industry, we can compute gqt at all dates by the repeated

application of equations (6), (10) and (25). In particular, we do not need to solve

for the general equilibrium of the model: the data inputs we require are initial condi-

tions on the composition of the economy, estimates of industry productivity growth

rates, and estimates of the sectorial elasticities to compute future paths of economic

composition inside and outside the capital goods sector. However, solving for the

full general equilibrium of the model is needed in order to compute investment rates

and rates of economic growth.

One assumption of our quantitative exercise is that industry TFP growth rates

are shared across countries. It is worth pointing out that model-generated values

of gq do not change if each country has an additional factor of productivity growth

that a¤ects all industries equally �for example, if developing economies have more

rapid productivity growth in all industries because of technological catch-up. If all

productivity growth factors gi were multiplied by some country-wide factor gz, or

even a country-date speci�c factor gzt, equation (25) that derives gq for a given

country based on composition and on structural change would not be a¤ected, as

the factor gz would a¤ect both the numerator and the denominator equally.

IV Calibration

In what remains of the paper we calibrate the model economy separately for each

country in our data, and compare the behavior of the model countries to the data. We

will assume that all countries share the same parameters, which we calibrate using US

data. The only exceptions will be those parameters that a¤ect economic composition,
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which we calibrate to match initial economic composition in each country.

We will focus on a particular type of equilibrium. Observe that the capital stock

will be e¢ cient at all dates except date t = 0, since it is given at that date. In other

words, the investment share of the model economy will generally evolve smoothly

over time �except between dates t = 0 and t = 1, where it may jump depending

on the initial condition for the capital stock. The model will be calibrated to the

available data and, since the initial year in which data for a given country became

available has no economic content, it is di¢ cult to justify why the �rst year we

have data for (generally 1991) happens to be the only date when the intertemporal

optimization condition is not satis�ed. For this reason, we focus on an equilibrium

where this does not occur.

De�nition 1 An Euler Growth Path (EGP) is an equilibrium and an initial

condition K0 such that intertemporal optimization holds at date zero.

The EGP is a generalization of a balanced growth path, which may exist in mod-

els that do not exhibit balanced growth. For the benchmark results, we calibrate the

model to match an EGP by matching the composition of manufacturing but not nec-

essarily its size. Nonetheless, it is important to underline that the results concerning

gq do not to hinge on whether we focus on an EGP because (as discussed) the series

for gq can be computed without computing investment rates and aggregate growth

rates. See Appendix D for further details on the computation of the equilibrium.

Calibrating the model economy requires a choice of industries and sectors, as well

as a correspondence between industries and sectors in the model and the data. We

begin by discussing this correspondence, and then turn to the choice of parameter

values.

Data on economic composition are available at di¤erent levels of aggregation.

Within manufacturing, our main sources are the INDSTAT 2 and INDSTAT 4 data-

bases distributed by UNIDO, which report the value added volume for di¤erent

manufacturing industries, and can thus be used to compute relative shares of value

added. INDSTAT 4 data are more disaggregated, but are available for fewer coun-

tries, so we use the INDSTAT 2 classi�cation and, when only INDSTAT 4 data

are available, we aggregate them to the classi�cation in INDSTAT 2. These data
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include data for capital goods producing industries, and also for non-capital manu-

factured goods, and we treat the two groups separately as discussed below, since the

distinction between capital and non-capital is central to the paper.

We measure industry composition outside manufacturing using data from the

International Labor Organization (ILO). These data report labor shares, not shares

of value added. As shown earlier, however, the two are the same in the model

economy. This is because we have assumed that the labor income share of the Cobb-

Douglass production function is the same across industries, and that there are no

barriers to labor mobility across industries, as in Ngai and Pissarides (2007).11 ILO

data report composition for 14 sectors, and are available for the years 1991� 2011.
We exclude countries that were formerly in the USSR or Yugoslavia, as well as

Eritrea. These countries had just become independent and undergone dramatic in-

stitutional transition around 1991, in many cases having experienced war shortly

thereafter. As a result, they likely have distorted initial conditions and are under-

going structural change for reasons related to their disintegration that would not be

captured adequately by a growth model based on long run trends.12 In addition, the

political transition after itself likely indicates lack of institutional capacity to provide

accurate economic statistics, at least for a period. This leaves a data set with 64

countries.

The �rst issue in calibration is the correspondence between the various industries

in the model and the data. The most basic distinction in our context is between

capital and non-capital goods. The literature de�nes capital as machinery/equipment

plus structures: we follow this de�nition. In practice, this requires distinguishing

between industries in the UNIDO manufacturing data and sectors in the ILO data

that produce capital, thus de�ned.

In the UNIDO manufacturing data, we de�ne capital goods-producing industries

as in Table 2. In addition, we include the construction sector from the ILO database

as the industry that produces structures.13 The remaining UNIDO manufacturing

11Indeed, labor shares and value added shares in manufacturing in INDSTAT 2 are very highly
correlated.
12Indeed these countries are mostly outliers in terms of gq.
13Herrendorf et al (2014) argue that software should also be considered part of investment. We
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Table 2: Capital good-producing manufacturing industries

Industry ISIC code

Wood products 331
Furniture, except metal 332
Fabricated metal products 381
Machinery, except electrical 382
Machinery, electric 383
Transport equipment 384
Prof. & sci. equip. 385
Other manufactured prod. 390

industries and ILO industries are considered non-capital, alongside the 12 sectors in

the ILO data excluding construction and manufacturing.

The next step in mapping these industries into the model relates to whether any

of these should be grouped together into "sectors", exploiting the nesting structure

in the model economy. We group the manufacturing industries not included in Table

2 into the non-capital manufacturing sector.

Regarding non-manufacturing sectors, although the ILO data reports 14 sec-

tors (one of which is manufacturing), recent developments suggest that the service

sectors can be divided into two groups. For example, Duarte and Restuccia (forth-

coming) distinguish between "Traditional" and "Non-traditional" industries, based

on whether their relative prices are found to rise or to fall with income per capita in

cross section. This suggests that the data on economic composition as it relates to

development favor grouping services into 2 groups.

We assemble the groups following their criterion. We de�ne the Non-traditional

services to include Financial and Insurance activities; Real estate and Business Ser-

vices; transport and communication; accommodation and food services; and other

services. Traditional services are: Education, Human health, and Public administra-

were unable to �nd any data on stand-alone software expenditures for many countries. On the other
hand, we note that software that is incorporated into equipment would be counted (e.g. copies of
Windows 10 installed on computers). See the Appendix for further discussion.
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tion.

We treat the remainder of the non-manufacturing sectors as single-industry sec-

tors. These are Agriculture, Mining, Utilities and Wholesale/Retail trade. This

leaves a total of S = 8 sectors: Agriculture, Mining, Utilities, Wholesale/retail trade,

Traditional services, Non-traditional services, Non-capital manufacturing, and capi-

tal manufacturing. See Table 3 for a depiction of the industry nesting structure in

the calibrated model economy.

Now that we have a correspondence between industry data and industries in the

model, we require the values of industry productivity initial conditions Ai0 in each

country and industry. These will be chosen so as to match the industry composition

of each economy in the initial year. Before going further, note that in order to execute

our main quantitative exercise �the comparison of a model-generated series for gq
with the data �we do not require a vector of productivity values Ai0: for all industries

and sectors per se. All we need are shares within the capital goods sector (relative

to each other), and shares for the non-capital goods sectors and industries (relative

to each other), along with the elasticity parameters that enter equation (25).

For the initial productivity values of the capital and consumption sectors, we

initially setAc0 = 1. This is the productivity index for aggregate consumption, not an

index that corresponds to any particular industry: this is essentially normalization.

Then we set the aggregate capital index AS0 = q0 for each country.14 Then, using

(8) and (15), for the each capital sector industries i 2 IS, we set initial TFP to equal

Ai0 =

�
ni0P

i2IS
�
"S
S;ini0

� 1
"S�1

, thus matching the initial share of capital industries in each

country ni0. For the sectors and industries that make up consumption, setAs0 so as to

match the initial share of that sector in each country: As0 =
h

ns0PS�1
s=1 �

"
sns0

i 1
"�1
. Finally,

for industry productivity in non-capital manufacturing or in any other disaggregated

sector, we have again Ai0 =
h

ni0As0P
i2Is �

"s
s;ini

i 1
"s�1 .

The data sources for all these industry shares are the UNIDO data and the ILO

14That said, the choice of AS0 is without loss of generality because the size of the non-investment
sectors is independent of the level of these parameters: it is equivalent to a normalization of the
units in which we measure capital along the assumed Euler growth path.
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Table 3: Industry and sector hierarchy in consumption

Sectors Industries
Agriculture Agriculture
Mining Mining
Whole/Ret. Trade Whole/Ret. Trade
Utilities Utilities
Traditional Services Education

Health
Public services

Non-trad. Services Finance and insurance
Business services
Transport services
Accommodation
Other services

Non-cap. Manuf. UNIDO industries
not included in capital.
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data described earlier. We use the shares in 1991, the earliest year for which we have

ILO data.

Recall that we calibrate the model to match an EGP. In practice, this requires

matching the shares of capital-goods producing industries so that, relative to each

other, they match the data. Then, separately, we do the same for the industries that

do not produce capital. Finally, we set the initial size of the sector S (capital goods)

relative to all other sectors so as to satisfy the Euler equation at date zero. The

result is that the series for gq generated by the model economy will follow equation

(25) at all dates.15

It remains to calibrate the following parameters, which we draw from US data:

1. Technological parameters �; �:

2. Multiplicative preference parameters �s;i; �s and �:

3. Elasticities of substitution "s for s � S, and ", the elasticity across consumption
(i.e. non-capital) sectors

4. The intertemporal elasticity parameter �:

5. Industry productivity growth values gi.

We select them as follows:

1. We assume that � = 0:06 as in Greenwood et al. (1997): this is a standard

values in models in which the productivity of the investment technology exceeds

that in the consumption sector. We use a standard value for the capital share,

� = 0:3.

2. To calibrate the utility weights �s;i, it should be noted that in a sense these

weights are arbitrary, as they depend on the exact unit of measurement for good

15Finally, we could undo the initial normalization by multiplying Ai0 in all industries by a country-
speci�c constant so that the country GDP per head relative to US GDP per head in the initial year
is the same as in the data. We do not do this in practice as our quantitative experiments do not
concern levels of economic activity.
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i.16 Thus, without loss of generality, We set �s;i =
1
jIsj , where jIsj is the number

of industries in sector s. The same applies to the sector weights �s, so �s =
1

S�1 .

This is not true, however, in the case that for a given sector "s = 1. In that

case, �s;i is set independently in each country so that it matches correctly the

share of expenditure of each industry in sector s in any given country in the

initial year.

3. We set � = 0:95, a standard value.

4. For each sector, equation (10) is equivalent to logGi = � + ("s � 1) log gi + �i
where � = logGj � ("s � 1) log gj for some arbitrary industry j and �i is any
unmodelled noise in the relationship. We regress a panel of US value added

growth rates on TFP growth rates for capital and non-capital manufacturing

goods, respectively, over the period 1991� 2011. Based on these estimates, we
set "s = 1 for the non-capital manufacturing sector, "s = 1 for Non-traditional

services, "s = 0:87 for Traditional services and "S = 1:67 for the capital-

producing sector.17 Across consumption sectors, we use the value " = 0 as

found in Herrendorf et al. (2013). Notice that these estimates have the fol-

lowing implications. As in Ngai and Pissarides (2007), the composition of the

consumption sector shifts over time to favor the subsector with the lowest TFP

growth rate. Within these subsectors the same thing occurs: either "s = 1 so

there is no structural change within each sector, or " < 1 so that Traditional

services itself comes to be dominated by the lowest-tech Traditional service. In

the capital goods sector, however, "S > 1, so that capital gradually becomes

dominated by the most high-tech capital. This implies that, over time, gq
will tend to accelerate, as TFP growth in the capital goods sector accelerates,

whereas it decelerates in the consumption sector.

5. The preference parameter � is calibrated so that in the long run the investment

share of GDP converges to 17 percent, which is the share in the US over the

16For example, if I measure apples and get �s;apples = 2 (and Aapples;0 = 3), I could choose to
measure apples in units of "half an apple" and then �s;apples = 1 (and Aapples;0 = 1:5).
17Standard deviations are 0:09, 0:026, 0:026 and 0:14 respectively.
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relevant period (and also in post-war data, according to the FRED database).

This implies that � = 3: typical values used in calibration in the growth or

�nance literature fall in the range � 2 [1; 5],18 so it is encouraging that our
value falls in the middle.

6. Productivity growth values gi are average values over the period 1991� 2011.
Manufacturing industry TFP growth data are computed using the NBER-CES

Manufacturing Industry Database. Note that the NBER industry classi�cation

is at the 4-digit SIC level of disaggregation. We use Domar weights to aggre-

gate these TFP growth rates from the SIC classi�cation to the classi�cation

in the ISIC revision 2 data, following Bartelsman and Gray (1996). For sec-

tors outside manufacturing, the sector TFP growth data are computed using

the price decline for each sector relative to manufacturing sector from the Bu-

reau of Economic Analysis (BEA) price index table over the same time period.

This approach is standard in the related literature, see for example Ngai and

Pissarides (2007) or Samaniego and Sun (2016). Since the BEA industry clas-

si�cation is more disaggregated than ILO, we compute the weighted average

price index �rst using output shares as the weight in the BEA database to

match the ILO industry categories. Then we are able to retrieve the relative

price growth relative to the manufacturing sector for all other sectors. For this

purpose, the average TFP growth rate of manufacturing sector is computed

from the NBER database using Domar weights as before. See the Appendix

for the values of gi we use.

V Quantitative Findings

In this section we simulate the behavior of the model economy starting from 1991

until 2011. For each country we use common parameters, the only exception being

the parameters that match the initial economic composition in 1991, and simulate its

18Growth models tend to use � = 1, whereas asset pricing studies tend to use larger values. For
an example with � = 5, see for example Jermann (1998).
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aggregate behavior using the algorithm in Section B. We then compare the model-

generated statistics to aggregate data, primarily the data on log gq presented earlier

in Section 2. For the time being, we measure log gq using the PWT 7:1 data. Later

on, we compare model behavior to the PWT 9:1 data. We remind the reader that

the model itself uses neither in the calibration process: all the parameters are drawn

from other sources.

A Baseline results: Trends in the price of capital

We �nd that the model-generated rate of decline in the relative price of capital is

strongly related to the same statistic in the data: see Figure 4. Two facts stand out.

First, the two are statistically signi�cantly correlated: the correlation is 0:36��� and

signi�cance is at the one-percent level. This indicates that the model accounts for

the statistical variation in the rate of decline in the relative price of capital around

the world. Second, the regression coe¢ cient on the model generated ISTC growth

is 0:95��� �a coe¢ cient that is not statistically signi�cantly di¤erent from 1. The

estimate of the vertical intercept, on the other hand, is �0:001, very small and not
statistically signi�cant from zero. This implies that, in addition, the model is able to

account for the extent of variation in gq in the data and also for the general average

in the data of gq. Thus, albeit with some noise, the model accounts for the values

of gq in the data in terms of magnitude and variation. This is a very strong result,

considering that no country-level information on gq is used at all in calibrating the

model. The model-generated values of gq are entirely based on initial composition

and on structural change induced by industry-level productivity growth.
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Figure 4 �Correlation of log gq in the PWT 7:1 database and the

model-generated values of log gq.
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Notes: Model values are computed using simulated changes in

economic composition 1991� 2011, using the benchmark calibration.
The line is a 45 degree line.

B Counterfactual experiment: the Nesting Structure

Is grouping services into Traditional and Non-traditional sectors important for this

result? To verify the robustness of our results, we do not group service industries into

Traditional and Non-traditional groups. Instead, we assume they have the same elas-

ticity of substitution among other consumption industries (" = 0). This means that

all service industries are separate and at the same level of aggregation as agriculture

(as in Samaniego and Sun (2016)). When we regress the log of gq from the PWT

7:1 average over the sample period against the model generated average log of gq,
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we �nd that the coe¢ cient is 1:06 and signi�cant at 1%. As before, the coe¢ cient

itself is not statistically signi�cant from one. In addition, the constant of �:0003
is not signi�cantly di¤erent from 0. Thus, in a sense, except for some noise, the

model is able to generally account for the extent of variation in trends in the relative

price of capital in the data just as before. See Figure 5. We continue to use the

original nesting structure as a benchmark in the following subsections, given recent

developments in the literature that indicate it is appropriate, but note that it is not

necessary to reproduce the broad patterns of log gq observed in the data.
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Figure 5 �Correlation of log gq in the PWT 7:1 database and the

model-generated values.
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Notes: Model values are computed using simulated changes in economic

composition 1991� 2011, assuming an alternative industry structure where
services are not nested, i.e. all services are treated as separate sectors.

The line is a 45 degree line.

C Counterfactual experiment: the impact of structural change

Does the process of structural change play an important role in accounting for the

above results concerning the distribution of gq around the world? To answer this

question, we calibrate the model economy as described earlier, except that we set

" = "s = 1 8s � S in the model. With all elasticities set to unity, there is no
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structural change in the model economy: economic composition remains what it was

in the initial period. We then compute log gq for this counterfactual experiment: see

Figure 6. We �nd that the model-generated values of gq remain highly correlated with

those in the data. We �nd that the regression coe¢ cient rises to 1:14��� �still not

signi�cantly di¤erent from unity �and that the intercept remains indistinguishable

from zero. We conclude that structural change over the period in question is too

slow to impact the results.

Figure 6 �Correlation of log gq in the PWT 7:1 database and the

model-generated values of log gq.
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Notes: Model values are computed using simulated changes in economic

composition 1991� 2011 assuming that all elasticities " and "s are set to unity,
so there is no structural change in the model. The line is a 45 degree line.
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D Counterfactual experiment: Capital and Consumption hy-

potheses

Unlike in the related literature on ISTC (e.g. GHK), the decline in the relative price

of capital is not due to a single technological process, but is rather the outcome of

technological progress in several di¤erent sectors, as well as structural change induced

by technological progress. However, we can use our model to determine whether

ISTC is primarily due to technological progress in the capital goods industries, or to

technological progress in the consumption sector. In one counterfactual experiment,

we assume that there is no technological progress in non-capital goods, keeping gi in

other industries the same as the baseline model. In another experiment, we assume

that there is no technological progress in capital goods industries, while keeping

other gi constant in the non-capital goods producing sectors. Then, in each case we

compute the change in the value of log gq in the model economy.
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Figure 7 �Contributions of capital sector vs consumption sector TFP growth to gq.

Notes: The left panel is the di¤erence between baseline model-generated log gq and the

value generated by the model in an experiment where gi is set to equal one in all non-

capital producing industries. The right panel is the di¤erence between baseline model-

generated log gq and the value generated by the model in an experiment where gi

is set to equal one in all capital producing industries. The vertical axis is frequency.

In Figure 7 (left panel) we can see that removing productivity growth in the

non-capital goods industries lowers gq in most countries. This is because, although

productivity growth in non-capital goods is in the denominator of gq, in many of them

gi < 1, so setting gi = 1 raises the denominator and lowers gq overall. However, the

decrease is not very large: on the order of 0:5 percent or less. In this sense, the

contribution of productivity change in the capital goods industries to gq is large and

mainly positive. On the other hand, removing productivity growth in the capital

goods industries (Figure 7, right panel) makes a large di¤erence to the values of gq
in the model �sometimes positive, and sometimes negative, re�ecting the fact that

gi within capital goods is positive for most but not all industries. This suggests that
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productivity growth in the non-capital industries likely contributes little to gq in the

model, since removing it makes little di¤erence, whereas removing its alternative

does.

Another way to assess the contribution of productivity growth in capital-producing

as opposed to non-capital producing industries is as follows: suppose we shut down

productivity growth outside of capital, it remains the case that log gq in the model is

related to log gq in the data and the correlation remains signi�cant at the one percent

level. The coe¢ cient declines to 0:84���, but remains not signi�cantly di¤erent from

unity. The value of the intercept is �0:004���, however, and is signi�cantly di¤erent
from zero. This indicates that the magnitudes of the model-generated log gq values

are slightly overstated when we remove productivity growth outside of capital. See

the left panel in Figure 8.

On the other hand, suppose we shut down productivity growth in the capital-

producing industries only. It is no longer the case that log gq in the model is related

to log gq in the data. The coe¢ cient declines to 0:31 and is not signi�cantly di¤erent

from zero. The value of the intercept is not signi�cantly di¤erent from zero either.

This indicates that the model-generated values are now totally unrelated to those in

the data. See the right panel in Figure 8.

Recalling the capital and consumption hypotheses introduced in Section II, we

conclude that the model indicates that the capital hypothesis mainly accounts for

variation around the world in the relative price of capital. It alone accounts for the

correlation and much of the extent of variation in rates of log gq around the world.

This does not mean that productivity growth outside of capital-producing industries

is irrelevant in accounting for log gq. In particular, the signi�cant intercept of �0:4
percent in the regression of model-generated log gq without such productivity growth

indicates that, without it, the model overshoots log gq on average. Setting produc-

tivity growth gi to equal 0:4 percent in all the non-capital producing sectors brings

the value of gq in line with the data in terms of magnitudes, and setting productivity

growth gi in non-capital to as low as 0:2 percent turns out to be enough to make

the intercept no longer statistically signi�cant. However, variation in productivity

growth among non-capital producing sectors plays no role in accounting for log gq:
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indeed Figure 8 suggests that this variation acts more like noise. Thus the con-

sumption hypothesis plays no role in accounting for variation in log gq around the

world.19

Figure 8 �Correlation of log gq in the PWT 7:1 database and the model-generated values of log gq.
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Notes: In the left panel, only the capital goods sector experiences productivity change, and gi

is set to one in all non-capital producing industries. In the right panel, only the non-capital goods

industries experiences productivity change, and gi is set to one in all capital-producing industries.

The lines are 45 degree lines.

E Baseline results: Economic Aggregates

Having examined the ability of the model to account for variation in gq around the

world, we examine the extent to which a model in the neoclassical growth framework

19Later we look at investment rates and it is worth noting that the same is true of model-
generated investment rates: shutting down productivity growth in consumption doesn�t make much
di¤erence, but shutting down productivity growth in capital disables the model from accounting
for any empirical patterns.
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that accounts for gq is able to account for aggregate behavior. In particular, since gq
is a key element of the return to capital in equation (29), it should be an important

determinant of investment rates �see equation (32). To examine this issue, we return

to the benchmark calibration that allows for structural change and the nesting of

services and apply the simulation algorithm described in section IV � although it

is worth noting that the following results hold for the cases where services are not

nested and where structural change is deactivated in the model.

Figure 9 shows that model-generated investment rates are also strongly correlated

with those in the data. Again, there is nothing in the calibration procedure that

might match investment rates: in particular, our focus on EGPs implies that we do

not explicitly match initial investment rates when calibrating the model economy.

The correlation is 0:34��� and signi�cant at the one percent level, and the regression

coe¢ cient is 4:8���. The fact that the regression coe¢ cient is larger than one implies

that the model variation in investment rates is less than the empirical variation in

investment rates. The intercept of �0:43 is not statistically signi�cant from zero. In
this sense, the model accounts for the correlation and the magnitudes of investment

rates, although with insu¢ cient dispersion.
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Figure 9 �Correlation of investment rates from the PWT 7:1 database and

the model-generated investment rates.
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Notes: Model values are computed using simulated changes in economic

composition 1991� 2011, using the benchmark calibration. The dashed line
is a regression line obtained using OLS. The full line is the 45 degree line.

If we examine the equation for investment (32), we see there are two possible

e¤ects. One is the e¤ect of transition dynamics in rt. Another is what we might call

the direct impact of ISTC on investment rates �the impact from the fact that gASt
is an argument of (32).

Suppose that rt is constant over time. Then investment rates reduce to the

expression:
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Now, since we �nd the consumption hypothesis is not important, this implies that

gASt t gq. Thus, we compute counterfactual investment rates assuming that gASt
takes the model-generated average value of gq over the period, and apply equation

(26).This is the investment rate if ISTC rather than transition dynamics in rt were

the main factor behind investment rates. Note that we do not need a value of rt to

do this since it enters multiplicatively and is assumed to be constant over time in this

counterfactual. When we do this, we �nd that the correlation with investment rates

in the benchmark model is 0:66���, which is quite high. However, the correlation with

investment rates in the data declines to only 0:09. We conclude that the transition

dynamics of rt are key for the ability of the model to account for empirical variation

in investment rates.

Next, we return to the benchmark model and compare model generated GDP

growth rates with those from the data.20 Figure 10 shows that the correlation be-

tween model and data is only 0:07. Thus the model is not able to account for GDP

growth rates in the data. As we show in the Appendix, the result concerning invest-

ment rates is robust to using investment rates computed using the PWT 9:1 data,

and the result concerning growth rates is similar.

Figure 10 suggests that model-generated GDP growth rates are lower than those

in the data. For example, the US GDP growth rate in the data is 1:4 percent,

whereas it is about 1 percent in the model.21 We repeated the exercise multiplying

all industry and sector TFP growth rates by a common factor gz for all countries to

ensure that we exactly match US GDP growth rates over the period. This makes

sure that the general magnitude of productivity growth rates matches that in the

20For these purposes, we compute GDP growth in the model using chain-weighting, so as to
generate a measure of GDP growth that is comparable to the data.
21We are unsure of the speci�c source of the discrepancy. However there are several abstractions

we make that could be responsible, including the uniformity of capital shares and the absence
of input-output linkages. Our model also assumes perfect competition, whereas recent work by
Baqaee and Farhi (2019) argues a substantial share of US growth is attributable to improvements
in allocative e¢ ciency.
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data for the US; however, as before, the variation in GDP growth rates is too small

and the correlation is not signi�cant. This alternative calibration does not change

the other predictions of the model: model-generated values of log gq are identical and,

regarding investment, the correlation between investment rates in model and data is

high at 0:41���.

Figure 10 �Correlation of aggregate growth rates in the PWT 7:1 database

and the model-generated values of GDP growth rate.
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Notes: Model values are computed using simulated changes in economic composition

1991� 2011, using the benchmark calibration. Units are in percentages. The dashed
line is a regression line obtained using OLS. The full line is the 45 degree line.

We perform one last exercise. For each country, we multiply all industries by a
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country-speci�c growth factor gz chosen so as to match the economic growth rate

in the data for all countries over the period in question. Since this raises both the

numerator and denominator of gq by the same factor, this does not a¤ect the model�s

ability to account for gq. However, it does turn out to reduce the correlation between

investment rates in the model and the data to �10 percent. See Figure 11.

Figure 11 �Comparison between investment rates and economic growth in the

PWT 7:1 compared to their model-generated counterparts.
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Notes: Model values use simulated changes in economic composition 1991� 2011. In this
experiment, productivity growth rates in each country were multiplied by a country-

speci�c factor gz, selected so as to closely match GDP growth rates in each country.

The dashed line is a regression line obtained using OLS. The full line is the 45

degree line.

We conclude that the simple model of economic composition accounts well for

the data on gq, and reasonably well for variation in investment rates. On the other

hand, there is a sort of "growth dilemma" in that a simple multi-industry exten-

sion of the neoclassical growth framework that accounts for variation around the
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world in the relative price of capital cannot account for investment rates and growth

rates at the same time. Given that our model is a simple extension of the standard

workhorse of growth theory, the neoclassical growth model, that allows for many

industries and various rates of technical progress, the minimum extension to allow

for structural change, this poses a challenge for the growth literature and the lit-

erature on structural transformation. Equation (26) tells us that if we multiply all

productivity growth rates by a country-speci�c productivity growth term gz > 1 it

should raise the investment rate, since it raises �gASt. This implies that growth is un-

derestimated by the model in countries that have low investment rates empirically.

When we raise gz to match those growth rates, we make the investment rates too

high. Alternatively, growth is overpredicted by the model in many places that have

high investment rates. The implication is that investment rates may be high in some

countries due to distortions of some sort that do not contribute to growth. We leave

an investigation of these factors for future work.

F Robustness: on the measurement of capital

Herrendorf et al. (2014) suggest that some of the output of di¤erent industries ends

up incorporated into capital, including even to some extent service industries. To

see whether this might a¤ect our �ndings, for robustness, we repeat our quantitative

exercise using measures of log gq computed in a di¤erent fashion. Instead of directly

using the productivity growth rates measured as described above to measure log gi
in the production of each capital good, we instead use input-output tables to create

a measure by types of capital goods corresponding to the above categories. For

each capital good, we use the input-output "make" tables from 1997 (a benchmark

year in the middle of the period of interest) to compute a weighted average measure

of log gi, based on each of the di¤erent industries that contribute to its production.

Then, we repeat our quantitative experiments. For consistency, we use this procedure

to measure all industry values log gi, not just capital goods.

First, the correlation between model-generated log gq using these values and the

data remains high, 0:36���. However, what is more telling is that the regression
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coe¢ cient is 0:94���, almost exactly unity and almost exactly the same as before.

The intercept is close to zero and not signi�cant, as before. Thus, our results are

robust to measuring productivity growth rates with input-output tables in mind.

We de�ne capital as including the manufacturing industries in Table 2. However,

an alternative de�nition would include software, which has comprised an increasing

share of investment in developed economies; for the case of the US see Cummins

and Violante (2002). It is not clear that software makes up a signi�cant share of

investment in developing economies over the period in question, which make up much

of our data and, to the extent that software is sold pre-installed on equipment, it is

already counted in investment spending. However it is di¢ cult to tell whether stand-

alone software is an important part of investment around the world, as international

software data are hard to come by. One way to solve this is to note that software is

counted as part of the industry Printing and Publishing (ISIC 342). Thus, we could

create an alternative de�nition of capital in the model that includes ISIC 342 as well.

However, only a small part of ISIC 342 likely comprises software, so it is not clear

that this is a useful approach.

In any case we tried this procedure. Since the value of gi for ISIC 342 is con-

siderably lower than for the capital sectors in Table 2, we contend that including

it leads to a model-generated value of gq that is far lower than that produced in

the benchmark calibration, even if the correlation is still fairly strong with gq in the

data. Indeed the correlation remains high and signi�cant, 0:33���. The regression

coe¢ cient is 1:44���, highly signi�cant and not statistically di¤erent from one, as

before. The di¤erence with the older results is that the intercept 0:0079�� is positive

and signi�cant, as conjectured.

Greenwood et al. (1997) observe that the rate of ISTC in structures is lower

than in equipment and machinery. This begs the question of whether di¤erences in

gq might be primarily driven by di¤erences in the share of structures in the capital

stock. To address this, we constructed the average share of investment in structures

using the supplementary data provided alongside the PWT 9:1 �these data were

not available for the 7:1 edition. We found that the correlation between the share of

investment in structures over the period and our benchmark measure of log gq based
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on the PWT 7:1 was �0:06 and not signi�cant. Similarly, when we compute this
share using the procedure in the calibration,22 we �nd that the correlation is 0:05.23

We conclude that is the more detailed composition of capital that accounts for our

�ndings, not just shares of machinery or of structures.

We also adjust our measure for robustness to exclude investment in residential

structures. We could not �nd comprehensive international data on the share of

residential structures in new investment, but we found that in the US this is about

40 percent according to the breakdown in the 1997 IO tables. We reconstructed our

measures of log gq excluding 40 percent of construction for the exercise, �nding little

change in the results.

VI Discussion

A Comments on institutions

We �nd that the model without barriers accounts well for the empirical magnitude

and variation in log gq, solely on the basis of economic composition. On the other

hand, our �ndings do leave the door open for institutional factors or other barri-

ers to in�uence log gq indirectly, through any impact they might have on economic

composition.

What might these determinants be? There is a precedent in the literature for

the idea that policy or institutional factors may a¤ect composition. For example,

Samaniego (2006) shows in an open-economy context that labor market regulation can

a¤ect comparative advantage in industries depending on their rate of ISTC, skewing

industrial composition towards industries that use capital types with low values of gi
(an e¤ect termed high-tech aversion). Also, Ilyina and Samaniego (2012) show that

22We de�ne capital as the value added of the industries that produce capital goods (ISIC codes
331,332,381,382,383,384,385 and 390) drawn from the UNIDO database, plus the share of construc-
tion drawn from the ILO database, in the initial year (1991).

23The correlations of the structures share with log gq as measured in the PWT 9:1 is 0:07, also
not signi�cant.
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when technology adoption requires external �nancing, �nancial underdevelopment

also skews industrial composition towards low-tech industries. This begs the question

as to whether any policy or institutional indicators might be statistically related to

our �ndings. Of course, there is a question of reverse causality: political economy

considerations imply that countries that depend on technological transfer rather than

de novo innovation for growth might adopt particular kinds of institutions, see for

example Boldrin and Levine (2004). Given this, we brie�y explore whether there

is suggestive evidence of a link between log gq in the data and institutions, without

taking a stand on the direction of causality.

Following Samaniego (2006) we look at �ring costs (drawn from the World Bank,

�ring costs paid by workers with at least one year�s tenure, FC). We also look

at other forms of regulation that have been found to be important for aggregate

outcomes �namely product market regulation, measured using entry costs paid as

a share of GDP, EC, as reported by the World Bank. See Moscoso-Boedo and

Mukoyama (2012). Another possibility suggested by Ilyina and Samaniego (2012)

is �nancial development, which we measure using FD, the credit-to-GDP ratio, as

in King and Levine (1993). Data on FC, EC and FD are from the World Bank

1960� 2010.
In addition, Acemoglu and Johnson (2005) and others argue that �nancial devel-

opment is ultimately derived from the state of contracting institutions and property

rights institutions. We measure the strength of contracting institutions using the

negative of the index of legal system formality from Djankov et al. (2003), which

we call CONT . We measure property rights enforcement using the index developed

by the Property Rights Alliance (2008), PROP , averaged over the available period

2007 � 2013. Finally, we also look at intellectual property rights, which have been
related to the generation and di¤usion of technology, see Samaniego (2013) for a

survey. We measure intellectual property rights IPR, using the patent enforcement

method developed in Ginarte and Park (1997), as reported by the World Bank, av-

eraging over the available sample. Ilyina and Samaniego (2011) �nd that copyright

enforcement speci�cally is a form of IPR enforcement that bears the strongest rela-

tionship to �nancial development �see also Samaniego (2013). The BSA (Software
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Alliance) publishes the rate at which unlicensed software is used in di¤erent coun-

tries. Following the Property Rights Alliance (2008), we take this measure (times

�1) as an indicator of copyright enforcement. Finally, we also look at human capi-
tal, HC, using the standard Barro and Lee (2010) schooling-based measure averaged

over the period. While this is not an institutional measure as such it is an important

country characteristic which could be related to the need or ability to produce or

import high-tech capital goods.

We compare these institutional measures to three measures of log gq:

1. the value of log gq from the data;

2. the value of log gq generated by the baseline calibration of the model, based

solely on economic composition and productivity growth di¤erences; and

3. the di¤erence between the data value and the model value. We interpret this as

the part of log gq in the data that is not accounted for by economic composition,

at least at the level of aggregation in our data.

See Table 4 for the results. Several institutional measures stand out, as hypoth-

esized, including those related to property rights enforcement and �nancial develop-

ment as well as human capital depth. We conclude that a variety of institutional

failures appear statistically related to gq. What is more interesting is that the same

is true of the value of log gq generated by the model solely on the basis of economic

composition, but not the di¤erence between data and model (for the most part).

This suggests that, if these institutional indicators are related to log gq, it is pri-

marily through their impact on economic composition, rather than through other

channels, as hypothesized. This suggests that it would be interesting in future work

to study the ways in which policies and institutions may a¤ect macroeconomic be-

havior speci�cally through the channel of economic composition.

B Comments on Trade

The model abstracts from international trade. Eaton and Kortum (2001) �nd that

machinery is often imported by developing countries, which might suggest that the
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Table 4: Correlations between ISTC and di¤erent institutional indicators.
Dep var.

Indicator 1. log gq (data) 2. log gq (model) 3. Di¤. b/w model and data
Property PROP 0:50�� 0:46�� 0:38��

rights IPR 0:40�� 0:55�� 0:11
COPY 0:38�� 0:64�� �0:10

Financial CONT 0:30�� 0:48�� 0:08
dev. FD 0:26�� 0:45�� 0:07
Market EC �0:16 �0:43�� 0:04
frictions FC �0:30�� �0:31�� �0:18
Trade TC �0:00 �0:53��� 0:26
costs TCg �0:11 �0:29 0:02
Other HC 0:39�� 0:63�� 0:12

price of capital could be signi�cantly a¤ected by trade rather than by domestic

output, and that domestic output shares might not be indicative of the composition

of capital. However their data is for 1985, so it is not clear that their �ndings are

relevant for the relative price of capital in more recent data. Indeed, using data for

1995, Caselli and Wilson (2004) �nd that the composition of imported machinery is

very highly correlated with the composition of domestically-produced capital, both in

developed and developing countries. Nonetheless, it would certainly be interesting to

explore the extent to which trends in the price of capital might be a¤ected either by

trade �ows or by changes in trade costs. In particular, Mutreja et al. (2018) argue

that reductions in trade costs may lower the relative price of capital by allowing

countries to more easily access capital from countries that might produce them more

e¢ ciently. This suggests that one factor that might contribute to the dispersion in

investment rates could be trade costs.

To check this, we measure trade costs using the ESCAPWorld Bank International

Trade Costs dataset. We compute the weighted average trade cost (TC) for each

destination country using the shares of imports from origin countries with UNCTAD-

Trade Analysis Information System (TRAINS) import dataset over the available

years 1995 � 2014. However, Table 4 does not indicate that log gq is clearly related
to the level of trade costs.
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One might ask whether trends in trade costs are behind our �ndings. If capital is

largely imported in developing countries and trade costs decline, this could lead to a

higher value of gq as this declining trade cost might disproportionately lower the price

of capital. However declining trade costs cannot be responsible for secular increases

in gq according to a typical trade model. For example, in the framework of Eaton

and Kortum (2001), trade costs are de�ned relative to the e¢ ciency of intra-country

trade, so they are bounded below by unity. Thus, trends in trade costs can only be

detrimental in the long run, i.e. they should apply to countries with secular increases

in trade costs. Increasing trade costs could then be responsible for low values of gq,

but considering that trade costs have largely been in decline over the period of interest

this seems an unlikely explanation.24 In any case, Table 4 does not suggest any clear

link between gq and levels nor growth rates of trade costs (TCg). Thus, changes in

trade costs are unlikely to account for the trends in the relative price of capital. This

is consistent with Świ¾ecki (2017), who compares several determinants of structural

change, �nding that sector productivity growth rates are an important mechanism �

whereas trade costs are important only in selected economies, not across the board.

Interestingly, high levels of trade costs are negatively related to log gq as mea-

sured in the model. Since di¤erences in model-generated log gq are driven solely by

di¤erences in composition, this suggests that one channel through which trade costs

might a¤ect log gq is through composition itself. We leave this question for future

work.

VII Concluding remarks

We document extensive di¤erences in the rate of change in the relative price of

capital around the world. We then show that these di¤erences can be accounted

for on the basis of di¤erences around the world in economic composition, without

recourse to any barriers or frictions. We also �nd that a general equilibrium model

economy accounts for a signi�cant portion of the variation in the rate of change

24The World Trade Organization was established on January 1, 1995.
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in the relative price of capital and for di¤erences in investment rates around the

world, although not for di¤erences in rates of economic growth. We conclude that

these di¤erences can be given a technological interpretation, based on di¤erences

in composition among industries with di¤erent rates of technical progress. As a

result, the term "investment-speci�c technical progress," which the literature widely

identi�es with declines in the relative price of capital, is appropriate. Given the

key role played by industry composition in this phenomenon it seems important

to understand what are the deep determinants of industry composition. Is it due

to comparative advantage or other trade-theoretic mechanisms? Is due to policy

distortions, as suggested by Samaniego (2006) or Ilyina and Samaniego (2012)? Or

does it result form hysteresis, for example, based on the date at which the process of

development began in earnest and the speed of transition, as in Ngai (2004)? These

are likely useful questions for further research.
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A Data on industry productivity

Table 5 and Table 6 report the values of gi used in the paper.

B On the use of PWT 7:1 and PWT 9:1

For the purposes of this paper, it is important to underline that the data in the latest

Penn World Tables version 9:1 (Feenstra et al. (2015)) are not suitable for measuring

changes over time in the relative price of capital. In versions of the PWT prior to

8:0, the database has one benchmark year for which goods prices were measured in

a comparable way across countries to establish purchasing power parity (PPP), and

data for other years were extrapolated using price indices reported in the national

accounts. Thus, in the PWT 7:1, the change over time in the price level relative

to the price index of new capital is exactly our notion of gq: we are interested in

the growth of relative prices, not in levels at any particular date. Furthermore,

this procedure implies that the price of capital measured using the PWT 7:1 re�ects

di¤erences in the composition of capital that might exist across countries. In contrast,

PWT versions 8:0 and above use several benchmark years for the price data, which

renders them unsuitable for our purposes. In benchmark years, a set of comparable

products is priced in each country, and the geometric mean is taken between the
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Table 5: NBER TFP Growth Factors for the ISIC revision 2 industry classi�cation.
Source: NBER productivity database and author�s calculations.

Industry ISIC code NBER TFP Growth factor

Food products 311 1.002
Beverages 313 1.017
Tobacco 314 0.987
Textiles 321 1.005
Apparel 322 0.993
Leather 323 1.031
Footwear 324 1.001
Wood products 331 0.997
Furniture, except metal 332 1.009
Paper and products 341 0.999
Printing and publishing 342 0.984
Industrial chemicals 351 1.021
Other chemicals 352 1.006
Petroleum re�neries 353 0.998
Misc. pet. and coal products 354 0.993
Rubber products 355 1.018
Plastic products 356 1.008
Pottery, china, earthenware 361 1.001
Glass and products 362 1.012
Other non-metallic mineral prod. 369 0.996
Iron and steel 371 1.015
Non-ferrous metals 372 1.009
Fabricated metal products 381 1.007
Machinery, except electrical 382 1.037
Machinery, electric 383 1.053
Transport equipment 384 1.005
Prof. & sci. equip. 385 0.998
Other manufactured prod. 390 0.998
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Table 6: Sector TFP Growth Factors. Source:BEA database and author�s calcula-
tions.

ILO 1-Digit Classi�cation TFP Growth factor

Agriculture; forestry and �shing 1.0050
Mining and quarrying 0.9717
Manufacturing 1.0119
Utilities 1.0003
Construction 0.9952
Wholesale and retail trade; repair of motor 1.0125
Transport; storage and communication 1.0160
Accommodation and food service activities 1.0014
Financial and insurance activities 1.0066
Real estate; business and administrative 1.0037
Public administration and defence 0.9965
Education 0.9960
Human health and social work activities 0.9995
Other services 1.0003
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PPPs measured using weights based on expenditure shares in comparable countries

in order to compute the exchange rate that would make a basket of such products

have equal value in di¤erent countries.25 Thus, rather than measuring the price of

goods in each country at any date, the benchmark prices for any given country are

actually measured using expenditure shares on various goods in other countries, and

the sampling method focuses on goods that are comparable across countries, instead

of being representative of goods purchases in any given country. As a result, the

price indices in versions 8:0 and above are unsuitable for our purposes of measuring

gq in a manner that re�ects, among other factors, compositional di¤erences across

countries.

The PWT version 9:1 do come with a separate database (the National Accounts

data) which do have only one benchmark. Unlike the PWT 7:1, however, they do

not contain measures of the price of capital. It is possible in principle to create a

proxy for the price of capital by means of the following procedure:

1. compute an implicit de�ator pct for consumption26 by dividing local currency

consumption expenditure by the "real" measure: pct = v_c� q_c;

2. compute an implicit de�ator pit for investment by dividing local currency in-

vestment expenditure by the "real" measure: pit = v_i� q_i;

3. compute qt = pct=pit.

A concern with this measure is that it is indirect, so errors in any of the four

component series could compound. In addition, the PWT 9:1 use 2011 as a base year.

According to National Accounting guidelines,27 a base year "should represent normal

operation of the economy �it should be a year without major shocks or distortions."

The year 2011 is close to the Great Recession of 2009 and the subsequent global

�nancial crisis, suggesting it is one in which many countries were likely subject to

25See the ICP 2003-2006 Handbook from the World Bank for a detailed discussion.
26Alternatively the price index for GDP could be used: results are the same.
27See https://datahelpdesk.worldbank.org/knowledgebase/articles/680284-why-do-countries-

revise-their-national-accounts
Last checked 7/30/2019.
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price or other distortions. In contrast, the PWT 7:1 use 2005 as a base year, arguably

a more stable period.

It is less clear whether this is a concern for measuring aggregates such as GDP

or investment rates in the PWT 9:1, since the use of several benchmarks should deal

with this issue. As a result, we do measure economic aggregates using the PWT 9:1.

We draw values on levels of GDP per person, rates of growth in GDP per person

and investment rates from this database. However, Pinkovskiy and Sala-i-Martin

(2016) argue that the PWT 7:1 real GDP data concur more closely with economic

activity as measured using nightime lights than more recent editions �although the

9:1 version was not available at the time its construction is generaly similar to the

8:1 version, particularly in that GDP values are not chain-weighted. Thus, we report

results using aggregates measured using the PWT 7:1 as well as the PWT 9:1.

C Quantitative results with PWT 9.1 data

We now repeat the above exercises comparing the key model-generated statistics to

the same data generated by the PWT 9:1.

First, we compute log gq using the national accounts data reported in the PWT

9:1. We �nd that the mean and median values are now larger than one, and that

the share of countries reporting sub-zero values of log gq is now a little larger. The

standard deviation is larger than that of the measure computed using PWT 7:1 data.

Thus, this measure of gq tends to be a bit higher, and has even more dispersion than

the data we used earlier as a benchmark. See Table 7. The correlation with the

earlier measure is 0:42���, signi�cant at the 1 percent level.

The correlation between log gq and the initial level of q in the data is �0:69��� and
signi�cant at the 1 percent level. Thus, these data also indicate a convergence over

time in levels of q. Again, we check whether log gq is related to levels of economic

development as well. We �nd that the correlation between log gq and log GDP per

capita over the period is 0:13�, signi�cant at the 10 percent level. The correlation

between log gq and GDP growth rates, on the other hand, is 0:03 and not signi�cant.

This is similar to what we found earlier with PWT 7:1 data.
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Table 7: Summary information for the change in the relative price of capital, PWT
9.1.

Statistic log gq
Median 0:0010
Mean 0:0007
s.d. 0:0226
Share below zero 42:0%

When we compare the PWT 9:1 version of log gq to that generated by the model,

the �ndings are much weaker than before. The correlation is 0:22�, positive as before,

but signi�cant at the 10 percent level. The regession coe¢ cient on the model series

is 0:61�. This value is statistically di¤erent from one, and is statistically di¤erent

from zero at the 10 percent level. Thus, while the model accounts well for log gq as

measured in the PWT 7:1, there is more noise in its relationship with the PWT 9:1
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measure. See Figure 12.

Figure 12 �Correlation of log gq in the PWT9:1 database and the

model-generated values of log gq.
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Notes: Model values are computed using simulated changes in economic

structure 1991� 2011 assuming that all elasticities " and "s are set to
unity, so there is no structural change in the model.

The line is a regression line obtained using OLS.

Regarding investment rates as measured in the PWT 9:1, Figure 13 shows that

model-generated investment rates remain strongly correlated with those in the data.

The correlation is 0:38��� and signi�cant at the 1 percent level, and the regression

coe¢ cient is about 5:1���, slightly higher than with the PWT 7:1 data. The fact that

the regression coe¢ cient is larger than 1 implies that the model variation in invest-

ment rates is less than empirical variation in investment rates, as before. However,

the intercept of �0:51�� is also signi�cant, albeit at the 5 percent level. Thus, the
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model accounts for the correlation well, although not the magnitudes of investment

rates as measured in the PWT 9:1.

Figure 13 �Correlation of investment rates from the PWT 9:1 database

and the model-generated investment rates.
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Notes: Model values are computed using simulated changes in economic

structure 1991� 2011, using the benchmark calibration. The line is a
regression line obtained using OLS.

Finally, we return to the benchmark model and compare model generated GDP

growth rates with those from the data. Figure 15 shows that the correlation between

model and data is not statistically signi�cant. We also �nd that the values tend to

be too small. For example, the US growth rate in the model is around 1 percent,
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whereas it is 1:5 percent in the data. See Figure 14.

Figure 14 �Correlation of aggregate growth rates in the PWT9:1 database

and the model-generated values of GDP growth.
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Notes: Model values are computed using simulated changes in economic

structure 1991� 2011, using the benchmark calibration.
The line is a regression line obtained using OLS.

To deal with the question of overall magnitudes, we repeated the exercise mul-

tiplying all industry and sector TFP growth rates by a factor gz to ensure that we

exactly match US GDP growth rates over the period. However, the variation in

growth rates remains too small, and the correlation is not signi�cant either. Regard-

ing investment, the correlation between investment rates in model and data in this

calibration remains high at 0:41���, but the regression coe¢ cient is too large and the

intercept is still signi�cant as before. Finally, when we set gz separately for each

country so as to match its growth rate in the data, it throws o¤ the link between
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model and emprical investment rates, as before. See Figure 15.

Figure 15 �Comparison between investment rates and economic growth in the

PWT 7:1 compared to their model-generated counterparts.
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In this experiment, productivity growth rates in each country were multiplied by

a country- speci�c factor gz, selected so as to closely match GDP growth rates

in each country. The lines are regressions line obtained using OLS.

D Computing equilibrium

A Investment patterns and aggregate growth

It follows from the Euler equations of the household�s problem that:

Proposition 2 In equilibrium, the growth factors of total capital Kt;and total output

yt depend on the growth factors of TFP in the consumption and capital sectors and
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on the growth factor of consumption sector (as well as parameters):

gKt =
Kt+1

Kt

= g
1

1��
ASt

�
rt
rt+1

� 1
1��

(27)

and

gyt =
yt+1
yt

= g
1

1��
ASt

�
rt
rt+1

� �
1��

(28)

where gASt =
ASt+1
ASt

, GDP is de�ned as yt = ySt + pctct and the equilibrium interest

rate is

rt =
g1��qt�1g

�
ct�1

�
� 1 + � for t > 0. (29)

At date zero, r0 is determined by market clearing given K0.

Furthermore, from equation (15) it follows that:

Proposition 3 The model economy converges to a balanced growth path where in
each sector

lim
t!1

Ast = Ajt where j =

(
argmaxi2Is fgig if "s > 1

argmini2Is fgig if "s < 1
,

and in the consumption goods sector

lim
t!1

Act = Ast where s =

(
argmaxs<S fgsg if " > 1

argmins<S fgsg if " < 1
.

If "s = 1 in any sector, then Ast is constant over time.

Proposition 3 predicts that for each sector, the sector productivity will converge

to the productivity of industry with highest (lowest) TFP growth rate if the sector

elasticity of substitution > (<) 1. The aggregate TFP of the consumption goods

sector will converge to the productivity of the sector with highest (lowest) TFP

growth rate if the elasticity of substitution of the consumption sector is > (<) 1.
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Recalling that the only endogenous variable that a¤ects rt for t > 0 is gct,28

Proposition 2 implies that we can compute the equilibrium for the multi-industry

model economy in transition, provided we can derive the series for gct. The economy

with many consumption goods sectors will asymptotically converge to an economy

with one consumption sector which has either the highest or lowest TFP growth rate

depending on the elasticity of substitution. The same occurs within the capital goods

sector. As a result, the expression rt converges to some constant r and, although in

general the model does not possess a balanced growth path (see Ngai and Pissarides

(2007)), it converges to one. This suggests that the equilibrium may be computed by

�nding a su¢ ciently good approximation to the series for gct. In the limit, if "s 6= 1
for some sector s, one industry will end up dominating that sector. However, we

wish to study the behavior of the model economy in transition, where sectors are

relatively diversi�ed. Again, this is not necessary for computing a series for gqt for

di¤erent countries. However it is necessary for computing series for investment rates

and for GDP.

B A computational algorithm

Equilibrium investment is given by the expression

ySt = (�ASt)
1

1��

"�
gASt
rt+1

� 1
1��

� (1� �)
�
1

rt

� 1
1��
#
: (30)

In turn, equation 15 implies that aggregate output is given by

yt = ySt + pctct

= AStk
�

1��
t =

�
�

rt

� �
1��

A
1

1��
St : (31)

28In general, at t = 0, the value of r0 is determined by market clearing and the value of K0.
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As a result, the equilibrium investment rate is

ySt
yt

=

(�ASt)
1

1��

��
gASt
rt+1

� 1
1�� � (1� �)

�
1
rt

� 1
1��
�

�
�
rt

� �
1��
A

1
1��
St

(32)

=
�

rt

"�
gAStrt

rt+1

� 1
1��

� (1� �)
#

Since in equilibrium rt is a function of gq, the investment rate is also linked to gq,

and thus to economic composition.

All of these expressions are straightforward to evaluate in the limit as �gASt and

rt converge to constants. However, Ngai and Pissarides (2007) show that for generic

parameters this will not be the case in transition. As a result, we require a compu-

tational procedure for computing investment rates and output levels in transition.

However, the above Propositions essentially tell us how to do this.

First, we choose a date T far into the future and assume long run relationships

hold from then on. This should be very far out (say T = 1000) so that the model

behavior will be indistinguishable from long-run behavior for a while before T �i.e.

the expressions in Proposition 3 are assumed to hold for t � T , and T is so large

that behavior for t not far below T will likely be indistinguishable. Then, for dates

t 2 f0; :::; T � 1g we can compute ASt and Act using Proposition 1, given initial
conditions for Ai0 in all industries i. Then, we can make a guess for the series gct �

a guess that must converge to the long-run value at date T . This generates a series

for rt, which can be used to compute investment and GDP growth rates, using the

equations in Proposition 2. It can also be used to compute a new series for gct, one

implied by the model behavior, which can then be used to generate a new candidate

series for rt, and the process is repeated until the series for gct used to generate a

series for rt equals the series generated by model behavior.
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E Proofs

In this section we outline some of the derivations required for the Propositions in the

paper.

Proof of proposition 2. Solving the 2 sector problem and using the equilibrium

conditions, we have:

ASt = pctAct (33)

rt =

pctc�t
pc;t�1c�t�1

�
� 1 + � =

�
gAS;t�1
gAc;t�1

�1��
g�ct�1

�
� 1 + � if � 6= 0

where gc;t�1 � pctct
pc;t�1ct�1

is the growth factor of aggregate consumption and gAc;t�1 =
Act
Ac;t�1

; gAS;t�1 =
ASt
AS;t�1

are known

Let �t = �
�1r

��
1��
t � g

1
1��
ASt
r

�1
1��
t+1 + (1� �) r

�1
1��
t

kt =
KSt

nSt
=
Kct

nct
=

�
�ASt
rt

� 1
1��

Kt = kt

The growth factor of capital per capita in each sector is:

gkt =
kt+1
kt

= g
1

1��
ASt

�
rt
rt+1

� 1
1��

(34)

Using (33) and (20), we derive capital sector output, i.e., investment:

ySt =

�
�AS;t+1
rt+1

� 1
1��

� (1� �)
�
�ASt
rt

� 1
1��

= (�ASt)
1

1��

"�
gASt
rt+1

� 1
1��

� (1� �)
�
1

rt

� 1
1��
#

(35)
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and the growth factor of investment ySt becomes:

gSt =
yS;t+1
ySt

= g
1

1��
ASt

�
gAS;t+1
rt+2

� 1
1�� � (1� �)

�
1

rt+1

� 1
1��

�
gASt
rt+1

� 1
1�� � (1� �)

�
1
rt

� 1
1��

so that the labor in capital sector is:

nSt = �

"
1

rt

�
gAStrt

rt+1

� 1
1��

� (1� �)
rt

#
(36)

and the growth factor of nSt is:

gnSt =
nS;t+1
nSt

=

1
rt+1

�
gAS;t+1

rt+1

rt+2

� 1
1�� � (1��)

rt+1

1
rt

�
gASt

rt

rt+1

� 1
1�� � (1��)

rt

(37)

Notice that nSt (and hence nct = 1 � nSt) is independent of the level of technology
in c and S as long as the interest rate is too. We obtain capital in capital sector:

KSt = �

"
1

rt

�
gAStrt

rt+1

� 1
1��

� (1� �)
rt�1

#�
�ASt
rt

� 1
1��

(38)

De�ne the aggregate output per capita as yt = ySt+ pctct. Since Kct = Kt�KSt and

nct = 1� nSt,

yt = ySt + pctct

= AStK
�
Stn

1��
St + pctActK

�
ctn

1��
ct

= AStk
�

1��
t =

�
�

rt

� �
1��

A
1

1��
St (39)

and its growth factor is:

gyt =
yt+1
yt

= g
1

1��
ASt

�
rt
rt+1

� �
1��

(40)
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Aggregate consumption is:

Ct = pctct = yt � ySt (41)

=

�
�

rt

� �
1��

A
1

1��
St

� (�ASt)
1

1��

"�
gASt
rt+1

� 1
1��

� (1� �)
�
1

rt

� 1
1��
#

(42)

The growth factor of consumption is:

gCt =
Ct+1
Ct

= g
1

1��
ASt

�t+1
�t
: (43)

Notice that as t!1 the expressions for gASt and gAct converge to constants.

Proof of Proposition 3. Corollary of the proof of Proposition 1 and (10).
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