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Understanding Sentiment Through Context 

 

 

Abstract 

We examine whether empirical results using text-based sentiment of U.S. annual reports depend 

on the underlying context, within documents, from which sentiment is measured. We construct a 

clause-level measure of context, showing that sentiment is driven by many different contexts and 

that positive and negative sentiment are driven by different contexts. We then construct context-

level sentiment measures and examine whether sentiment works as expected at the context-level 

across four prediction problems. Our results demonstrate that document-level sentiment exhibits 

significant noise in prediction and suggest that document-level aggregation of sentiment leads to 

missed empirical nuances. The contexts driving sentiment results vary substantially by outcome, 

suggesting lower empirical internal validity for document-level sentiment. Using three additional 

sentiment measures, we document the same inferences, concluding that document-level 

aggregation likely leads to lower internal validity. Sentiment is thus best applied at the level of 

specific contexts rather than across whole documents.
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1. Introduction 

We investigate whether text-based sentiment of financial documents is related to the 

underlying context within the documents from which sentiment is measured and how 

aggregation at the document level affects sentiment measurement. Context is defined as “the 

parts of a discourse that surround a word or passage and can throw light on its meaning (The 

Merriam-Webster dictionary)” or “the text or speech that comes immediately before and after 

a particular phrase or piece of text and helps to explain its meaning (The Cambridge dictionary).”  

This study is motivated by the prevalence of applying sentiment classification 

methodologies in ways that ignore the context within a document, such as through assuming 

each word in a document is independent and that sentiment can be aggregated across a full 

document. Many studies in the literature do this using a dictionary of sentiment terms to 

calculate sentiment; according to Bochkay et al. [2022], 97.4% of all accounting publications 

from 2010 to 2021 that examine sentiment use a dictionary to do so. Despite the prevalence of 

such approaches, financial documents contain a variety of contexts embedded within. If the 

context in documents is not important for sentiment analysis, then the working assumptions and 

practices needed will be innocuous. Indeed, prior studies have found document-level sentiment 

useful in various prediction problems (see surveys by Li [2010a]; Loughran and McDonald 

[2016]; Gentzkow, Kelly and Taddy [2019]; El-Haj et al. [2019]).  

Conceptually speaking, context is important for understanding sentiment in two ways. First, 

context helps directly with measuring the sentiment of a phrase. For example, the word “loss” 

takes on a different meaning in each of the following three phrases: “net loss increased $3.0 

million,” “net loss was due to $4.7 million goodwill write off,” and “loss ratio decreased to 43% 

as result of segment’s adherence to underwriting guidelines.” While all three of these phrases are 
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accounting related, only the first two have a negative sentiment. Furthermore, the reason behind 

the loss for the second phrase is possibly transient, while the reason for the first loss implies that 

it was repeated. The third phrase is accounting related but refers to a provision or policy and is 

thus neutral in sentiment. Hence, the sentiment and implications we ascribe to the word “loss” 

varies with the context behind these three phrases. As such, context can directly help with 

classifying a phrase’s sentiment. While dictionary methods commonly used in the literature are 

unable to capture context in this way, some methods do leverage collections of words to help in 

classifying sentiment of phrases (see, e.g.: Antweiler and Frank [2004]; Li [2010b]; Huang, Zang 

and Zheng [2014]; Loughran and McDonald [2020a], Azimi and Agrawal [2021]; Huang, Wang 

and Yang [2022]). 

Second, context helps to interpret how sentiment conceptually relates to economic 

phenomena. For instance, consider the occurrence of future material weaknesses. Prior literature 

documents that more negative sentiment is associated with more material weaknesses in the next 

year (Loughran and McDonald [2011]). Considering just negative sentiment tied to earnings 

discussion, the same result is likely to be found. However, if we consider negative sentiment 

about cautionary statements or risk disclosures, this may indicate a company with better control 

systems which is likely to have fewer future material weaknesses. As such, the context in which 

the sentiment arises can lead to different economic predictions. As prior research usually 

measures sentiment on documents that contain more than one context, these differential 

interpretations across contexts get masked out, potentially causing researchers to not identify 

their construct of interest and to find inconsistent results. 

It is an empirical question whether context is crucial for understanding sentiment to the point 

that its omission will induce significant deviations in empirical inferences that rely on sentiment 

Electronic copy available at: https://ssrn.com/abstract=4316229



3 

 

classification. We examine this question by separating a document into its distinct contexts and 

measuring the sentiment of each context using several well-known sentiment classification 

methods. We compare these context-based sentiment measures against their context-free 

sentiment counterpart (document-level sentiment) in four prediction problems (stock return, 

volume, volatility, and material weaknesses). We also examine the effect of aggregation across 

contexts on sentiment measurement and the corresponding implications for using sentiment 

analysis in accounting research. 

We develop a four-step automated approach to identify contexts from a sample of 

documents. First, we process each document to extract the clauses contained in the document. 

Second, we filter clauses to remove redundant discussion. This is done at the sentence level and 

aims to keep a set of clauses that are each as short as possible, yet without dropping clauses that 

include any accounting/finance terms or words from the Loughran and McDonald [2011] 

(henceforth LM) positive and negative word lists. Third, we abstract away from the language of 

clauses to get a representation of each clause’s meaning. Lastly, we cluster across all clauses to 

group them by meaning. The resultant clusters represent the distinct contexts of the documents.  

We conduct our analysis using 35,362 MD&A sections of 10-K filings for the period from 

1994 through 2018. Using our context construction process, we identify 137 contexts, with each 

context containing an average of 165,469 clauses (ranging from 35,387 to 459,303 clauses). We 

validate the coherence of the contexts using an intrusion task: We randomly take three clauses 

from one context and one clause from another (the intruder). Four testers can pick out the 

intruder 86% of the time, on average. Moreover, we conduct an empirical validation of the 

context measures and find that they capture a large portion of the sentiment of the MD&As. To 
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facilitate the interpretation of our findings, we manually label the contexts according to our 

reading of a random sample of clauses from each context. 

We first examine whether the Loughran and McDonald [2011] sentiment measures are 

related to the contexts in the direction we predicted according to the observed sentiment of the 

clauses in the contexts. We regress the LM negative and LM positive measures of the MD&A 

section on the 137 contexts, using the least absolute shrinkage and selection operator (LASSO) 

regression method with 10-fold cross validation. We find that 92 and 79 contexts exhibit 

significant explanatory power for explaining LM negative and LM positive sentiment, 

respectively, suggesting that negative sentiment depends more on context than positive 

sentiment. Furthermore, we find a much higher adjusted R2 for LM negative sentiment, which 

suggests that negative sentiment depends more on context than positive sentiment. This may help 

to explain the findings of prior studies that the LM dictionary is better at capturing negative 

sentiment than positive sentiment. Finally, we divide the contexts into four groups based on their 

association with the document-level LM sentiment measures: high sentiment, skewed toward 

negative sentiment, skewed toward positive sentiment, and low sentiment. 

Next, we examine the ability of the LM sentiment measures to capture contextual meaning 

by regressing filing-period excess return, filing-period abnormal volume, post-filing stock 

volatility, and future material weaknesses on a set of 137 context-level sentiment measures. 

Context-level sentiment variables are created to measure the percentage of clauses within each 

context classified as having a negative, positive, and neutral sentiment. The filing-period excess 

return regressions show that six contexts have a negative effect and six have a positive impact on 

excess return in the negative sentiment regression, while six and two contexts exhibit statistically 

negative and positive coefficient estimates in the positive sentiment regression. In the neutral 
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sentiment regression, 13 contexts are significantly associated with filing-period excess returns. 

Taken together, these findings suggest that sentiment from only a handful of contexts drives the 

document-level sentiment result, and that document-level sentiment misses some of the nuance 

in how sentiment relates to filing-period excess return. 

The abnormal volume and stock volatility regressions tell a similar story. While we find that 

most statistically significant context-level sentiment measures have the expected positive effect 

on filing-period abnormal trading volume, the effect is concentrated in only ten contexts. For 

post-filing stock volatility, we find a handful of context-level sentiment measures pointing in 

both positive and negative directions. These findings are different from those of Loughran and 

McDonald [2011], which documents that a higher percentage of positive or negative words is 

associated with larger trading volume and stock volatility. Lastly, we document similar but more 

disparate relationship between future material weaknesses and sentiment. For negative sentiment, 

12 contexts predict more material weaknesses, while 13 contexts predict fewer. Similarly, 12 (9) 

contexts positively (negatively) predict material weaknesses for positive sentiment. This latter 

finding is opposite to our expectation and inconsistent with the results documented in Loughran 

and McDonald [2011]. 

If our context approach randomly assigns clauses into arbitrary groups, we would expect the 

estimated coefficients on these contexts to have the same sign and similar magnitude as the 

document-level LM sentiment measures, though with some (possibly substantial) added noise. 

Even if the groupings were non-random, the same results should attain unless the effect of 

sentiment in the regressions is influenced by the source of the non-random grouping. Our context 

construction process is one such non-random grouping which we developed to preserve the 

syntax and grammar of each clause. Hence, our finding that most estimated coefficients on 
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context-level sentiment variables are different in sign and magnitude than those on the 

document-level sentiment measures is consistent with sentiment being affected by context.  

As a falsification test, we construct a set of context-like measures that are based on 

randomly assigning each clause in each document to one of 137 groups under a uniform 

distribution. We replicate our primary findings and find that the randomized context-like 

measures result in fewer statistically significant coefficients and substantially lower adjusted R2. 

This finding suggests that the contexts in our primary results are empirically useful in linking 

sentiment to various outcomes. 

In additional analyses we extend our findings to other commonly used dictionaries (the 

Henry [2008] and General Inquirer dictionaries), indicating that our findings are not unique to 

the LM sentiment dictionaries. This suggests that our results are more likely a due to document-

level aggregation of sentiment or application of bag-of-words methods. To rule out bag-of-words 

as the primary culprit, we re-run all our tests using FinBERT in place of the LM dictionary 

approach. FinBERT is a neural-network approach that utilizes sentence-level context internally 

in its calculation of sentiment to minimize measurement error of sentiment (Huang, Wang, and 

Yang [2022]). Unlike our approach, however, FinBERT does not provide a sentiment measure to 

researchers that can be directly used in empirical tests. Using FinBERT, we continue to find that 

sentiment depends on context, implying that document-level aggregation of sentiment is the 

source of our findings. 

Finally, we formally examine the implication of context aggregation for sentiment 

measurement. Given our finding that sentiment varies with context, we expect that measuring 

sentiment at the document-level will be problematic on documents that have multiple contexts 

embedded in them. When aggregating to the document level, sentiment measures capture 
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variations in both sentiment and context, failing to identify the underlying construct of interest. 

We conduct a simulation by estimating our main analyses on samples constructed from a random 

selection of n contexts, for n from 2 to 136. We run this random process 1,000 times for each n 

and separately for negative and positive sentiments. The results suggest that aggregating across 

contexts can suppress information that is captured at the context level. By aggregating across 

contexts we lose some of the nuance that suggests different contexts drive different sentiment 

results.  

This study contributes to the textual analysis literature in accounting and finance by 

extending the prior literature through unravelling textual sentiment to understand what it is that 

researchers capture when using such methods. To do this, we evaluate common sentiment 

classification methods by examining whether the sentiment measures work as intended 

regardless of the contexts in financial documents. We find evidence consistently showing that 

context matters in sentiment analysis. Specifically, we show that sentiment does not seem to be 

consistent across contexts, and positive and negative sentiments are driven by different contexts. 

More importantly, only a limited number of contexts exhibit predictive power for the four 

outcome variables we examine, and the predictive contexts vary by the outcomes being 

predicted. Taken together, these results suggest that sentiment captures many constructs, perhaps 

dependent upon the underlying contexts of the texts. We then show that the importance of 

context is not restricted to dictionary-based sentiment methods, indicating that sentiment as a 

construct must be studied more granularly. Lastly, we show that document-level aggregation 

suppresses context-level information and reduces the explanatory power of the sentiment 

measures. 
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Taken together, we conclude that sentiment (in the context of financial documents) does not 

appear to be one specific construct, but a conflation of many constructs. As such, we recommend 

future researchers avoid broad, document-level measurement of sentiment. Instead, we suggest 

researchers focus on sentiment within a specific context where the theoretical linkage between 

the measured construct and the extant research question is clearer. An example is Hassan, 

Hollander, Van Lent, and Tahoun [2019], which measures political sentiment conditioned on 

political risk statements in quarterly earnings conference calls.1 

Section 2 describes the existing textual analysis methods and the methodology behind our 

context construction approach. Section 3 presents the research design. Section 4 reports the 

empirical findings. Section 5 concludes.  

2. Methodology 

2.1. Prior Literature: Bag-of-words, Topic Modeling, Naïve Bayes, and FinBERT 

The bag-of-words method has been pervasive in the textual analysis of financial disclosures 

(e.g., see surveys by Li [2010a]; Loughran and McDonald [2016]; Gentzkow, Kelly and Taddy 

[2019]; El-Haj et al. [2019]; Loughran and McDonald [2020a]; Bochkay et al. [2022]). It 

involves parsing a document into its individual words (tokens) and counting the frequency of 

these words against attribute-specific word lists (e.g., positive and negative) to extract sentiments 

from the document. The word lists used in the literature vary from a few specific keywords to 

dictionaries with over 100 tokens.2 The popularity of textual analysis in accounting and finance 

 
1 The automated process we developed to extract distinct contexts from a sample of documents provides an approach 

for parsing contextual meaning when a broad set of contexts is needed. It is similar in spirit to topic modelling, in 

that it can be used to agnostically assign text to groups based on some definition of meaning. However, our context 

construction approach is finer-grained, able to accurately classify short snippets of text (parts of sentences), whereas 

topic modelling excels at labelling large sections of text (paragraphs to full documents). As such, our approach can 

aid future researchers in classifying more precise context-dependent measures at the clause or sentence level. 
2 Papers focused on only a few specific keywords include Li [2006], Loughran et al. [2009], and Hassan et al. 

[2021a; 2021b]. Li [2006] captures the risk sentiment of 10-K annual reports using words related to risk or 

uncertainty, while Loughran et al. [2009] measures “sin” using ethics-related terms. Hassan et al. [2021a] and 
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research has led to the development of finance-specific word lists by Henry [2008] and Loughran 

and McDonald [2011].3 Besides general-purpose word lists, various studies have created custom 

word lists to capture context-specific attributes.4 The key assumption of the bag-of-words 

method is that each word is independent and, hence, it ignores word order, sentence structure, 

and grammar when measuring the sentiment of sentences. This assumption does not reflect how 

language works, but it reduces the complexity of working with text as data. Two alternative 

methods have been used in the literature to partially overcome this shortcoming within a bag of 

words framework: topic modeling and naïve Bayes.  

Topic modeling is an unsupervised machine learning technique which looks for patterns in 

how words covary within and across documents. Topic modeling is usually implemented using 

Latent Dirichlet Allocation (LDA), which is bag-of-words algorithm. Dyer, Lang, and Stice-

Lawrence [2017] uses LDA to identify the major topics that led to an increase in the length of 

10-K reports over time. Huang et al. [2018] quantifies the information intermediary role of 

analysts by applying LDA to extract the common topics being discussed in both earnings 

conference calls and analyst reports. Brown, Crowley, and Elliott [2020] uses LDA to obtain a 

set of semantically meaningful topics for predicting intentional misreporting. While LDA 

provides some measure of the overall content in a document, a drawback of the method is that it 

provides only a document-level measure. Furthermore, it does not measure context at all due to 

 
Hassan et al. [2021b] measure exposure to epidemics and Brexit at the firm level from quarterly earnings conference 

calls. Papers utilizing larger dictionaries include Tetlock [2007] and Kothari et al. [2009], which use the Harvard 

General Inquirer word lists that include over 1,000 tokens. 
3 Loughran and McDonald [2011] and Loughran and McDonald [2015] show that the LM dictionaries are better for 

analyzing the sentiment of financial documents than the general-purpose Harvard IV/General Inquirer and 

DICTION lists, respectively. 
4 Managerial deception or extreme negative and positive words (Larcker and Zakolyukina [2012]), competition (Li, 

Lundholm and Minnis [2013]), financial constraints (Bodnaruk, Loughran and McDonald [2015]), corporate culture 

(Audi, Loughran and McDonald [2016]), firm complexity (Loughran and McDonald [2020b]), and extreme 

language (Bochkay et al. 2020). 
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its bag-of-words implementation. As such, the algorithm is not intended for labeling contexts of 

short snippets of text (e.g., sentences), making it difficult to examine the context of discussion in 

a more fine-grained manner using LDA.5 

Naïve Bayes is a supervised machine learning technique, in which a training dataset is used 

to estimate the parameters of a Naïve Bayes model to classify out-of-sample data. Antweiler and 

Frank [2004] manually labels 1,000 stock message board postings and then use them to train a 

naïve Bayes algorithm to classify posting tone. Similarly, Li [2010b] and Huang, Zang and 

Zheng [2014], among others, use pre-labelled training data to “teach” naïve Bayes models to 

interpret the content of 10-K filings and analyst research reports, respectively. While naïve 

Bayes uses context internally for training supervised classification, it does not provide any 

measure of this context to the researcher. 

More recent studies have attempted to factor in word order in measurement. Azimi and 

Agrawal [2021] uses neural networks, another supervised learning technique, to capture the 

sequences and dependencies between words, and estimate the model using a training dataset with 

8,000 manually labelled sentences. Shanthikumar, Wang, and Wu [2021] analyzes social media 

comments using Amazon Web Services’ Comprehend tool that accounts for lexical and semantic 

information from text. Siano and Wysocki [2021] applies the BERT language model, developed 

by Google and pre-trained on unlabeled data, to capture context rather than words for predicting 

changes in sales. Siano [2022] trains a similar model to predict earnings announcement event 

return and future earnings. Huang, Wang and Yang [2022] train a BERT language model 

 
5 There are some exceptions to this, which generally rely on using tweaked LDA-like models and/or short 

documents for training. For example, individual social media posts on Twitter (tweets) can be labeled using the 

Twitter-LDA model of Zhao et al. [2011]. Since tweets are generally sentence length, this algorithm can have a 

similar usage to the method developed in this study on that specific source of data. However, the assumptions of the 

Twitter-LDA model make it difficult to apply to any other data sources. The Twitter-LDA model is validated for use 

in classifying firm disclosure in Crowley, Huang and Lu [2022a]. 
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specifically for financial contexts, termed FinBERT, and use it to classify sentiment, ESG 

content, and forward-looking statements. While these papers do leverage context in a fine-

grained manner (typically at the sentence level), the sentence-level context is only used internally 

by the algorithm to solve a classification problem, and only this output of that classification is 

human interpretable.6 As such, these methods do not directly help researchers to understand the 

context of the text. 

2.2. Context Construction Methodology 

Our primary goal, methodologically, is to extract all clauses from our documents and assign 

each of them to an appropriate context in an unsupervised manner. This will then allow us to 

examine the impact of sentiment in a context-specific manner across all contexts contained in our 

documents. Using an unsupervised approach provides two distinct benefits over a manual or 

supervised approach. First, an unsupervised approach does not require the researchers to have 

complete information on what is contained in the documents – the approach will extract all 

relevant contexts of a sufficient prevalence in a less biased fashion.7 As such, an unsupervised 

approach should provide a more comprehensive collection of contexts. Second, an unsupervised 

approach does not require manual classification to execute. While we do validate our measure 

with a manual task, future researchers are able to apply our methodology without any manual 

classification. As such, the method is easy to replicate and extend to related domains. 

  

 
6 BERT and neural network-based methods do capture context internally, but do so in a high dimensional and non-

human intelligible manner. As such, it is difficult for researchers to use such methods to examine context jointly 

with other measures.  
7 Unbiased in this case refers to researcher bias. Researcher bias is prevalent in supervised methodologies as 

researchers naturally include what they know in the classification, and anything they are not aware of cannot be 

included. There are still some potential biases in the methodology we outline in this section, stemming from 1) 

training sets used in constructing the open-source machine learning methods we implement and 2) statistical 

limitations where contexts with minimal representation in the data may not be included in the final output. 
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2.2.1. Constructing Contexts  

We develop a four-stage automated approach to classify the text of the documents into 

distinct contexts. The first stage is clause segmentation using Stanford NLP’s Open Information 

Extraction algorithm (Angeli, Premkumar and Manning [2015]; henceforth, Open IE), used to 

isolate self-contained parts of sentences. Open IE is a natural language processing method that 

summarises a sentence into relation triples in the form of (subject; relation verb; object), which 

we use to construct the clauses in the documents. The second stage is to filter out irrelevant or 

duplicate clauses to remove artifacts from the clause segmentation process as well as to decrease 

the dimensionality of the data. The third stage is to abstract away from language to the meaning 

of the clauses, to allow for classifying contexts in a language-agnostic manner. We do this by 

processing all clauses using the Universal Sentence Encoder algorithm to get a 512-dimensional 

representation of the clauses’ meanings (Cer et al. [2018]). The final stage is then clustering 

clauses into contexts based on their underlying meaning – the resulting clusters are our contexts. 

We accomplish this using Mini-Batch K-Means (Sculley [2010]) optimized using the Gap 

statistic (Tibshirani, Walther and Hastie [2001]). The resulting contexts are then used throughout 

our analysis to examine how sentiment behaves in a context-dependent manner. 

We apply our context construction method to the Management Discussion and Analysis 

(MD&A) sections of 10-K reports to minimize computation time.8 We collect all annual 10-K 

reports from 1994 to 2018 and process each annual report using the python parser developed in 

Brown, Crowley and Elliott [2020], including using the same MD&A regex-based extraction 

 
8 Clause segmentation using Open IE applied to MD&A sections of 10-K filings takes ~6.5 days on a 6-core 

processor (using 11 threads) with 128GB of RAM. Processing all clauses using Universal Sentence Encoder was 

efficiently done on a GPU (GTX 1060) in around 2 hours. The Mini-Batch K-Means procedure takes around 1 day 

to run across 24 threads with 256GB of RAM (but takes longer than 1 week if using less RAM). The remaining 

operations described in this section take only minutes to run. All three parts of this process scale somewhat linearly 

(or worse) with the number of sentences processed; as such, what takes around 1 week of computation time on 

MD&As would take around 2 months of computation time on full text 10-K filings on the same hardware. 
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method. As shown in the top panel in Table 1, we have processed 208,169 annual reports 

(188,030 10-K filings and 20,139 10-K405 filings) to extract a total of 107,596 MD&A sections. 

In our empirical analysis we will further restrict to the 35,362 MD&As that match all the 

requirements listed in the bottom panel in Table 1.  

We parse the 107,596 MD&As and obtain 179,703,756 clauses. After filtering out similar 

and overlapping clauses, the number of clauses drops to 48,576,229, a 73% reduction. Finally, 

we cluster these clauses based on their meaning to arrive at 137 clusters. We refer to these 137 

clusters as the contexts within the 10-K MD&A filings. Appendix A describes the four stages of 

the context construction process in greater detail, and Appendix B details the optimization used 

to determine the number of contexts in the data. 

2.2.2. Labelling Contexts 

To interpret the contexts, we start by hand-labeling each context. To do this, we randomly 

pull 20 clauses from each context, interpreting them to determine a label.9 The output of this 

process is presented in brief in Appendix C, showing two of the 20 clauses used for labeling each 

context. At the same time as the labeling exercise, we also hand-code a broader classification 

(presented in Appendix C as well). The labels for contexts were chosen to reflect the underlying 

meaning of the clauses included in each context. Intuitively, some contexts may overlap with 

positive or negative sentiment, but this overlap reflects natural variations in how certain types of 

information are discussed.10 

 
9 Two of the authors of this study independently labeled each context based on the 20 randomly selected clauses. 

The authors manually coded: 1) a name for the context, 2) a broader category for the context, and 3) any observed 

sentiment of the context. Any disagreement was settled through discussion by the author team. 
10 Of the 137 contexts we labeled, only seven labels contain words from the LM sentiment dictionaries. Of these, 

four reflect the information from the clauses directly (“accounting losses,” “cautionary statements,” “continuation or 

going concern,’ and “losses”) and two reflect the grammatical structure of the clauses (“modal weak statements” and 

“modal strong statements”). One final context, “negative accounting outcomes” is a catchall for a variety of 

outcomes: impairment, inventory write-downs, AUM decreases, revenue declines, and working capital deficits, 

among others. 
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Based on our hand-coding, we find there to be four overarching types of contexts: 

accounting, business operations, changes, and ungrouped text. A particularly relevant set of 

contexts focused on accounting makes up 24 of the 137 contexts. Within the accounting contexts 

we find a variety of discussion on accounting policies (8 contexts), including “accounting 

assumptions,”, “fair value measurement,” and “tax.” We also find discussion of accounting 

standards (2 contexts), general and balance sheet discussion (6 contexts) including discussion of 

“deferred tax” and “cash flows,” and income statement discussion (8 contexts). Another set of 

highly relevant contexts is discussion of business operations, including 44 contexts covering 

everything from debt, equity and investment (8 contexts), expectations and future (6 contexts), 

macroeconomics (5 contexts), operations (16 contexts), outcomes (4 contexts), and structure (5 

contexts). Examples of specific contexts within business operations include “share 

transactions,” “market risk,” “sales of goods or assets,” “growth,” and “contracting.” The last 

relevant set of contexts includes changes in financial or performance figures, representing 14 

contexts. In total, these business-relevant contexts comprise 82 of our 137 contexts. 

The remaining contexts tend to be non-business related and focus more on grammar or usage 

of certain words. We find that 11 contexts are focused on specific grammar patterns such as 

modal weak statements, and another ten contexts relate to timeframes. Another 23 contexts relate 

to usage of specific words but generally lack specific useful information, and the remaining 11 

contexts absorb various unrelated text. We refer to all these non-business-relevant contexts as 

ungrouped contexts – that is, they are not grouped based on the information contained in the 

statements, but on other aspects. These contexts are largely devoid of useful information, and 

thus should be of less interest. At least some of these contexts are unavoidable as natural 

language itself is not naturally clustered, and thus it is likely that there will be some clauses that 
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do not match the rest. Furthermore, a fair number of the clauses within the ungrouped contexts 

arise from Open IE having extracted clauses that are too short to have useful information, and 

thus attenuation toward a specific word or pattern is inevitable. In other cases, these contexts 

may arise from the lack of power K-Means exhibits in clustering – it requires all clusters to be of 

the same shape (hyper-spherical), and thus some clauses on the boundaries of clusters may end 

up getting clustered together.11  

Table 2, Panel A (Panel B) presents the most and least frequent business-relevant contexts 

based on the number of clauses in the context (number of documents including the context). 

While an ungrouped context is the most common individual context (not tabulated), purely 

unrelated contexts only account for 11.8% of all clauses. Business-relevant contexts account for 

55.7% of all clauses, while specific grammar patterns (including timeframes and word mentions) 

accounts for the remaining 32.5% of all clauses. Of the business-relevant contexts, the most 

prevalent discussion is on “increases in accounts,” “loans issued,” “mixed business activities,” 

“revenue recognition,” and “sales of goods or assets.” The least frequent contexts focus on fine-

grained issues like “partnerships,” “cautionary statements,” “new accounting standards,” 

“deferred tax,” and “depreciation and amortization.” Based on the number of documents 

represented, we find that almost all MD&A sections discuss “increases in accounts” and 

“increases in performance,” “decreases in performance”, “cash flows,” and “financing and 

investment.” The least widespread topics again include “partnerships,” and “deferred tax,” 

though “accounting standards,” ‘energy” and “leases” are also in fewer MD&As. 

 
11 While a more precise clustering methodology could be used, such methodologies would also impose significantly 

higher computation costs. As such, we view K-Means as a fairly optimal choice, as it is quick enough to run the full 

Gap-statistic simulation while simultaneously accurate enough to identify 82 business-relevant contexts including 

some granular discussion, such as “deferred tax,” “leases,” and “partnerships.” 
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Panels C and D introduce the primary adjustment we apply to our context measure: 

subsetting contexts based on the LM sentiment dictionaries. Panel C shows which contexts are 

most and least likely to contain negative discussion, as defined by the LM dictionary. We see 

that the “losses” context has by far the most common negative context, with over 70% more 

clauses than the second highest context, “decreases in value or performance.” The top two 

contexts are negative in over 90% of all clauses. Other commonly discussed contexts under the 

LM negative dictionary are about uncertainty, performance outcomes, and broader economics 

discussion. The least negative contexts are mostly ungrouped contexts, with only one business-

relevant context in the bottom ten: “income statement items.” 

Panel D presents similar statistics for positive clauses, where a positive clause is defined as a 

clause with more tokens in the LM positive dictionary than it has in the LM negative dictionary. 

We see, rather unexpectedly, that two of the top contexts are “tax” and “accounting standards.” 

Both do not appear to be positive topics, but they are easily explained by the inclusion of one 

word in the LM positive dictionary: “effective.” The phrase “effective tax rate” is included in 

over 36,000 clauses within the “tax” context, and it changes the sentiment of the clauses to 

positive 34,000 times (94% of clauses). Similarly, the phrase “is effective” appears in nearly 

13,000 clauses in the “accounting standards” context, changing the sentiment for all but 54 of 

the clauses (99.6% of clauses in the context). In both cases, the word effective is almost entirely 

misclassifying the sentiment of these clauses as positive. This may in part explain the lack of 

effectiveness of positive LM sentiment, as such misclassification adds a significant amount of 

noise to the measurement of positive sentiment. Looking at the other contexts, however, we see 

that the LM positive dictionary is picking up some useful contexts as well, such as “changes in 

operating measures” and “growth.” In terms of the least common contexts, “decreases in value 
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or performance” and “losses” are both generally negative and thus have minimal overlap with 

positive discussion. 

2.2.3. Validation 

To validate our contexts, we conduct an intrusion task following Brown, Crowley and Elliott 

[2020]. The task is presented as a series of multiple-choice questions, asking “Which statement 

does not belong?” along with presenting four clauses. Within each question, three of these 

clauses are from the same context, while a fourth, the intruder, is from a different context. If the 

contexts are intelligible, then the intruder should be identifiable at a rate better than chance. The 

questions include a balanced sample across the 82 business-relevant contexts (equally weighted), 

and the clauses presented from each context are randomly selected from a uniform distribution 

across the context. Four research assistants examined a set of 500 intrusion questions each, 

correctly classifying the intruding clause correctly 86.0% of the time, on average (ranging from 

82.8% to 88.0%). Compared to the experimental results from Brown, Crowley and Elliott [2020] 

for topics derived from LDA applied to 10-K filings, this is a remarkably high level of accuracy, 

indicating that the contexts our method assigns are easily intelligible. 

 3. Research Design 

3.1. Sample and Data 

Table 1 describes the sample selection process. The sample covers the period from 1994 

through 2018. The top panel shows that we start with 188,030 10-K and 20,139 10-K405 filings, 

of which 107,596 have a Management Discussion and Analysis (MD&A) section that we can 

identify. As reported in the bottom panel, the sample drops to 101,877 after removing filings that 

cannot be parsed by Open IE, that do not match to the Loughran-McDonald data library, or that 

are released too close together by the same firm. The sample further decreases to 49,812 after 
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excluding observations without a CIK in CRSP/Compustat Merged and without data in 

Compustat. The final sample has 35,362 firm-years of MD&As, after we impose additional 

filters on market capitalization, stock price, stock return, trading volume, stock exchanges, book-

to-market ratio, and word counts. 

Stock return, price, trading volume, market capitalization, and trading exchange data are 

retrieved from CRSP, while accounting data are from Compustat. We retrieve full-text sentiment 

measures from the Loughran McDonald Master file, and we also construct equivalent measures 

for full-text and MD&As based on the Brown, Crowley and Elliott [2020] parser. We obtain 

material weakness counts from Audit Analytics. 

Table 3 reports summary statistics of various sentiment measures, our clauses, and the 

dependent variables and controls used in our regressions. These variables are defined in 

Appendix D. As the Loughran McDonald data library only provides full-text sentiment scores, 

we present our calculated full-text scores alongside the full-text scores from Loughran and 

McDonald’s data to allay any concerns that differences in parsing methodologies may drastically 

affect the sentiment measures. While the mean and median for our calculated negative sentiment 

measure is slightly lower, the mean and median for positive sentiment are quite similar. 

Untabulated correlations show that the negative sentiment measure we calculate is 80.3% 

correlated with Loughran and McDonald’s, while our positive sentiment measure is 81.7% 

correlated with their measure. The MD&A sentiment measures are less correlated, at 44.3% and 

43.9% for negative and positive sentiments, respectively, and likewise have univariate statistics 

that deviate a bit more for negative sentiment. This is expected because the MD&A talks about a 

potentially different set of issues and contexts as compared to full-text 10-K filings.  
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We find an average of 641.1 clauses per MD&A after completing the procedure described in 

Section 2.2.1. As such, there is a large amount of text, and thus context, in the average MD&A. 

When filtering clauses based on the LM sentiment dictionaries, we find that there are 36.6 

negative and 20.1 positive clauses per MD&A, on average. Since our context construction 

process removes many non-sentiment bearing words, the ratio of sentiment-containing clauses to 

all clauses is high at 8.9% of clauses.  

3.2. Empirical Models 

In the empirical analysis, we use a consistent framework in constructing our regressions. For 

our first set of tests, which investigate the relationship between LM sentiment and context, we 

use regressions of the following form: 

𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑓,𝑡 = 𝛼 + ∑ 𝛽𝑖 𝐶𝑜𝑛𝑡𝑒𝑥𝑡𝑖,𝑓,𝑡

137

𝑖=1

+ 𝛾 ∙ 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑓,𝑡 + 𝛿 ∙ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝐹𝐸 + 𝜀. (1) 

In equation (1), Sentiment refers to the document-level sentiment of the MD&A section of the 

10-K filing for firm f in year t. The 137 Context measures are defined as the number of clauses in 

each context in each MD&A divided by the total number of clauses in that same MD&A. Our 

interest in these tests is to observe to what extent sentiment is driven by context, as well as to see 

whether contexts that generally skew negative (e.g., accounting losses) or positive (e.g., 

increases in performance) are empirically related to sentiment. As controls, we include the log of 

market value, log of the book-to-market ratio, log of share turnover, pre-event Fama-French 3-

factor model alpha over the trading day window [-252, -6], where day 0 is the 10-K filing date, 

and an indicator for the firm being listed on the NASDAQ exchange. We also include Fama and 

French [1997] 48 industry fixed effects. The control variables and fixed effects are implemented 

following Loughran and McDonald [2011]. 
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 In the second set of tests, we examine the ability of the LM sentiment measures and contexts 

in predicting four outcome variables from Loughran and McDonald [2011]. As our intention is to 

use prior results as a setting to benchmark the importance of using context in sentiment analysis, 

we use a regression structure that follows from Loughran and McDonald [2011]: 

𝐷𝑉𝑓,𝑡 = 𝛼 + 𝛽𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑓,𝑡 + 𝛾 ∙ 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑓,𝑡 + 𝛿 ∙ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝐹𝐸 + 𝜀. (2) 

The dependent variables in this specification are one of the following (where day 0 is the 10-K 

filing date): filing-period excess return over days [0, +3]; filing-period abnormal volume over 

days [0, +3], normalized as a z-score by the volume in days [-60, -6]; post-event return volatility, 

calculated as the root mean squared error of the Fama-French 3-factor model over days [+6, 

+252]; or future material weaknesses, which is the number of material weaknesses flagged by 

Audit Analytics in the next fiscal year. Sentiment, Controls, and Industry FE are the same as 

defined under equation (1). 

To examine the LM sentiment measures across different contexts, we modify equation (2) 

by replacing the overall sentiment measure with our context-level sentiment measures: 

𝐷𝑉𝑓,𝑡 = 𝛼 + ∑ 𝛽𝑖𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐶𝑜𝑛𝑡𝑒𝑥𝑡,𝑖,𝑓,𝑡

137

𝑖=1

+∙ 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑓,𝑡 + 𝛿 ∙ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝐹𝐸 + 𝜀 (3) 

The dependent variables, controls, and fixed effects are the same as in equation (2). The context-

level sentiment variables, 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐶𝑜𝑛𝑡𝑒𝑥𝑡,𝑖,𝑓,𝑡 ,  are measured as the number of clauses within a 

context classified as the given sentiment (negative or positive), divided by the number of clauses 

in the document. Our expectations for these measures are discussed alongside the results, as they 

vary by dependent variable. We also estimate equation (3) on neutral sentiment, and we define 

the context measure to be neutral for any clause that is not labelled as positive or negative.12 We 

 
12 If we instead define neutral sentiment as the absence of any sentiment in a clause, all results are consistent. 
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use the LM negative and LM positive word lists in the main analysis and supplement them with 

other sentiment classification methods as discussed in Sections 4.3 and 4.4.  

 3.3. Empirical Methods 

We estimate equations (1) and (3) using the least absolute shrinkage and selection operator 

(i.e., LASSO regression) (Tibshirani [1996]) to control for potential issues stemming from 

multicollinearity. Note that LASSO regression is equivalent to applying L1 regularization, which 

is a standard approach to reducing multicollinearity when VIFs are high. In every regression 

where we implement LASSO, we do so using 10-fold cross validation, and we select the model 

that minimizes the root mean squared error (RMSE) of the predictions on the validation samples. 

LASSO regression is equivalent to adding an additional penalty to the minimization operation in 

the regression. In other words, instead of minimizing: 

min
𝛽,𝛾,𝛿∈ℝ

1

𝑁
 |𝜀|2

2 , (4) 

we are instead minimizing the following: 

min
𝛽,𝛾,𝛿∈ℝ

1

𝑁
 |𝜀|2

2 + 𝜆 [∑|𝛽|1 + ∑|𝛾|1 + ∑|𝛿|1] . (5) 

The additional term in equation (5) as compared to equation (4) represents the L1 penalty and is 

essentially the sum of absolute values of each coefficient in the model, scaled by 𝜆. The penalty 

term 𝜆 is determined via 10-fold cross validation. To derive p-values and the adjusted R2, we 

reimplement the resulting LASSO model as a linear model.13 

One potential drawback of using LASSO in this context is that it may drop individual 

contexts that, while causally linked to the dependent variable, may be econometrically redundant 

with other measures in the regression, as demonstrated in Mullainathan and Spiess [2017]. As 

 
13 This approach is the same as the Post-LASSO estimator introduced by Belloni and Chernozhukov [2013]. 
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such, LASSO may understate the number of significant contexts in the regressions. To address 

this, we check the robustness of our estimation results for equation (3) using the Double LASSO 

procedure of Belloni, Chernozhukov, and Hansen [2014]. Double LASSO is a multi-stage 

variant of LASSO that guarantees that causally linked independent variables will not be dropped 

by the LASSO procedure. We take the variables of the LASSO as the first stage regression and 

use the Double LASSO procedure to add back in any contexts that may be causally linked to the 

dependent variable either directly or through any of the measures originally selected by LASSO. 

3.4. Randomized Baseline 

We construct an additional set of context-like measures that are based on random 

assignment. This allows for comparison against a baseline model with the same structure as our 

primary tests but without the additional context our measures provide. We construct this by 

randomly assigning each clause in each document to one of 137 groups under a uniform 

distribution. We then aggregate all clauses within each group in a document to mimic the 

Context and SentimentContext measures from regressions (1) and (3). 

4. Empirical Findings 

 

4.1. Association between Sentiments and Contexts 

In the first set of the analysis, we examine how LM sentiment measures are associated with 

contexts discussed in the MD&A sections of 10-K filings. Using equation (1), we regress LM 

sentiment measures on the 137 context-level variables, with control variables and fixed effects 

included. If sentiment does not depend on context, then we would expect each coefficient on the 

context measures to be zero.14 Table 4 column (1) summarizes the results of the LM negative 

 
14 An alternative specification is to regress normalized document-level sentiment on all normalized context-level 

sentiment measures. Under this specification, if sentiment does not depend on context, then the sum of all 

coefficients should be one, and as such each individual coefficient should be 1/137. We find that 85 (68) coefficients 
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sentiment regression following equation (1). The estimated coefficients on 92 of the 137 contexts 

are significantly different from zero at 5% or less (54 negatives and 38 positives). Column (2) 

summarizes the results of the LM positive sentiment regression, finding 79 significant contexts 

(40 negatives and 39 positives).15 As such, both positive and negative sentiment depend on many 

contexts. 

Overall, our context regressions capture 52.6% of the variation in negative sentiment and 

20.4% of the variation in positive sentiment in the documents.16 At the bottom of Table 4 we also 

present results using the randomized baseline discussed in Section 3.4. Using this baseline, we 

see that only 21.1% of the variation in negative sentiment and 9.6% of the variation in positive 

sentiment are captured under this specification. As such, we can attribute the difference in R2 

between our specification and the randomized baseline to the context captured by our context 

measures. As such, it appears that context drives 31.5% of negative sentiment and 10.8% of 

positive sentiment within the MD&A section of 10-K filings. Thus, negative sentiment is much 

more strongly linked to context than positive sentiment. 

To better explain how contexts are related to sentiment, we group the contexts together based 

on the pattern of the estimated coefficients presented in columns (1) and (2). Our first grouping 

is high sentiment: contexts that include both positive and negative sentiments (i.e., exhibit a 

statistical positive coefficient in both the negative and positive sentiment regressions). Such 

 
are significantly different from 1/137 at p<0.05 for negative (positive) sentiment, indicating that sentiment is 

strongly tied to context. 
15 In Section 2.2.2, we confirm the validity of the 137 contexts using an intrusion task. We also use a modified 

version of equation (1) to validate the contexts. We regress the MD&A’s negative and positive sentiment on the 

amount of each MD&A dedicated to each context with that sentiment. Untabulated results indicate that our context-

level negative sentiment measures capture 82.3% of the MD&A-based LM negative sentiment score, as indicated by 

adjusted R2, while our context-level positive sentiment measures capture 68.6% of the MD&A-based LM positive 

sentiment score. 
16 When using full text document sentiment as the dependent variable, our context-level sentiment on MD&As 

captures 45.6% (32.4%) of the variation in negative sentiment and 46.3% (35.4%) of the variation in positive 

sentiment using data taken from our parser (the Loughran-McDonald Master file). 
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contexts may contain a higher level of sentiment, but potentially non-directionally on average. 

This group includes seven business-relevant contexts. Counterintuitively, both “reduction in 

accounts” and “decreases and offsets in performance” are included in this group despite having a 

more negative sentiment overall. We note that the primary driver of positive sentiment for 

“reduction in accounts” is the word “effective,” accounting for nearly one-quarter of all positive 

sentiment in that context. 

Our second grouping includes contexts that skew towards negative sentiment (i.e., exhibit a 

statistical positive coefficient in the negative sentiment regression and a negative coefficient in 

the positive sentiment regression), including 16 business-relevant contexts. For instance, this 

group includes discussion such as “accounting losses,” “negative accounting outcomes,” “risk 

factor disclosures,” and “declines in different measures,” all of which frequently include 

negative discussions based on our observations The included contexts in this group frequently 

include negative discussion, and cover matters such as loss, risks, debt, and declines, all of which 

can point toward negative outcomes. 

Our third grouping includes contexts that skew towards positive sentiment, including 20 

business-relevant contexts. Included in these contexts is “increases in performance,” which, 

based on our reading, frequently includes positive sentiment discussion. The inclusion of 

“accounting standards” and “tax” in this group is surprising, but as discussed in Section 2.2.2, 

positive sentiment from both contexts is erroneously driven by the word “effective.”  

Lastly, we find 11 contexts we term as low sentiment contexts, as they predict lower levels of 

sentiment overall (i.e., the estimated coefficients in both regressions are negative). These include 

topics such as “depreciation and amortization,” “credit facilities,” and “subsidiaries.” Perhaps 

counterintuitively, we also find that “large expenses” does not lead to more negative sentiment, 
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though it discusses restructuring and impairment (both of which are in the LM negative 

dictionary).  

 Taken together, the results reported in Table 4 suggest that the LM sentiment measure does a 

better job capturing negative sentiment than positive sentiment, which is consistent with the 

findings of Loughran and McDonald [2011]. 

4.2. Predictive Power of Sentiment and Context-level Sentiment 

To shed light on the ability of the LM sentiment measures to capture contextual meaning, we 

follow Loughran and McDonald [2011] to examine the predictive power of these measures for 

four outcome variables: filing period excess returns, filing period abnormal volume, post-filing 

return volatility, and future material weaknesses. In addition to the original LM sentiment 

measures for the MD&A subsection, we create three sentiment-based variables for each context. 

The first variable is equal to the percentage of clauses in the MD&A with positive LM sentiment 

in each context. The second and third variables are equal to the percentages of clauses that have 

LM negative and LM neutral sentiment in a context, respectively. We run regressions of each 

dependent variable on each set of these 137 context-level sentiment measures (i.e., positive, 

negative, or neutral). 

4.2.1. Filing Period Excess Returns  

We first examine the stock market reaction to context-level sentiment separately for negative, 

positive, and neutral sentiments. The filing period covers day 0 to day 3, inclusive, where day 0 

is the 10-K filing date. Excess return is computed as the difference between a firm’s buy-and-

hold stock return and the CRSP value-weighted buy-and-hold market index return over the filing 

period. Following from Loughran and McDonald [2011], we expect negative sentiment to be 
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negatively associated with the excess stock return around the 3-day filing period, while positive 

sentiment should exhibit a positive association with excess stock return.  

Table 5 reports the estimation results. Columns (1) and (3) summarize the results from two 

linear regressions following equation (2) in which filing-period excess return is regressed on the 

LM negative and LM positive sentiment measures, respectively (i.e., a replication of Loughran 

and McDonald [2011]). The other columns show the results from three LASSO regressions 

following equation (3) in which the document-level LM sentiment measures are replaced by 137 

variables capturing the percentage of clauses in the document with LM negative sentiment 

(column 2), LM positive sentiment (column 4), and LM neutral sentiment (column 5) in the 

corresponding contexts. 

Column (1) shows that, on average, negative sentiment predicts a negative return over the 

filing period. Column (2), however, indicates that negative sentiment is only statistically 

significant in 12 (six negative and six positive) of the 137 contexts at the 5% level. Given that 

the variables are capturing the negative sentiment present in the contexts, the six positive 

coefficient estimates are inconsistent with the intended purpose of the negative LM sentiment 

measure. Similarly, column (3) finds that positive sentiment is not associated with the filing-

period excess return, while column (4) reports that only two of the estimated coefficients on the 

137 context-level positive sentiment measures are statistically positive (versus six negative). In 

other words, for two contexts a higher percentage of positive clauses is associated with higher 

excess returns in the filing date event window as expected, but for six of them a higher 

percentage of positive clauses is associated with lower excess returns. Thus, more contexts 

exhibit a result that is opposite to our expectation than those that support it.  
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Moreover, the results in column (5) show that 13 of the estimated coefficients are statistically 

significant (six negative and seven positive), suggesting that the market reacts to these 13 

contexts, even though the LM measures consider the sentiment of these contexts to be neutral. If 

the primary driver of information from the text was sentiment, then we would have expected to 

find fewer significant coefficients (or none) on the context-level neutral sentiment measures for 

this regression. However, we find the neutral sentiment specification to have more significant 

contexts than the regressions with negative- and positive sentiment measures.  

Further disconcerting for the use of sentiment in predicting filing period excess returns is its 

explanatory power. Of the five regressions, the neutral sentiment measures (column 5) have the 

highest adjusted R2, indicating that context, rather than sentiment, is the more useful predictor of 

filing-period excess return. 

 Lastly, at the bottom panel of Table 5 we summarize the results of the Double LASSO 

procedure. We find that this alternative estimation method minimally affects the results – 

sentiment results are still mixed, few negative and positive sentiment measures exhibit 

significant explanatory power in the expected direction, and neutral sentiment measures continue 

to be the strongest predictors of filing period excess return.17 

4.2.2. Filing Period Abnormal Volume  

The second outcome variable is the abnormal volume over the 10-K filing period between 

day 0 and day 3, where day 0 is the 10-K filing date. Abnormal volume is computed as the 

average volume over the 4-day filing period and is standardized using its mean and standard 

deviation over the period from day -60 to day -6. We expect that both negative and positive 

 
17 We note that in some regressions, applying Double LASSO decreases the number of significant coefficients. 

While the Double LASSO procedure increases the number of included coefficients, to the extent that these 

coefficients increase multicollinearity across our independent variables, it can lead to inflated standard errors and 

thus less significant results. 
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sentiments in the MD&A are positively associated with a large abnormal trading volume over the 

10-K filing period.  

Table 6 summarizes the estimation results. Column (1) reports that negative sentiment has no 

impact on filing-period abnormal volume, but column (3) shows that positive sentiment has a 

negative effect. In comparison, seven contexts exhibit significant coefficient estimates for 

negative sentiment (column 2), four for positive sentiment (column 4), and eight for neutral 

sentiment (column 5) at the 5% level. The signs of the significant estimated coefficients for both 

negative and positive sentiment are predominantly positive (nine versus two negative). In other 

words, a higher percentage of negative and positive clauses in specific contexts is associated 

with a larger abnormal trading volume around the filings of the 10-K reports, which is consistent 

with the extant literature. However, this effect is concentrated in a small number of contexts, 

which is still inconsistent with sentiment being a consistent construct regardless of context. 

Furthermore, context-level neutral sentiment is the best predictor for filing-period abnormal 

volume, indicating again that sentiment may not serve as a strong predictor in this setting. The 

results using Double LASSO, summarized in the bottom panel, are consistent with the results 

using LASSO regression. 

4.2.3. Post-Filing Return Volatility  

The third dependent variable is the return volatility over the post 10-K filing period. Post-

filing return volatility is the standard deviation of the errors from a Fama-French [1993] 

regression on daily returns on days -252 to -6 applied to data from day +6 to day +252 following 

the 10-K filing date. We expect that both negative and positive sentiments in the MD&A are 

associated with higher return volatility in the period after 10-K filing.  
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Table 7 column (1) shows the expected effect of the sentiment measure—more negative 

sentiment leads to higher volatility, but column (3) reports an insignificant relation for positive 

sentiment. Focusing on negative sentiment, column (2) indicates that the estimated coefficients 

on 21 of the 137 contexts are significant at the 5% level (eight negative and 13 positive). 

Similarly, column (4) shows that 21 positive sentiment measures are statistically significant 

(eight have negative coefficients versus 13 positive). The negative estimated coefficients are 

opposite to our expectation. In addition, column (5) finds that 52 of the estimated coefficients on 

contexts conditional on neutral sentiment are statistically significant (46 negative and six 

positive). This suggests that the post-filing return volatility is reacting to those 52 contexts, even 

though the LM sentiment measures considered the sentiment of these contexts to be neutral.  

Loughran and McDonald [2011] document that a higher percentage of positive or negative 

words in 10-K reports is associated with a larger stock volatility in the post 10-K filing period 

[+6, +252], which we replicated for negative sentiment in column (1) but not for positive 

sentiment in column (3). In contrast, our results based on contexts-level on sentiment are mixed. 

While we do have a fair number of contexts for negative- and positive sentiment (13 each) that 

exhibit a positive association with future stock volatility, we also have eight contexts for each 

sentiment that present the opposite result. Furthermore, context-level neutral sentiment is the 

strongest predictor for stock volatility in the post-filing period. The results estimated using 

Double LASSO, summarized in the bottom panel, are again robust. 

4.2.4. Future Material Weaknesses 

The final dependent variable we examine is the number of material weaknesses in the next 

fiscal year, as obtained from Audit Analytics. We expect that negative sentiment in the MD&A 
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is associated with more material weaknesses, while positive sentiment with less material 

weaknesses.  

Table 8 column (1) finds that negative sentiment has no power predicting material 

weaknesses. In contrast, column (2) indicates that 25 of the estimated coefficients on the contexts 

are significant at the 5% level (13 negative and 12 positive) for negative sentiment. As such, the 

results on negative sentiment are mixed. On the other hand, column (3) shows that positive 

sentiment exhibits the expected moderating effect on material weaknesses. Column (4) indicates 

that 21 of the coefficients are statistically significant (nine negative and 12 positive). Hence, we 

find more positive than negative coefficients for contexts conditional on positive sentiment, 

counter to both our expectations as well as the negative coefficient on positive sentiment 

documented in column (3). As such, the results on positive sentiment are also mixed. Column (5) 

presents the results of regressing future material weaknesses on context-level neutral sentiment, 

where we find 27 significant contexts (eight negative and 19 positive). Furthermore, neutral 

contexts are the strongest predictor of material weaknesses. The qualitative results using Double 

LASSO are again consistent with the results using LASSO regression. 

4.2.5. Variation of Context Loading across Outcome Variables 

If the effect of sentiment is driven by a consistent reason, then we expect that the same set of 

contexts will be significant in predicting the four outcome variables across Tables 5 through 8, 

within sentiment. On the other hand, it is plausible that different contexts have differential 

explanatory power for different dependent variables, i.e., that not only the context around the 

sentiment dictionary words matters, but also the context of the problem being examined. We will 

start by looking at a couple examples. First, consider the “cautionary statements” context—this 

is not necessarily a topic that most investors would have an interest in, but it may inform us 
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about the risks the firm faces. In fact, for negative sentiment, “cautionary statements” is only 

relevant for material weaknesses, where risk is a factor. Second, the “discussion of accounting 

procedures” context is significant in explaining excess return, abnormal volume, and post-event 

return volatility for negative sentiment. As such, this context is consistent—this is ideally how 

sentiment would work on all contexts if sentiment’s interpretation was not dependent on the 

economic context being examined.  

For negative sentiment, not a single context is significant across all four dependent variables 

in our regressions. Overall, however, 50 different contexts are statistically significant at a 5% or 

lower level across the regressions, yet 35 of these are significant for only one dependent variable. 

Another 13 are significant in two regressions, while the contexts “discussion of accounting 

procedures” and “decreases in expenses or performance” are significant for three dependent 

variables. Consequently, there appears to be little commonality in the context-level reasoning as 

to why negative sentiment is related to different dependent variables. Instead, negative sentiment 

appears to proxy for a completely separate construct under each dependent variable. 

For positive sentiment, the results are much worse. Out of the 48 different significant 

contexts, 43 of them are only significant for one dependent variable, while four are significant 

for two dependent variables. Only one context is significant across three dependent variables, 

and it is an ungrouped context (“decrease” + unrelated statements). As such, positive sentiment 

behaves very differently across regressions, and likely represents different constructs when it is 

significant across these regressions with different dependent variables. 

4.2.6. Falsification Test 

To ensure that our main results are driven by context rather than by any empirical noise that 

arises from our regression and data structures, we replicate our findings from Table 5 through 
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Table 8 using the randomized baseline discussed in Section 3.4. We find that, across all 

regressions, for all sentiments, and for all dependent variables, using the randomized baseline 

results in fewer statistically significant coefficients for contexts as well as a substantially lower 

adjusted R2 as compared to our primary results (not tabulated). This finding suggests that the 

contexts in our primary results are capturing something empirically useful, and that number of 

significant coefficients on contexts in Table 5 through Table 8 is greater than random chance 

would suggest. As such, this provides empirical comfort that our primary results are not driven 

by disaggregation in general, but instead by the specific way we disaggregate sentiment into 

context-level measures. In other words, this falsification test suggests that the identified contexts 

are the driver of our results. 

4.3. Other Sentiment Dictionaries 

To further examine whether dictionaries and sentiment are consistent measures in the context 

of 10-K filings, we replicate all our findings with two additional sentiment dictionaries. First, we 

replicate using the Henry [2008] dictionary, which is focused more on the reporting of earnings. 

The replication of Table 4 (not tabulated) suggests that this dictionary has a stronger relationship 

between positive sentiment and context than the LM dictionary, with 42.8% of the variation in 

positive sentiment being explainable by contexts. Next, we replicate Table 5 through Table 8 

using the Henry [2008] dictionary. The results are presented in column (1) of each panel of Table 

9, while the original results using the LM dictionary are presented in column (4) of each panel. 

We continue to find consistent evidence that both negative and positive sentiments predict each 

outcome in both directions when measuring sentiment at the context level (except for abnormal 

volume), thereby leading to largely inconsistent results again. Furthermore, neutral sentiment 

continues to be better than negative and positive sentiments in predicting each outcome variable. 
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We further continue to document that the contexts driving the regression results for each 

dependent variable are different. 

Second, we examine the Harvard General Inquirer (GI) dictionary that has been used in many 

studies in accounting and finance. Like the Henry [2008] dictionary, contexts explain more of the 

variation in positive sentiment using the GI dictionary than when using the LM dictionary. 

However, much less of the variation in negative sentiment under the GI dictionary is explainable 

by context – only 23.0%. When replicating the results in Table 5 through Table 8 (presented in 

column (2) of each panel of Table 9), we again document inconsistent results for both negative 

and positive sentiments and that neutral sentiment is the strongest predictor for all four LM 

outcome variables. Yet again, the contexts driving these results differ across dependent variables. 

Taken together, our findings are not specific to the LM dictionary but apply more broadly to 

dictionaries used in the literature. 

4.4. FinBERT: Breaking Away from Bag-of-words 

While our prior results all speak to drawbacks of dictionary-based sentiment measures, which 

mechanically ignore context when assigning sentiment, it is ex ante unclear if the weaknesses are 

due to the bag-of-word nature of dictionaries or the nature of sentiment in financial documents. 

To examine whether this is specifically an issue with dictionary-based sentiment or sentiment 

measurement more broadly, we replicate our analysis using the sentiment approach of FinBERT 

(Huang, Wang and Yang [2022]). FinBERT is a pretrained sentiment classification neural 

network based on BERT, a language model developed by Google. FinBERT assigns sentiment at 

the sentence level, based on the words in the sentence as well as the word order of the sentence, 

breaking away from the bag-of-words approach. Furthermore, FinBERT effectively uses the 

context within the clause to inform its sentiment measurement. As such, if context simply 
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removes measurement error present in dictionaries, we should find results that are much more 

consistent with prior expectations when replicating our main results using FinBERT. 

Alternatively, if we continue to find mixed signs across context-level sentiment measures when 

using FinBERT, this will strongly suggest that our results are not due to measurement error in 

bag of words dictionaries, but instead due to a more fundamental link between context and 

sentiment. 

We apply the Huggingface implementation of FinBERT to obtain the sentiment of each 

clause in the MD&A section of the 10-K filing.18 Using FinBERT to replicate Table 4 (not 

tabulated), we find that the resulting sentiment has the highest adjusted R2 of all tested sentiment 

measures from the last two subsections, at 52.6% and 47.5% for negative and positive sentiment, 

respectively. However, in our replication of Table 5 through Table 8 (presented in column (3) of 

each panel of Table 9), we find the same mixed patterns as those for the dictionary-based 

sentiment measures. For all regressions, only a small number of contexts is significant and in the 

expected direction. For all tests except the abnormal volume test, we continue to observe many 

results that are counter to expectations. Furthermore, neutral sentiment continues to be the 

strongest predictor across all tests, indicating that context still outperforms sentiment even when 

using a more powerful neural network-based sentiment classification method. Lastly, the 

significant contexts across the regression results continue to be highly variable across dependent 

variables, suggesting that even FinBERT-based sentiment captures more than a single construct. 

Overall, the FinBERT results shows that our mixed findings are not restricted to the bag-of-

words method for sentiment measurement in a financial context. Since sentiment captures 

different constructs when different dependent variables are regressed on it even when context is 

 
18 Available at: https://huggingface.co/yiyanghkust/finbert-tone. 
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used during sentiment classification, this suggests that the mixed results we document are a 

feature of sentiment itself. As such, measuring sentiment at the context-level is important for 

deriving inferences from the sentiment of financial text. Examining context-level sentiment by 

applying sentiment to a specific context of interest can facilitate making a more economics-

driven argument for the association between sentiment and an outcome of interest. 

4.5. Effects of Aggregation across Contexts 

The last subsection shows that even the latest FinBERT model exhibits mixed findings across 

the four prediction problems. We show that sentiment captures different constructs and, hence, 

should be applied to a specific context in order to derive a consistent construct.  

To examine how a lack of granularity impacts our results reported in Tables 5 through 8, we 

conduct simulations to varying the level of aggregation of a sentiment measure. Specifically, we 

randomly select and combine n contexts at various levels of n, from two up to 136 (which is one 

less than the number of contexts) and rerun the four sets of regressions. We conduct this random 

process 1,000 times for each n to get an approximate distribution of the coefficients and their 

significance. We run the simulation separately for positive and negative sentiments and across 

three groupings: all contexts; only business-relevant contexts in the Accounting, Business 

operations, or Changes clusters; and Ungrouped contexts.  

The results of our simulations are presented in Figure 2. Each graph plots the number of 

times the aggregated coefficient is statistically significant across 1,000 iterations (y-axis) against 

the percent of contexts aggregated (x-axis). Panel A examines aggregation of negative sentiment 

across contexts (corresponding to the results under columns (1) and (2) in Tables 5-8). For the 

event return regressions (first row of Panel A), we observe the negative coefficient (solid red 

line) on the aggregated sentiment measure as in Table 5 column (1). However, we note that this 
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appears to be driven by ungrouped contexts, rather than by business-relevant contexts. 

Furthermore, the positive coefficients (dotted blue line) we observed in our context-level 

sentiment regression (Table 5 column (2)) appear to be driven by the business-relevant contexts. 

For abnormal volume (second row) we see that aggregation swamps out any statistically 

significant result, consistent with the insignificant coefficient on negative sentiment in Table 6. 

At low level of aggregation, we have coefficients that are significant in both directions. For 

return volatility (third row), we see that the positive coefficient quickly attains with aggregation 

and is consistent across all three context groupings. Lastly, for material weakness (fourth row) 

we see that aggregation again swamps out any result. A negative coefficient is attained in over 

one quarter of simulated aggregations (250/1,000) for the all and business-relevant sets of 

contexts at aggregation levels between 15% and 66%. 

Panel B examines aggregation of positive sentiment across contexts (corresponding to the 

results under columns (3) and (4) in Tables 5-8). For the event return regression, we see the 

insignificant coefficient on positive sentiment in Table 5 column (3) was likely due to 

aggregation with ungrouped contexts, as the aggregated result for business-relevant contexts 

becomes positive nearly 100% of the time. This positive sign is what was theoretically predicted. 

However, we do note that there are many contexts with negative coefficients (the red solid line) 

as well, especially at lower levels of aggregation. Hence, more aggregation does adversely affect 

the result. For abnormal volume, we find that the negative and significant coefficient 

documented in Table 6 is again likely driven by ungrouped contexts, and that aggregation again 

hides the mixed nature of the result. For return volatility, we find that the result is consistent 

across all sets of contexts – at low levels of aggregation there is a clearly mixed result, while 

higher levels of aggregation lead to only a negative and significant coefficient. Lastly, for 
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material weaknesses we see that the negative and significant coefficient in Table 8 column (3) is 

consistent with the findings only by aggregating over negative contexts. Here, we find that the 

result is not mixed unless ungrouped contexts are considered. 

Overall, the simulation provides two insights. First, aggregating across contexts, even just 

those that are more business-relevant, can suppress information that is captured at the context 

level. By aggregating contexts, we lose some of the nuance that suggests that different contexts 

drive different sentiment results. Second, aggregation across all contexts, including the 

ungrouped contexts, can lead to less significant results and even results with opposite signs to 

what was theoretically predicted. These results suggest examining sentiment at a more granular 

level – e.g., at the level of a specific context of interest. Hassan et al. [2019] provides an example 

of focusing on a narrow context (political discussion) when measuring (political) sentiment. 

They measure this using a sentiment dictionary, applying it only to words that are within a ten-

word radius from a political bigram. As such, sentiment in their study is measured on specific 

context within a larger set of discussion. 

5. Conclusion 

We examine how text-based sentiment of the MD&A section of 10-K filings is related to the 

underlying context within the documents under different contexts. To measure context in our 

setting, we construct a methodology to automatically classify all contexts within a set of 

documents at the clause level. Using this methodology, we obtain identify 137 contexts across all 

MD&As in our sample. We find that the Loughran and McDonald [2011] sentiment measures 

are significantly driven by context, with negative sentiment being driven more by context than 

positive sentiment. Second, context-level positive and negative sentiment do not always relate to 

four outcome variables (filing-period excess return, filing-period abnormal volume, post-period 
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stock volatility, and post-period material weaknesses) in the same direction as document-level 

sentiment measures. Finally, we show that different sets of contexts exhibit predictive power for 

different outcome variables. Taken together, this study indicates that document-level sentiment is 

not a consistent measure empirically. Instead, context is needed to understand the empirical 

implications of sentiment from financial documents. 

In practice, context does matter, and different contexts empirically lead to entirely different 

(and sometimes opposite) results. We show that this pattern holds across two other dictionaries 

(Henry [2008] and the Harvard General Inquirer dictionaries), indicating a persistent issue for 

sentiment classification. Furthermore, we show that using a method that internally uses context 

in its measurement of sentiment (FinBERT) does not alleviate the inconsistencies of sentiment as 

a construct. As such, it appears that regardless of the approach used (bag-of-words or word 

order-based) to measure sentiment, researchers must carefully apply sentiment measures to text 

in ways that are grounded well in theory or their research question. Measuring sentiment on large 

sets of text combining many different contexts leads to inconsistent results that can effectively 

show empirical results in any direction. To avoid such issues, future research should measure 

sentiment on more fine-grained contexts that match to the research question that is being 

examined. 

We suggest two ways researchers can follow to implement context empirically. For research 

focused on a specific type of discussion, disclosure, or economic phenomenon, restricting to 

discussion explicitly about the outcome of interest can serve as a fine-grained context. Such an 

approach is used to measure the sentiment of political discussion in Hassan et al. [2019] through 

using a dictionary of political terms to identify political discussion and applying sentiment to text 

in a narrow range around the terms. A simpler approach is taken to measure Brexit sentiment in 
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Hassan et al. [2021b], just using the term “Brexit” to identify relevant discussion (as it has both 

low Type I and II error in their sample) and applying sentiment in a narrow range around the 

term. For research needing to examine a broader set of discussion, the methodology we develop 

in this study is a feasible approach. The approach can be applied to any set of documents without 

needing any hand coding for model training – only for hand labeling of the output for 

interpretation. With this approach, researchers get a customized set of contexts specific to their 

documents without needing to supervise the process or construct a dictionary. In either case, the 

methodology should be matched to the research question of interest. 
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Appendix A: Constructing Contexts 

We apply our context construction method to the Management Discussion and Analysis 

(MD&A) sections of 10-K reports. We describe the four stages of the context construction 

process in details below.  

Stage 1: Clause segmentation 

We parse all 107,596 MD&As using Stanford NLP’s Open Information Extraction algorithm, 

or Open IE (Angeli, Premkumar and Manning [2015]). Open IE is a method used to extract 

“relation triples;” i.e., snippets of text from sentences of the form (subject; relation; object). 

Open IE accomplishes this using a series of three steps. First, it uses a dependency parser to 

build a parse tree of the sentence. A parse tree is a tree of the grammatical structure of a 

sentence, which helps in parsing the sentence from a natural language perspective. This parse 

tree, along with a named entity recognition (NER) system, is also used to resolve any “co-

references” (i.e., replacing ambiguous words like “it” or “her” with the entity that is logically 

being discussed). This ensures that individual clauses we construct later are self-contained. The 

second step is to extract clauses from each sentence. This is done using a multinomial logistic 

approach applied to features obtained from the dependency parser (such as subject/object 

relations and part of speech tags). This produces a list of distinct, self-contained clauses which 

can stand on their own as sentences. The final step is then to segment the clauses into triples of 

the form (subject; relation verb; object). This is done entirely using the dependency tree through 

a set of eleven predefined linguistic patterns and three regular expression patterns.19 

As an example, consider the following phrase: “The company’s earnings increased by 5% 

due to an improvement in operating efficiency.” This sentence has three key takeaways: 1) it is 

discussing earnings, 2) earnings increased by 5%, and 3) the 5% increase is due to operating 

efficiency. The Open IE extractions for this sentence, as shown in Figure 1, are (company; has; 

earnings), (company’s earnings; increased by; 5%), (company’s earnings; increased due; 

improved operating efficiency), and (company’s earnings; increased due; operating efficiency). It 

is clear to see that the first three extractions match to the three key takeaways from the sentence. 

As such, we can see that Open IE is effective at extracting the key context from this sentence. 

The fourth extraction is a repeat of the third, but slightly more concise, which demonstrates a 

drawback of the Open IE method: it frequently generates excess extractions with slight 

differences in wording. In the case of this sentence, we would prefer to keep the third extraction, 

as the fourth extraction drops a word from the LM positive sentiment dictionary. We handle this 

issue in the next step of our methodology. 

Stage 2: Reducing clause duplication 

Applying Open IE as described above yields a total of 179,703,756 extractions across all 

MD&A filings—an average of 1,670 extractions per MD&A. To combat the issue of near-

duplicate overlapping extractions, as well as to reduce the dimensionality of the data, we filter 

the extractions. The filtering process is designed to keep the fewest extractions possible, each of 

the shortest length possible, such that they 1) cover as much of the sentence as possible while not 

 
19 Of the 14 patterns, six relate to word order between the nominal subject (main subject of the clause, a noun), the 

direct object (a noun or noun phrase within the predicate, and the verb linking the nominal subject and direct object 

together within the predicate of the clause. An additional five patterns relate to word order within noun phrases that 

implicitly provide a sufficient information to form a full clause, as do the three regular expression patterns. An 

example of such a noun phrase is “Meta’s AI research team, FAIR,” which tells us that Meta has an AI research 

team named FAIR. 
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being nested within one another, 2) retain all words in the LM positive and negative sentiment 

dictionaries, and 3) retain all accounting and finance related terms from Campbell Harvey’s 

hypertextual finance glossary and NYSSCPA’s Accounting Terminology Guide.20 

The first criterion ensures that we keep as much of the information in the sentence as 

possible. The second criterion avoids dropping words from the LM dictionaries, as dropping the 

words could potentially hurt the performance of sentiment measures in our empirical tests. As 

such, we err on the side of caution and keep all LM words. The final criterion ensures that we do 

not drop any words that could be useful in an accounting or finance setting. While both the 

accounting and finance glossaries predominantly contain terms that are 1 word long, they also 

contain terms that are phrases (i.e., two or more words). For phrases, we discard any which 

would already be flagged based on the individual word terms within each dictionary. For any 

phrases that would not be flagged by the previous procedure, we manually examine the words 

contained in the phrase and add only words that are unambiguously accounting- or finance-

related. 

After isolating all relevant individual words, we then transform these dictionaries into text 

analysis dictionaries by inflecting all words to obtain their conjugations, adjective forms, adverb 

forms, plural forms, and singular forms using the word_forms python library. This is important, 

as words can be used in many ways to discuss the same concept; for instance, for the word 

“collateral,” we would be just as interested in the words “collaterals,” “collateralize,” and 

“collateralized.” Since these dictionaries were not constructed with text analytics use in mind, 

they do not generally contain more than one inflection of a word originally. We do not inflect the 

words in the LM dictionaries as these dictionaries are already inflected to some extent, e.g., both 

“procrastinate” and “procrastination” are in the negative sentiment dictionary, and these 

dictionaries were already designed with text processing in mind. 

The words in the four dictionaries are commonly found in the filings. Of the 179,703,756 

extractions, 21,362,577 contain a word from the LM negative dictionary, 12,144,144 contain a 

word from the LM positive dictionary, 171,098,180 contain a word from our dictionary based on 

Campbell Harvey’s hypertextual finance glossary, and 152,337,061 contain a word from our 

dictionary based on the NYSSCPA’s Accounting Terminology Guide. That there is such high 

overlap between the accounting and finance dictionaries and our extractions provides some 

initial empirical comfort that Open IE is extracting relevant information from the MD&As. 

Filtering based on our length, coverage, and dictionary criteria drops the number of extractions 

from 179,703,756 to 48,576,229, a 73 percent reduction. After this stage, we concatenate the 

three components of the triples together with spaces to form clauses. We use these clauses 

throughout the rest of our methodology. 

Stage 3: Abstracting from language to meaning 

At this point we keep all remaining clauses throughout, but we still need to reduce the 

dimensionality of these clauses in order to be able to make sense of them more broadly. To 

accomplish this, we use Universal Sentence Encoder (USE), specifically the Transformer variant 

of USE by Cer et al. [2018].21  This model takes a sentence-length snippet of text and maps it to 

a 512-dimensional vector space, based on both word order and the words themselves. Each 

dimension of each vector is bounded between -1 and +1. While the dimensions themselves are 

 
20 See https://people.duke.edu/~charvey/Classes/wpg/glossary.htm and https://www.nysscpa.org/professional-

resources/accounting-terminology-guide#sthash.4Fay4z8I.dpbs. 
21 This encoder is freely available online at https://tfhub.dev/google/universal-sentence-encoder/4 on TensorFlow 

Hub. 
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not human-intelligible, USE maps snippets with similar meanings more closely together under a 

Euclidean distance metric. As such, it can be used to determine which snippets are more similar, 

and USE is significantly more robust to variations in writing styles and word choice than other 

algorithms like cosine similarity. E.g., if given “how are you,” “how old are you,” and “what is 

your age,” USE correctly maps the second and third to be close together, while the first is quite 

far away within the vector space. Cosine similarity, on the other hand, would say the first two are 

nearly identical, while the second and third have no similarity at all. Since the effect of word 

choice is particularly pronounced on smaller snippets of text like our clauses, USE is a natural 

choice. This method has been used in the accounting literature by Crowley, Huang, and Lu 

[2022b] to show the similarity in meaning between tweets from executives and their CEOs. 

Before we apply USE to the clauses, we mask out certain language that we have found to be 

overly sensitive to text of the following types: percentages, dates, times, dollar amounts, 

quantities, and ordinal numbers. To mask these out, we use Named Entity Recognition as 

provided by the Python spaCy library to identify all such instances, replacing each problematic 

text type with a single word representing it.22 While our results are largely unchanged if we do 

not mask these texts out, we find a variety of contexts include ranges over the unmasked dates 

and amounts, such as events getting clustered into short ranges of years rather than by event 

types. By implementing masking, we can effectively solve this issue. After masking, we apply 

USE to get the vectorized representation of each masked clause. 

In practice, USE can group together text that is quite domain specific. For instance, we find 

that USE correctly maps clauses discussing liquidation (e.g., “entity’s liquidation becomes 

evident”) with discussion of going concern (e.g., “Company’s auditors have expressed 

substantial doubt about our ability to continue as going concern”). We also find it can correctly 

match up various discussions of energy production, such as mapping discussion of all the 

following close together: 1) oil pipelines, 2) crude oil volumes, 3) oil companies (BP, Mobil), 4) 

nuclear energy generation, 5) natural gas, and 6) energy generation by utilities. We do caveat that 

it is not a perfect algorithm, of course, as we noted it had some confusion on two relevant words: 

“note” (as in note payable or financial statement note) and “interest” (interest rate versus 

financial interest in an entity). However, such confusion did not cover all uses of those words; it 

only occurred within two specific contexts. 

Stage 4: Clustering into contexts 

After mapping all 48,576,229 masked clauses to USE’s 512-dimensional vector space, we 

then apply a clustering method to gather clauses that are similar in meaning. Since USE relies on 

Euclidean distance to measure similarity, we use a variant of K-Means, as it likewise clusters 

based on Euclidean distance. The K-means variant we use is the Mini-Batch K-Means by Sculley 

[2010]. While a traditional K-Means algorithm requires processing all data at once (which is a 

problem in our case, as the USE vectors total around 230GB), Mini-Batch K-Means allows for 

processing the vectors in batches of any size. We implement the algorithm with a batch size of 

one million. To determine the number of clusters, k, we run Mini-Batch K-Means for all k from 

2 through 200. We then optimize the number of clusters using a simulated bootstrapping 

technique based on Tibshirani, Walther and Hastie [2001] to construct the Gap statistic. The 

 
22 We mask all dates with DATE, all times with TIME, all percentages with PERCENT, all dollar amounts with 

MONEY, all quantities with QUANTITY, and all ordinal numbers with ORDINAL. For percentages we additionally 

tried masking with x%, xx%, X%, XX%, x.x%, and X.X%, but found PERCENT to be most stably related to actual 

percentages in our documents when implementing USE. We similarly tried $X, $XX, and $XXX for dollar amounts, 

but again MONEY was the most stable mask to use. 
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criterion for the Gap statistic is intuitive – an optimal number of clusters, k, is the lowest k such 

that the error at k clusters is within a certain bound from the error at k+1 clusters, adjusted for the 

variation in error at k+1 clusters. The variation is derived from a bootstrapped standard error 

using synthetic data of the same shape as the original data. For more details about this process, 

see Appendix B. After iterating, we determined that 137 was the optimal number of clusters 

under the Gap statistic.23 We refer to these 137 clusters as the contexts within the 10-K MD&A 

filings. 

Lastly, using the output of the Mini-Batch K-Means algorithm at 137 contexts, we assign 

each clause to a context based on the closeness of the clause to the cluster centers within the 

vector space created by USE. These context assignments constitute the final measure that is used 

throughout our tests. 

 

  

 
23 As detailed in Appendix B, 137 is the optimal number of clusters to use when subclusters are likely to matter. We 

replicate our primary results using 13 as the optimal number of clusters (not tabulated). All primary results of Tables 

5 through 8 continue to hold. However, we note that consistent with subclusters being particularly important in the 

context of 10-K filings, we find that the explanatory power of the regressions using only 13 clusters is much lower 

than our main results using 137 clusters.  
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Appendix B: Cluster Number Optimization 

To optimize the number of clusters for the Mini-Batch K-Means algorithm, we use the 

Gap statistic of Tibshirani, Walther and Hastie [2001]. The Gap statistic is calculated at k 

clusters with B simulated samples, defining with 𝑊𝑘 as the K-Means inertia score for the actual 

data at k clusters, 𝑊𝑘,𝑟
∗  as the K-Means inertia score for iteration r of the simulated samples at k 

clusters, and 𝑙 ̅as the average inertia across the B iterations at k clusters. It is calculated as 

follows: 

𝐺𝑎𝑝(𝑘) = (
1

𝐵
) ∑ 𝑙𝑜𝑔(𝑊𝑘,𝑟

∗ )

𝐵

𝑟=1

− 𝑙𝑜𝑔(𝑊𝑘), 𝑎𝑛𝑑 

𝑠𝑘 = 𝑠𝑑𝑘√1 +
1

𝐵
 , 𝑤ℎ𝑒𝑟𝑒 𝑠𝑑𝑘 = √(

1

𝐵
) ∑{𝑙𝑜𝑔(𝑊𝑘,𝑟

∗ ) − 𝑙}̅
2

𝐵

𝑟=1

 , 

To choose the optimal k based on the Gap statistic, we first follow Tibshirani, Walther and 

Hastie [2001] and select the lowest k such that 𝐺𝑎𝑝(𝑘) ≥ 𝐺𝑎𝑝(𝑘 + 1) − 𝑠𝑘+1. 

As each iteration of Mini-Batch K-Means is computationally expensive to run, we 

bootstrap ten samples for each k from two through 200. Each iteration uses data matching the 

same shape as ours: 48,576,229 observations, where each observation consisted of a 512-

dimensional vector with each dimension bounded on [-1, +1] (to match the output of Universal 

Sentence Encoder). Based on this simulation, the first initial crossing is at a k of 13, with 

𝐺𝑎𝑝(13) = 5.402929 and 𝐺𝑎𝑝(14) = 5.401078. The drop in Gap from k=13 to k=14 confirms 

that this is a relevant value, and it is illustrated in the plot below in the red circled area. 

 

 
(Continued…) 
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Appendix B (Continued) 

 

However, in Tibshirani, Walther and Hastie [2001] they caution that, in cases where there 

may be overarching clusters as well as subclusters (e.g., general accounting discussion versus 

individual matters such as taxation, accounting policies, income statement amounts, etc.), the 

initial k proposed by Gap may be too small. We confirm this with an elbow plot presented 

below, which shows that the spike upward in inertia at k=14 (in the red circle) is indeed 

temporary, and that there is still a steep downward slope after this point. This implies that more 

clusters may be efficient, up until inertia begins to plateau. 

 

 
To find such a plateau point, we look for the first value of k at which Gap is optimal over two 

subsequent values of k rather than just one. Under this optimization, a k of 137 appears to be 

optimal, with 𝐺𝑎𝑝(137) = 5.575112, 𝐺𝑎𝑝(138) = 5.574997, and 𝐺𝑎𝑝(139) = 5.574471. As 

shown in the above plots, after k=137 (circled in blue in both plots), both Inertia and the Gap 

statistic begin to level off, indicating little need of a higher value of k. As such, we use k=137 for 

constructing our clusters. 
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Appendix C: Context Example Clauses  

  

C 
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Appendix D: Variable Definitions 

 
Variable Definition 

Sentiment measures  

Negative, Full 10-K, LM parser Negative 10-K sentiment from the Loughran McDonald data files. 

Calculated as the number of individual words in the 10-K filing 

contained in the LM negative sentiment dictionary divided by the 

number total words in the 10-K filing. 

Negative, Full 10-K, Our parser After applying our 10-K parsing methodology to the raw text SEC 

files, it is calculated as the number of individual words in the 

parsed 10-K filing contained in the LM negative sentiment 

dictionary, divided by the number total words in the parsed 10-K 

filing. 

Negative, MD&A, Our parser After extracting the MD&A section from a 10-K using our parser, it 

is calculated as the number of individual words in the parsed 

MD&A contained in the LM negative sentiment dictionary, divided 

by the number total words in the parsed MD&A. 

Positive, Full 10-K, LM parser Positive 10-K sentiment from the Loughran McDonald data files. 

Calculated as the number of individual words in the 10-K filing 

contained in the LM negative sentiment dictionary divided by the 

number total words in the 10-K filing. 

Positive, Full 10-K, Our parser After applying our 10-K parsing methodology to the raw text SEC 

files, it is calculated as the number of individual words in the 

parsed 10-K filing contained in the LM positive sentiment 

dictionary, divided by the number total words in the parsed 10-K 

filing. 

Positive, MD&A, Our parser After extracting the MD&A section from a 10-K using our parser, it 

is calculated as the number of individual words in the parsed 

MD&A contained in the LM positive sentiment dictionary, divided 

by the number total words in the parsed MD&A. 

Dependent variables  

Event period excess return Holding period return from day 0 (filing date) to trading day +3, 

minus the CRSP Value Weighted Index return over the same 

interval. 

Event period abnormal volume Average trading volume of the stock over the period from day 0 

(filing date) to trading day +3, standardized as a z-score using the 

mean and standard deviation of volume over days [-60, -6].  

Post-event return volatility The RMSE of an FF 3-factor model applied to trading days [+6, 

+252]. The coefficients of the model are determined based on 

trading days [-252, -6]. 

Material weakness count, t+1 The number of material weaknesses tied to the companies’ next 10-

K filing, per Audit Analytics. 

  

 

(Continued…) 
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Appendix D (Continued) 

 
Variable Definition 

Independent variables  

Context The number of clauses in a filing that belong to the given context, 

divided by the total number of clauses extracted from the filing. 

SentimentContext The number of clauses in a filing with the specified sentiment that 

belong to the given context, divided by the total number of clauses 

extracted from the filing. A clause has negative (positive) sentiment 

if it contains more words that are in the LM negative (positive) 

sentiment dictionary than the LM positive (negative) sentiment 

dictionary. A clause has neutral sentiment if it has neither positive 

nor negative sentiment; this may be because no LM dictionary 

words were contained in the clause, or because there were an equal 

number of negative and positive words in the clause. 

Controls  

log(Market value) Natural log of the share price at date 0 (filing date) times the 

number of shares outstanding at date 0, per CRSP. 

log(BTM) Natural log of the book value of equity (from Compustat) divided 

by the market value as defined above. 

log(Share turnover) Natural log of the average volume over trading days [-252, -6] 

divided by the shares outstanding at date 0 (filing date).  

Pre-event FF alpha The alpha from an FF 3-factor model applied to trading days [-252, 

-6]. 

I(Nasdaq) An indicator if the firm is listed on the Nasdaq stock exchange, per 

CRSP. 
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Figures 

 

Figure 1: Extractions of a single sentence  

 

Panel A: First extraction 

 
 

Panel B: Second extraction 

 
 

 

(Continued…) 
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Figure 1 (Continued) 

 

Panel C: Third extraction 

 
 

Panel D: Fourth extraction (redundant with third) 

 
 

This figure shows all four triples constructed by Open IE for the sentence: “The company’s 

earnings increased by 5% due to an improvement in operating efficiency.” The black arrows 

along the top of the sentence show the parse tree that underlies Open IE’s computation, while the 

purple arrows show the path taken by Open IE in constructing each triple. At the bottom of each 

panel is the triplet constructed by Open IE of the form (subject; relation; object). Words in the 

LM dictionaries, if any, are highlighted below the word in the triple. 
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Figure 2: Simulations of Aggregation 

 

 
 

(Continued…) 
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Figure 2 (Continued) 

 

 
 

These graphs show the results of simulations varying the level of aggregation of a sentiment 

measure. We randomly aggregate n coefficients across contexts at various levels of n, at 2, 5, 10, 

and each multiple of ten less than the number of contexts. We conduct this random process 1,000 

times for each n. Panel A (Panel B) shows the number of times the aggregated coefficient is 

statistically significant across 1,000 iterations when aggregating across negative (positive) 

sentiment measures. The first, second, third, and fourth rows of each panel replicate, 

respectively, the results of Tables 5, 6, 7, and 8.  The first column of each panel presents results 

allowing aggregation over all 137 contexts we identified. The second column only allows for 

aggregation over the 82 contexts that relate to accounting, business operations, or changes. The 
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third column only allows for aggregation over the 55 ungrouped contexts. Coefficients were 

considered as significant if their p-value is less than 0.05. 
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