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Abstract

The rapid pace of adoption of mixed-reality in tandem with advances in NLP and computer

vision have opened up unprecedented opportunities for more naturalistic interaction interfaces

which underpin Human-AI collaborative applications such as spatial computing and interactive

conversational agents. One notable example is the emergence of interactive virtual assistants,

which facilitate more natural communication of instructions and queries through modalities like

voice and text. This trend is driving the development of innovative ubiquitous, mixed-reality

computing applications. Such interactive, natural communication is also critical to support ad-

vances in human-robot interactive co-working, across a variety of industrial, commercial and

home environments. Conventional voice-based conversational agents, exemplified by tech-

nologies such as Apple’s Siri and Amazon’s Alexa, are evolving into increasingly multi-modal

systems, which can now support the comprehension of human instructions through a combi-

nation of language, gestures, and visual inputs. The intelligence behind these conversational

agents relies on sophisticated Deep Neural Network (DNN) models (e.g., [57, 43, 96]). So-

phisticated Deep Neural Network (DNN) based architectures (e.g., Transformers [100]), which

underlie the recent emergence of Large Language Models (LLMs) and Vision Language Mod-

els (VLMs), have recently dramatically enhanced the ability of AI software to comprehend a

mix of visual and natural textual/verbal cues. While these models exhibit increasing accuracy,

their computationally intensive nature and large model sizes pose challenges for supporting

low-latency, on-device execution of inference tasks, especially on resource-constrained wear-

able and Internet of Things (IoT) devices like Microsoft HoloLens or Nvidia Jetson platforms.

Thus, my research is centred on enabling the execution of these multi-modal human interactive
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tasks, with a specific focus on comprehending human visual grounding instructions [121, 129],

on resource-constrained devices. The goal is to achieve low-power, low-latency execution while

maintaining comparable task accuracy, thereby preserving interactivity.

Natural human-human interaction is inherently multi-modal, as we use a variety of modali-

ties including verbal commands, gestures and facial expressions, visual cues, gaze and even

vocal nuances (e.g., tone and rhythm) to mutually convey our intent. Motivated by such

human-human interaction scenarios, this thesis broadly investigates some methods to enable

multi-modal sense-making for human issued instructions or queries in resource-constrained

wearable and edge devices. In particular, we consider object acquisition as an exemplary task

for human-AI collaboration that can benefit from enabling the support for comprehending nat-

uralistic multi-modal instructions. To address this, we leverage Referring Expression Com-

prehension (REC) or Visual Grounding models [121, 129] developed in computer vision and

NLP literature. These models, when provided with an image along with verbal and/or gestural

inputs, identify the bounding box of the referred object. We then introduce a number of sense-

making models and optimization techniques to support low-latency execution of such models

for inferencing on pervasive devices.

In this thesis, our emphasis will be predominantly on exploring diverse dynamic optimiza-

tions for the comprehension of task instructions. Throughout these investigations, we rely on a

common guiding principle which underscores our approach: the acknowledgement that not all

instructions pose the same level of task complexity. To illustrate, consider the varying com-

plexities introduced by different types of instructions. In a cluttered environment, identifying

a target object often necessitates a more intricate execution pipeline to ensure accurate iden-

tification. Users may employ a combination of language instructions and pointing gestures,

which can aid the model in disambiguating among closely situated objects. Consequently, the

presence of multiple modalities helps alleviate task complexity. Conversely, in a less cluttered

space, a simple pointing gesture may suffice for object identification, requiring a less complex

execution pipeline. This nuanced understanding of task complexities serves as the foundation

for the dynamic optimization techniques explored in subsequent chapters.
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This dissertation is organized into two parts. Part I: Image-based Human Instruction Com-

prehension focuses on studying model optimizations applied to REC models, which process a

single static image along with language and, optionally, gestural modalities. In Part II: Video-

based Human Instruction Comprehension, we extend our methodologies to more complex sce-

narios involving videos as vision input, moving beyond single static images.

We initially substantiate the significance of pointing gestures in enhancing task accuracy for

object acquisition tasks. To demonstrate this, we present M2Gestic [106] system that combines

neural-based text parsing with a novel knowledge-graph traversal mechanism, over a multi-

modal input of vision, natural language text and pointing for achieving close-to-human task

accuracy.

We then apply the paradigm of dynamic optimizations into vision and language based REC

models. To this end, we develop SoftSkip [108], a multi-modal pruning strategy for REC tasks.

SoftSkip uses language features to dynamically skip computations in a REC model. Key to this

approach is a paradigm termed soft-skipping where a computational block that is decided to be

skipped by the pruning model is approximated with a light-weight computation.

We further introduce the dynamic optimization paradigm for REC tasks which fuses vision,

language, and pointing gestures to jointly reduce processing energy overheads and latency on

a pervasive device. To tackle this, we introduce COSM2IC [107]; key to this approach is to

predict the task complexity using a lightweight Task Complexity Predictor (TCOP) thereby

invoking an adequate execution pipeline for the predicted complexity.

With the proposed Commit-And-Switch (CAS) paradigm, our focus shifts from the singular

goal of reducing processing energy overheads, as seen in SoftSkip and COSM2IC, to a more

holistic approach of reducing both sensing and processing energy overheads. In CAS, we first

commit to a computational pipeline involving low overheads and a subset of available sensors.

The task context estimated by this pipeline is then used to optionally switch to another energy-

intensive DNN pipeline and activate additional sensors.
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Until now, our proposed methodologies have been applied to REC models that operate on sin-

gle static images. However, not all task instructions can be adequately characterized by a single

static image. Some instructions may pertain to a moving object, an action performed by another

user, or involve the user pointing to multiple objects within a single instruction. In part II, to

address these dynamic scenarios, we extend our approach to Video Referring Expression Com-

prehension (VREC) models, optimizing them through our dynamic optimization paradigm.

With the aim of integrating dynamic model optimizations into VREC models, we introduce

two approaches named GRefExSel and NeuroViG. Central to both methods is the selection of

a set of anchor-frames from the raw video to execute a complex VREC pipeline efficiently.

NeuroViG refines GRefExSel by integrating an Event camera with substantially lower sensing

overhead. The Event camera acts as a trigger sensor, selectively activating the RGB camera

only for the chosen anchor-frames, thereby reducing both processing and sensing overheads.
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Chapter 1

Introduction

1.1 Multi-modal Instruction Comprehension for Human-AI

Interaction Tasks

In recent years, there has been a surge in the popularity of AI agents capable of engaging

in natural interactions with humans. This trend is notably fueled by the proliferation of con-

sumer mobile and wearable devices equipped with a variety of sensors supporting capture of

verbal, environmental and gestural cues. For instance, the latest Apple iPhones are equipped

with LiDAR sensors designed specifically for augmented reality (AR)-based interactive appli-

cations. Similarly, advanced smart glasses like Microsoft Hololens [9] come equipped with a

range of sensors, including eye-tracking, head tracking, depth sensors, inertial measurement

units (IMUs), and cameras, all aimed at enhancing human-AI interactive applications. The in-

tegration of these interactive sensors into consumer devices paves the way for the evolution of

traditional voice-based conversational agents, such as Apple’s Siri and Amazon’s Alexa, into

multi-modal agents that leverage a combination of language, gesture, and visual information. A

key capabality required for these supporting human-AI interactive applications is to understand

human instructions comprising of a combination of language and gestural cues.
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The foundation of AI-based human instruction comprehension lies in Deep Neural Network

(DNN) models trained specifically for this task [129, 121]. Additionally, multi-modal instruc-

tion comprehension models [27] have also been enhanced to incorporate additional sensing

modalities such as pointing gestures. However, these models are often resource-intensive and

may not be suitable for deployment on pervasive devices, which typically have limited compu-

tational resources. Our key objective in this thesis is to support lightweight human instruction

comprehension in pervasive devices with low latency and low energy overheads. Consequently,

there are two major approaches aimed at adapting existing instruction comprehensions models

to be lightweight enough for pervasive and consumer mobile devices.

1. Static model optimization: Static optimizations target to reduce the complexity of in-

struction comprehension DNNs by shrinking the size of the network. Traditional pruning

approaches [118, 19] on DNNs can be typically applied for this scenario.

2. Dynamic model optimization: Dynamic optimizations target to judiciously reduce the

complexity of the DNNs with respect to the input instruction. Broadly, this refers to the

scenario where the execution pipeline changes for different input instructions.

In this thesis, we delve into both optimization techniques for reducing latency and power con-

sumption in instruction comprehension, but the primary emphasis is on dynamic model opti-

mizations. This choice is driven by the fundamental premise that natural human instructions,

issued in a variety of field environments, are associated with comprehension tasks of varying

complexity. In addition, the variation in complexity can be associated with different modalities:

e.g., one comprehension instance may involve a very complex verbal instruction, including de-

ictic expressions [74], but a relatively uncluttered visual layout, whereas another instance may

involve a much simpler verbal instruction but require the processing a highly cluttered visual

environment with multiple confounding objects [87]. Consequently, we hypothesize that AI

agents designed to comprehend these instructions do not need to adhere to a uniform execution

pipeline for different task instructions. As a result, I primarily focus on developing diverse dy-

namic optimization techniques that have the capability to adapt their execution pipeline based
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on the inherent complexity of the task instruction.

To support human instruction comprehension, the work in this dissertation draws on the foun-

dational work on Visual Grounding or Referring Expression Comprehension (REC) models

[129], primarily designed for interpreting verbal instructions within a given scene image. I

extend these models to incorporate pointing gestures using depth images and subsequently

propose various static and dynamic optimization techniques aimed at minimizing latency and

energy consumption. In part I, the initial focus is on enhancing the efficiency of Image-based

REC models through the integration of multi-modal inputs and the development of optimization

strategies targeted to reduce latency and energy overheads.

Subsequently in part II, the research shifts towards Video-based Referring Expression Compre-

hension (VREC). Unlike static REC, VREC involves the comprehension of human instructions

in relation to a video stream, i.e., a sequence of images.. These interactions require both spatial

and temporal understanding, leading to the term Spatio-Temporal Video Grounding (STVG).

Similar to the challenges encountered in the static REC problem, I explore several optimization

techniques with the goal of jointly reducing latency and energy usage to facilitate the execution

of VREC on pervasive devices. This extension addresses the dynamic and multifaceted nature

of human instructions in video-based scenarios.

1.2 Motivating Scenarios

From section 1.1, it is evident that multi-modal instruction comprehension models will be ben-

eficial for several human-AI interaction tasks. To further motivate this case, I illustrate two

motivating scenarios in different contexts.
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1.2.1 Motivating Scenario 1: Robot Assisted Aircraft Wheel Change

Consider an airport of the future that is looking to integrate latest technologies, such as wear-

able Augmented Reality (AR) devices and robots, to improve its operational productivity and

safety. As a hypothetical but more concrete example, consider the goal of robot-assisted air-

craft wheel changes. Traditionally, this task is labor-intensive, typically requiring 3-4 workers

due to the substantial weight of an aircraft wheel, approximately 250KG. The aim is to trans-

form the operation to a human-robot collaborative paradigm, where a single supervisor will

provide instruction to one or more robots, which will perform the physically demanding tasks

such as wheel mounting and dismounting. As depicted in figure 1.1, a worker wearing a smart

glass instructs the robot, for instance, saying, ‘Please align the wheel and screw the wheel

cover.’ The smart glass captures the instruction, the worker’s ego-centric viewpoint, and ac-

companying gestures, sending this information to the robot for comprehension. Additionally,

the smart glass may display information from critical sensors attached to the aircraft and wheels

during the wheel change operation. Given the stringent scheduling of maintenance tasks, there

is a high priority on reducing the overall time required to complete the wheel change operation.

Therefore, a system proposed to handle this scenario will need the following key capabilities:

1. Multi-modal instruction comprehension: The AI models embedded in the robot must

robustly comprehend complex verbal instructions, gestures, and visual information pro-

vided by the worker through the smart glass. This capability is essential for accurately

executing the intricate wheel change operation.

2. Latency-aware execution pipeline: The primary objective of the latency-aware exe-

cution pipeline is to preserve the interactive nature of co-working, but not to reduce the

overall maintenance time. It is worth noting that the maintenance process typically spans

around 15-20 minutes, rendering latencies of 10-15 seconds potentially inconsequential.

However, it’s imperative to maintain a low comprehension latency, ideally within the

range of 500-1000 milliseconds. This ensures the responsiveness of human-robot inter-

actions, preventing scenarios where the robot remains idle for prolonged periods, such as
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Figure 1.1: Robot Assisted Aircraft Wheel Change

10 seconds, while processing instructions.

1.2.2 Motivating Scenario 2: Shopping Assistant

Sarah, the owner of a shopping mall, is planning to transform it into a smart shopping mall

to enhance customer experience and improve business efficiency. Her focus is on deploying

an assistive robot that aids customers with tasks like locating and retrieving specific products

within a store in the mall. Additionally, she is intrigued by the possibility of introducing a

smartglass-based AR application, that customers can use to interact with a set of assistive robots

within her store. As shown in figure 1.2, a customer wearing the smart glass might issue a

verbal instruction such as, ‘Please pick up that brown-colored book in the middle of the second

shelf.’ , while pointing at the desired book. The smart glass captures the scene image, depth

image, and audio, which are then utilized by comprehension algorithms to identify and localize
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the desired object within the mall. Once identified, the assistive robot retrieves the requested

product and returns it to the customer. Additionally, the smart glass application may display

product information on the screen.

To meet Sarah’s expectations of a seamless system that reduces customer waiting times and

optimizes workforce utilization even during busy periods, the proposed system should possess

the following key capabilities:

1. Multi-modal instruction comprehension: AI models deployed in the assistive robot

should comprehend a combination of visual, verbal and gestures provided by the cus-

tomer captured through the smart glass.

2. Efficient Human-Robot Interaction: The system should enable efficient interaction be-

tween the smart glass user and the assistive robot, allowing for smooth communication of

instructions and feedback. This ensures a seamless shopping experience for customers.

This will require our proposed dynamic optimization approaches which will adjust its

pipeline based on the user’s query to provide a lower latency (on average), more respon-

sive interaction experience.

3. Adaptability to Busy Environments: The system should be capable of handling in-

creased customer traffic during busy times, where the robot may have to handle multiple

customer requests at once. In such situations, the execution pipeline deployed in a single

computing device within the robot should dynamically adjust based on the complexity of

the user’s requests. This dynamic adaptation ensures that the system can efficiently man-

age tasks, optimizing the utilization of resources to handle multiple customer requests

concurrently.

PhD Thesis



1.3. Design Goals 19

Figure 1.2: Shopping assistant scenario

1.3 Design Goals

My primary goal in this dissertation is to develop and validate AI-based instruction compre-

hension algorithms for human-AI interaction tasks. For this, I would extract motivation from

natural human-human interaction and consider the following design goals.

1. Multi-modal sense-making: Natural human-human interactions usually occur through

a multitude of modalities such as visual, verbal and gestural cues. Thus, my focus is to

develop comprehension algorithms to be supportive of multiple sensing modalities.

2. Low latency sense-making: I consider the scenario, where these AI agents require to be

deployed on pervasive devices. Generally, pervasive devices are limited by computing

resources. Thus, AI models need to be optimized for supporting low-latency processing

with reduced resource usage, while achieving a comparable accuracy in sense-making.

Low latency processing is pivotal in human-AI collaborative tasks to enable seamless

interaction between human and the AI agent. To ensure that the comprehension models
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are able to respond to human instructions promptly, without appearing to be idle for

prolonged periods, we expect to achieve comprehension latencies≤ 1 second with only≤

5% reductions in accuracy compared to a baseline un-optimized model in a representative

pervasive device.

3. Battery powered sense-making: Pervasive devices are typically battery-powered, mak-

ing it crucial for energy-efficient sense-making. Thus, I explore the possibility of reduc-

ing a) sensing energy and b) processing energy through various optimization techniques

so as to significantly extend the operating lifetime of the devices, while still supporting

the execution of complex DNN models for such multi-modal instruction comprehension.

Generally, the faster a model operates, the lower its processing energy consumption.

While we consider a latency of 1 second sufficient to ensure that the model is adequately

interactive, further reduction in processing latency is desirable as this will further in-

crease the operational lifetime of the battery-operated pervasive device. Thus, the goal

is to maximize the reduction in the model latency while maintaining a minimal ≤ 5%

reduction in accuracy. Additionally, I plan to selectively activate power-intensive sen-

sors, such as LiDARs, only when necessary. Our goal is to minimize sensing energy

consumption while maintaining the task accuracy within a ≤ 5% reduction.

In this thesis, the aforementioned design goals lack empirical support from user studies. For

instance, we assume that a latency of ≤ 1sec is sufficient for enabling the desired interactivity

of instruction comprehension models. Additionally, we assume that a reduction in accuracy

within the range of ≤ 5% is acceptable in the specified motivating scenarios. It is important

to acknowledge that these constraints are specific to each application and ideally should be

validated through separate user studies conducted for each use-case. However, in my thesis, the

focus is on devising a set of core approaches to reduce the computational latency and energy

overheads of such machine comprehension, which I believe represent foundational advances

that will benefit a variety of applications.
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1.4 Thesis Statement

Comprehending human instructions is vital for effective Human-Robot collaboration. Human

issued instructions that refer to a target object in a given scene typically convey information

about the target using a combination of modalities such as language, gestures etc. The com-

plexity of processing such instructions can vary widely depending on factors such as the speci-

ficity and verbosity of the references uttered in the language instruction, the scope for error

in resolving the pointed location and the visual clutter in the scene. Mainstream Deep Neural

Networks (DNNs), that perform this complex vision-language task using RGB camera data and

text inputs, are computationally demanding and do not sufficiently exploit alternate sensors for

integrating pointing gestures and the visual context. In this thesis, I extend these DNNs to in-

corporate gestural input using depth sensors and dynamic environment cues using event-based

sensors in tandem with verbal input, and further demonstrate that it is feasible to significantly

reduce their run-time resource footprint, thereby reducing latency and energy, by adopting

complexity-aware techniques that exploit the redundancy or correlation in cross-modal infor-

mation when processing instructions referring to objects in images as well as videos.

Initially, Chapter 2 provides an in-depth review of the literature related to the broad topic of

multi-modal human instruction comprehension, spanning topics such as visual grounding, ges-

tural comprehension and Video Grounding.

This thesis is then structured into two parts. Part I: Image-based Human Instruction Com-

prehension delves into the study of model optimizations applied to REC models, which ana-

lyze a single static image alongside language and, optionally, gestural modalities. In Part II:

Video-based Human Instruction Comprehension, we broaden our methodologies to tackle more

complex scenarios involving videos as vision input, moving beyond single static images.

In Chapter 3, we initially underscore the importance of pointing gestures in improving task ac-

curacy for object acquisition tasks. To demonstrate this, we introduce and discuss the M2Gestic

system [106], which integrates neural-based text parsing with a novel knowledge-graph traver-

sal mechanism across multi-modal inputs encompassing vision, natural language text, and
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pointing. Through a series of user studies, we establish that M2Gestic: a) achieves performance

close to human levels when instructions are unambiguous, and b) demonstrates a significant

( 30%) enhancement in accuracy by incorporating hints from pointing gestures when instruc-

tions are ambiguous. This highlights the critical role of pointing gestures in disambiguating

task instructions and improving overall accuracy.

In Chapter 4, we apply the paradigm of dynamic optimizations into vision and language based

REC models. To this end, we develop SoftSkip [108], a multi-modal pruning strategy tailored

for REC tasks. SoftSkip uses language features to dynamically skip computations in a REC

model. Key to this approach is a paradigm termed soft-skipping where a computational block

that is decided to be skipped by the pruning model is approximated with a light-weight com-

putation. We reveal why such approximation, in contrast to the extant dynamic optimization

techniques that completely skip some portions of the DNN execution pipeline, is crucial for

such multi-modal REC instructions. To demonstrate, we apply this approach to RealGIN; a

single-stage REC model and introduce LGMDP model to show 33% savings in latency while

suffering a 0.5% loss in comprehension accuracy.

In chapter 5, we extend the dynamic optimization paradigm to REC tasks involving the fusion

of vision, language, and pointing gestures. Our primary objective is to address the challenge

of executing multi-modal REC models on pervasive devices while minimizing latency and

energy consumption. To tackle this issue, we introduce the COSM2IC approach [107], an

optimization technique for executing REC models on pervasive devices. In this work, we first

enhance a baseline REC model to accommodate pointing gesture modality using depth sensor

input. Additionally, to assess the performance of multi-modal REC, we curate a COSM2IC

dataset, where a human instructor equipped with a Hololens [9] device issues table-top object

acquisition instructions along with pointing gestures. Our optimization approach, COSM2IC,

utilizes a Task Complexity Predictor (TCOP) to selectively invoke different pipelines based on

input complexity. Leveraging this model-switching platform, we achieve a three-fold reduction

in latency while maintaining comparable comprehension accuracy.

In Chapter 6, our focus shifts from solely reducing processing energy overheads, as seen in
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SoftSkip and COSM2IC, to adopting a more comprehensive approach targeting both sensing

and processing energy overheads. As demonstrated in COSM2IC, the integration of additional

sensing modalities, such as LiDARs, enhances task accuracy but also introduces a significant

increase in sensing energy overhead, thereby contributing to overall energy consumption. To

address this challenge, we introduce a joint dynamic optimization technique called Commit-

And-Switch (CAS), designed to concurrently reduce both sensing and processing energy over-

heads while maintaining comparable task accuracy. In CAS, we initially commit to a compu-

tational pipeline involving low overheads and a subset of available sensors. The task context

estimated by this pipeline is then utilized to optionally switch to another energy-intensive DNN

pipeline and activate additional sensors. By implementing our CAS paradigm, we introduce

an optimized REC model termed RealGIN-MH for multi-modal target acquisition tasks, which

achieves a 12.6x reduction in energy overheads while surpassing baseline dynamic model op-

timization approaches.

Until now, our proposed methodologies have been tailored for REC models operating solely

on single static images. However, it’s evident that not all task instructions can be sufficiently

represented by a single static image. Some instructions may involve a moving object, an action

performed by another user, or the user pointing to multiple objects within a single instruction.

In Part II, we address these dynamic scenarios by extending our approach to Video Referring

Expression Comprehension (VREC) models, optimizing them through our dynamic optimiza-

tion paradigm.

In Chapter 7, we present GRefExSel, a VREC model designed to dynamically select a set of

anchor-frames from the raw video for executing a complex VREC pipeline. This approach

targets the reduction of latency and processing energy for pervasive deployments. In chapter 8,

we further refine GRefExSel by introducing NeuroViG. NeuroViG jointly optimizes for both

sensing and processing overheads. A notable feature of NeuroViG is the integration of an event

camera with significantly lower sensing overhead into the VREC pipeline. This event camera

acts as a trigger sensor, selectively activating the RGB camera only for the chosen anchor-

frames, thereby reducing the overall processing overhead by approximately four times.
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Finally, in Chapter 9, I conclude the thesis with a summary of my key findings as well as an

enumeration of open challenges that provide directions for future work.
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Chapter 2

Literature Review

2.1 Comprehending Natural Language Instructions for Human-

AI Collaboration Tasks

The task of ‘grounding’ natural language instructions in AI agents involves parsing the instruc-

tion to extract phrases and assigning a direct meaning to them in the context of the real-world

perceived by the AI agent. [81] have introduced probabilistic models to achieve grounding

in a table-top manipulation setup involving objects that can handle spatial references and ab-

stract concepts of cardinality (group of 2 blocks on the left) and ordinality (2nd block from the

left). Interactive dialog-based approaches have been considered for disambiguation of natural

language instruction by the INGRESS system in [90] and the interactive text2pickup network

in [14]. Reasoning-based systems, that recognize individual objects in the scene and perform

high-level reasoning to answer verbal questions (e.g., answering “how many blue blocks are

behind the red block?”) have been proposed in [49, 120]. However, the instructions studied

in these works are primarily uni-modal and they do not consider the perspective and scene

ambiguity challenges. To tackle these limitations, we propose several multi-modal approaches

that also incorporate pointing gestures as an additional modality. To investigate the impact of

scene ambiguity and perspective ambiguity, in Chapter 5, we introduce a more rigorous dataset
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named COSM2IC for table-top object acquisition instructions.

2.2 Ambiguity in Natural Language Instructions

In complex scene environments, natural language instructions are often associated with two

types of ambiguities; a) block ambiguity, where there are multiple objects matching the same

language instruction and b) perspective ambiguity, where the instruction could refer to both

instructor or instructee perspective. Using a carefully selected set of table-top block arrange-

ments that induce varying levels of ambiguity, [87] collected a large set of human-generated

instructions to pick a particular block. They then quantified the effect of instructional ambigu-

ity by asking other human subjects to interpret these instructions. Using this publicly-released,

‘collaborative manipulation corpus’, [59] showed that instructions that do not involve perspec-

tive references suffer from poor human comprehension. In Chapter 3, we presented a neuro-

symbolic approach for comprehending these ambiguous instructions. This approach utilized a

natural language parser to break down verbal instructions into a series of sub-programs. These

sub-programs are then used to comprehend and identify the most probable target object that

matches the instruction.

2.3 Referring Expression Comprehension (Visual Ground-

ing)

Referring Expression Comprehension (REC), also known as Visual Grounding (VG), pertains

to the task of identifying the bounding box coordinates of a target object referenced by a lan-

guage instruction within an image. As this task involves spatially localizing an object within an

image frame, it is often referred to as Spatial Grounding. In this dissertation, we propose that

REC models can effectively address object acquisition tasks due to their strong synergy with

this domain.
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Although REC problem has been studied for a while, deep learning-based approaches gained

ground after the release of the large-scale ReferIt dataset [52] generated using a crowd-sourced

two-player game. To generate ReferIt samples, one of the players views an image and writes

an expression that refers to the target object, while the other player uses this expression to click

on the relevant region in the image. This approach was later extended to include images in

the MSCOCO [63] dataset, with the instructions then as RefCOCO and RefCOCO+ datasets

[122]. Using the ReferIt dataset, the authors also studied the visuo-linguistic characteristics

of referring expressions and showed how visual attributes in the image input correlated with

words used in the verbal instruction (e.g.,‘Big’ is most commonly associated with larger target

regions whereas ‘small’, tiny’, little’ etc are associated with smaller regions).

Initially, deep neural models for REC were based on the CNN-LSTM [72, 122] framework,

where the LSTM takes a word vector at each time step and attempts to match it with CNN-based

visual features extracted from a candidate region within the image. These models adopt a max-

margin-based training method for the LSTM such that the probability of referring expression is

higher for the referred image region. Many of these early works showed that accurate modelling

of contextual information was critical for achieving effective target inference. For example, Yu

et.al. [122] used visual differences between objects to represent the visual context, achieving

higher comprehension accuracy than [72]. Subsequently, [45] used whole-image CNN features

to represent the context, while [76] proposed the use of use multiple-instance learning for ef-

fective context modelling. With the advent of attention mechanisms, MAttNet [121] introduced

a modular framework that further enhanced REC accuracy. In Mattnet, separate modules, each

with their individual attention mechanisms, utilize features of object locations, context or rela-

tionships.

Such multi-stage pipelines, however, are computationally prohibitive due to the need for a sepa-

rate region proposal network. To address this, recent single-stage neural approaches [129, 116,

86, 117] have replaced the region ranking with a multi-modal bounding box regression stage.

Yang et al [117] proposed an approach based on YOLOv3 [84], where they obtained a visual

feature pyramid via the Darknet-53 [84] backbone network, and the language features for tex-
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tual referring expression via BERT [33]. The visual feature pyramid is then concatenated with

the verbal features at each level, and subsequently combined with a normalized spatial feature,

to execute the bounding box regression. The authors recently extended their work further [116]

by including a sub-query learning and modulation framework that decomposes long textual de-

scriptions into shorter sub-queries; they demonstrated that recursive use of such visual features

improved the ability to resolve ambiguity associated with longer verbal instructions. The Zero-

Shot Grounding (ZSG) method [86] extracted image features by combining a ResNet (instead

of Darknet) backbone with a feature pyramid network (FPN), while using a Bi-LSTM to extract

the language representation. Zhou et al. [129] further extended ZSG to develop the RealGIN

model. RealGIN includes a separate Adaptive Feature Selection (AFS) method that uses tex-

tual information to identify REC-relevant visual features and a multi-modal global attention

mechanism named GARAN, and achieved 30FPS processing throughput (a 10-fold increase

over MattNet) for REC tasks. Deng et al. [32] introduce a transformer-based method for Vi-

sual Grounding. More recently, in light of the success of Vision Language Models (VLM),

researchers have repurposed VLMs for REC tasks, as demonstrated by CogVLM [102]. How-

ever, while these transformer-based models and VLMs excel in accurately comprehending re-

ferring expressions, their heightened complexity, significant latency, and demanding memory

and processing energy requirements pose challenges for deployment on pervasive devices.

Building upon these efforts, we aim to achieve additional reductions in processing latency and

energy consumption by implementing dynamic model optimizations for REC. Our fundamental

approach involves employing an execution pipeline that dynamically adjusts its pathway for

each input based on the task context. An exemplary illustration of this concept is the LGMDP

model introduced in Chapter 4. This model leverages language features to predict the task

context, thereby activating only the relevant modules in the REC model for the predicted task

context. Through this strategy, we continue to diminish processing latency and energy in REC

models.
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2.4 Multi-modal Instruction Comprehension (Natural Lan-

guage + Pointing)

A system that combines gestures and natural language for interpreting object references in a

table-top setup was proposed by [74]. But in this study, the gestures were performed from just

inches away from the target object. More recently, [109] proposed a real-time system that can

identify one of four objects in a table-top setting involving common kitchen items, by combin-

ing the language references such as hand me the bowl as well as a pointing gesture which were

performed from a few feet away. [53] proposed a system incremental resolution of multi-modal

instructions (verbal + pointing). However, since the speaker generates the instructions from the

same point-of-view as the listener, they do not consider the ambiguity due to perspective, which

is highlighted as an important factor by [87]. Thus, the language as well as the table-top setup

in [87], is much more ambiguous or cluttered than the other previous works, and hence we

choose to build upon the work by [87] to address the challenges of accommodating ambiguity

in natural multi-modal instructions in chapter 3. In chapters 5 and 6, we recognized the oppor-

tunity to reduce the size of REC models (Either through static or dynamic model optimizations)

by leveraging additional pointing gesture information.

2.5 DNN Model Pruning

A broader body of research has tackled the problem of pruning DNN models, either statically

or during run-time [118, 19, 20, 61, 101], to support efficient, low-latency DNN execution on

pervasive devices. Efficient networks such as MobileNet and ShuffleNet embody the principle

of static model compression, where redundancy is identified and eliminated in the channels,

weights and filters in a complex visual backbone such as the VGG16, ResNet etc. Approaches

such as [61], SkipNet [104] and Dynamic Convolutions [101] are examples of run-time prun-

ing, where unwanted computations are eliminated during inference time with minimal impact

on overall accuracy. Reinforcement learning is typically used to train the modules that decide
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on such run-time, input-dependent skipping of specific computational blocks. All extant ap-

proaches, however, tackle only uni-modal neural models; refactoring them to our multi-modal

REC task is non-trivial due to the need to preserve relevant contextual and relational informa-

tion across the different modes.

To overcome the constraints of existing DNN model pruning methods applied to human in-

struction comprehension, we primarily proposed dynamic model optimizations in this thesis.

These optimizations strategically adjust the execution pathway by predicting the task context

or complexity through a shallow, low-processing overhead computation.

2.6 Dynamic Sensor Triggering

Well before the advent of DNNs, the concept of dynamic sensor triggering as a means for

energy-efficient pervasive sensing was used by a variety of works, such as EEMS [105], Mer-

cury [67], SensLoc [54] and E-Gesture [80]. These systems activate energy-intensive sensors

on demand, only when features computed from data segments of a low-energy sensor stream

indicate a specific context (e.g., likely high inference error in EEMS or the start of a gesture

in E-Gesture). In contrast, Jigsaw [68] and SeeMon [51] focused on reducing the inference

overhead by invoking the execution of the context classifier only when the computed features

diverged significantly from previous values. Gordon et al. [38] used a prediction of potential

future output states to dynamically select the sensor subset accordingly. The ACE middle-

ware [78] introduced the concept of inference caching, where correlations between different

activity contexts were used to infer a new context attribute indirectly without actual sensing.

More recently, the Annapurna automated food diary system [88] used cheaper inertial sensors to

dynamically trigger the expensive camera sensor on a smartwatch at selected stages of an ongo-

ing eating gesture. All these systems are characterized by either the use of a single low-energy

triggering sensor (often the accelerometer) or a reasonable latency tolerance for dynamic sen-

sor activation, mostly because the activity context being captured is somewhat long-lived (e.g.,

driving vs. at-home in ACE) or repetitive (e.g., eating in Annapurna). In contrast, for human
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instruction understanding, the triggering context itself (scene/instruction complexity) requires

the use of DNNs ingesting multiple sensor data streams. For instance, in the CAS framework

introduced in chapter 6, the triggering mechanism must discern the appropriate triggering event

based on the encoded visual features captured through a DNN pipeline. Moreover, the frame-

work must also be adept at capturing and interpreting short-lived pointing gestures without

omission.

2.7 Temporal Grounding

Early approaches to Spatio-Temporal Video Grounding typically treated the problem as two

distinct steps, namely spatial grounding through REC models and temporal grounding. Tem-

poral grounding is the task of identifying the frames in a video that are relevant to a given

linguistic expression. Initial approaches to this problem adopted a variety of strategies to ob-

tain candidate temporal-segments called ‘moments’ within an untrimmed video. The Moment

Context network (MCN) [16] used a heuristic approach while TALL [37] used a sliding win-

dow based approach [37] to obtain candidate moment proposals. Realising the importance

of the quality of these proposals for grounding performance, later approaches [112, 111] de-

veloped dedicated networks for generating the moment proposals. The visual features from

the proposed moments and the features from the linguistic query are then used to identify the

best matching ‘moment’ for a given query. Separately, more efficient single-stage networks

were pursued to perform candidate moment generation and matching score generation in one

pass. To achieve this, several strategies such as anchoring [24], sampler networks [123] and

segment-trees [127] have been attempted. Proposal free approaches such as L-Net [25] and

DRFT [26] have also been developed such that they can directly predict the start-frame and

end-frame of the relevant moment using end-to-end neural networks. These approaches first

obtain a query-aware representation of the given video and then directly learn to predict the

start and end frames. Some proposal free approaches have also used a reinforcement learning

paradigm [42, 103].
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2.8 Spatio-Temporal Video Grounding (STVG)

The research work on visual grounding then moved on to models that can simultaneously per-

form spatio-temporal video grounding (STVG). In these works, a single model is used to ob-

tain a spatio-temporal tube (a series of bounding boxes on subsequent frames) that matches

the given linguistic expression. Zhang et al., [126] proposed a large-scale dataset named Vid-

STG along with a graph-based baseline model (STGRN) for the STVG task using a two-stage

approach. This approach relied on region or tubelet proposals obtained in the first stage that

were used by the subsequent stage to find the best possible match with the given linguistic ex-

pression. Their work showed that such STVG models have significant performance advantages

over the strategy of using separate pipelines for the sub-tasks of temporal and spatial grounding

(For eg. use TALL [37] or L-Net [25] for temporal grounding on the untrimmed video and then

apply spatial grounding techniques such as GroundR [85], WSSTG [28], STPR [113] on the

extracted segments).

Following the success of transformer based models in vision-language tasks [58, 95, 69, 94],

recent works have turned to transformer-based models for the STVG task. The STVGBert [93]

performs this task by extending the ViLBERT [69] into a new component called ST-ViLBERT

that preserves spatial information that is usually lost in ViLBERT during pooling operation.

This new component uses the cross-modal features from the video clip and textual query as

the input to produce the bounding box for each frame as well as predict the starting and end-

ing frames. STGVT [97] focused on a human-centric variation of the STVG task using a

specialised dataset named HC-STVG where the target object is always a human. TubeDETR

performs the STVG task by extending the MDETR [50] framework using temporal localiza-

tion losses, slow-fast encoding, and space-time decoding. STCAT is another recent model that

uses a DETR-based framework to achieve state-of-the-art performance on both VidSTG and

HC-STVG datasets. In contrast to TubeDETR, STCAT considers the global video context and

maintains a template mechanism in the query-guided decoder for explicitly modelling consis-

tency. Notably, TubeDETR and STCAT do not use pre-generated object/tubelet proposals in
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their pipeline.

Although existing works such as TubeDETR and STCAT have demonstrated state-of-the-art

performance in comprehending complex video-based instructions, these models have yet to be

evaluated for latency and energy consumption on pervasive devices. As we shall showcase in

Chapters 7 and 8, these models are extremely computationally demanding to run on a pervasive

device with the desired latency and energy consumption. To tackle this, we propose a dynamic

model optimization, where we select a set of anchor/candidate frames to limit the complex

transformer-based operations. Our key hypothesis is that the intended temporal and spatial

reasoning can be confined to these candidate frames, while the outputs for the remaining frames

can be interpolated from motion-specific features, reducing computational overhead.

2.9 Processing with Neuromorphic Event Cameras

With the introduction of neuromorphic event cameras, many vision-based applications that

traditionally relied on RGB cameras are beginning to adopt event camera streams as inputs.

Event cameras offer several advantages over frame-based counterparts, including exceptionally

high temporal resolution (on the order of microseconds), a wide dynamic range, and low power

consumption. Due to their asynchronous nature, numerous efforts have been made to process

event-based input streams using spiking neural networks (SNNs) [98].

Looking at it from a different perspective, an event stream can be conceptualized as a 4D rep-

resentation with coordinates (x,y) denoting the 2D location of the event, polarity p indicating

the event’s sign, and timestamp t depicting when the event occurred. Prior to integrating event

streams into processing pipelines for various vision-based applications, such raw event data

can be transformed into: a) Frame-based representations [131], b) Time-surface representa-

tions [91], or c) Voxel-based methods [82]. Recent advances in leveraging event cameras for

sense-making have also extended to the fusion of RGB and event camera streams. For instance,

Zhou et al. [130] proposed a frame-based multi-modal deep neural network (DNN) pipeline
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that simultaneously processes both a conventional RGB camera stream and an event stream

for tasks like moving object detection. The proposed NeuroViG system, detailed in Chapter 8,

employs a frame-based representation pipeline to opportunistically trigger the RGB camera for

the STVG task. This approach reduces sensing energy consumption by avoiding continuous

RGB camera operation. Instead, it leverages features from the event camera for visual context

whenever possible, thereby minimizing the reliance on the more power-intensive RGB camera.
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Part I

Image-based Human Instruction

Comprehension

PhD Thesis



36

Chapter 3

Gesture Enhanced Comprehension of

Ambiguous Human-to-Robot Instructions

In this chapter, we first demonstrate the possibility of utilizing pointing gestures to improve the

comprehension accuracy of natural human instructions to robotic agents in human-robot collab-

orative tasks. While dynamic model optimizations have not been implemented in this chapter,

our primary objective remains to demonstrate AI-based human instruction comprehension. We

aim to achieve this by integrating both language and pointing gesture cues to optimize accu-

racy. Pointing gestures are often employed by humans when referring to one or more target

objects and can help narrow down the spatial area within which an AI comprehension model

needs to ‘localize’ the human-issued instructions. On the flip side, human pointing gesture are

not precise but are typically associated with a cone of uncertainty (in 3D space) about the indi-

vidual’s intent. We present M2Gestic [106], a system that combines neural-based text parsing

with a novel knowledge-graph traversal mechanism, over a multi-modal input of vision, natural

language text and pointing. Via multiple studies related to a benchmark table top manipulation

task, we show that (a) M2Gestic can achieve close-to-human performance in reasoning over

unambiguous verbal instructions, and (b) incorporating pointing input (even with its inherent

location uncertainty) in M2Gestic results in a significant (∼ 30%) accuracy improvement when

verbal instructions are ambiguous.
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Figure 3.1: M2Gestic: System Components and Functionality

3.1 M2Gestic: Gesture Enhanced Comprehension

In section 1.2, we considered several scenarios of Human-AI Agent/ Robot interaction. To

facilitate those scenarios and to maintain a natural interaction between the worker and robot,

it is necessary to enable interaction via a mixture of multiple modalities, such as sight, speech

and gestures (e.g., pointing). Therefore, supporting such natural human-robot interaction will

require machine comprehension techniques that are multi-modal. Efforts on visual search and

reasoning systems (e.g., [120, 49]) have explored the possibility of combining visual scene

analysis with text understanding, albeit within fairly unambiguous task contexts. In contrast,

we consider the possibility of multi-modal instruction comprehension for the collaborative ta-

ble top manipulation task, where a robot attempts to interpret ambiguous “target acquisition”

commands issued by a human. Using a benchmark dataset, Scalise et al. [87] assessed hu-

man performance in both generating and interpreting such visual perception-driven, natural

language text instructions and demonstrated the challenge of instructional ambiguity. A sam-

ple table-top block-setup from this dataset can be seen in Fig 3.1 (on the left). Scalise et al.

found that ambiguity resulting from the visual scene (e.g., many blocks with same attributes

are closely packed) or imprecise perspective (e.g., does ‘left’ refer to your or my left?) affects

accurate human comprehension of such language instructions.

In natural human communication, such verbal instructional ambiguity is often resolved via an

accompanying gesture (e.g., pointing). Therefore, in this chapter we explore the design of

machine comprehension techniques that tackle ambiguous table-top manipulation instructions,
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by incorporating both pointing gestures and natural language text. Our premise is that a simple

pointing gesture, overlaid on top of verbal and visual/scene analysis, can help reduce ambiguity

significantly. While we confine our investigations to this table-top scenario, we strongly believe

that, given past evidence on the importance of non-verbal cues, such as gestures, gaze and

posture, in human-robot collaboration (e.g., [22] which looked at non-verbal responses by a

social robot), our work has broader significance by demonstrating the feasibility and benefits of

incorporating gestural inputs in comprehending such ambiguous human→robot instructions.

We must, however, address two challenges:

(i) Lack of Gestural Precision: The pointing gesture itself is unlikely to be exact—humans

may make an error between the pointed location and that of the intended target [35].

Additionally, it is likely that such errors may increase with distance from the target.

(ii) Multi-Modal Fusion: For automated machine comprehension, we will need a consistent

mechanism to identify a target object given multiple sensory inputs. In particular, we

must find a way to (a) parse and extract relevant spatial and/or descriptive attributes from

the verbal command and use those attributes to reason over the object-level attributes

(e.g., location, color, shape) provided by AI-based vision techniques, and (b) combine

such reasoning with the potentially-erroneous, pointing-based spatial cues.

In this chapter, we address these challenges by (a) quantifying the nature of pointing-driven

error in representative tasks and (b) developing a novel target selection mechanism that creates

and parses a knowledge graph structure, based on multi-modal attributes generated by state-of-

the-art deep learning techniques.

3.2 Preliminaries

We use the collaborative manipulation experimental setup [87] as our canonical use-case. This

setup involves 28 different images of block arrangements (a typical block arrangement is illus-

trated in the top-left part of Figure 3.1), from which a single target block needs to be identified.
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The arrangements and the corresponding target-blocks have been designed to generate differ-

ent forms of ambiguity when human subjects generate verbal instructions to pick up the target

block. In the data published by [87], each setup is also accompanied by a set of 50 differ-

ent human-generated natural language text ‘pickup’ instructions to pick-up the target block.

However, no gesture-related data is included.

Our primary goal is to develop an automated system termed M2Gestic (Multi-Modal Gesture-

enhanced Instruction Comprehension System), which combines verbal reasoning over visual

content with accompanying pointing gestures for enhanced comprehension of multi-modal

‘pickup’ instructions. Note that M2Gestic does not aim to improve the technology for ac-

curate tracking of the pointing gesture; nor does it focus on techniques for conversion of audio

to textual input or performing object detection. Instead, it assumes the use of state-of-the-art

systems to perform these perceptual tasks.

Figure 3.1 illustrates the components and overall workflow of M2Gestic. At a high-level, it

consists of the following components (detailed descriptions are deferred to Section 3.3): (i) The

Visual Scene Parser processes the table-top image (consisting of the blocks) to create a multi-

attribute representation of the objects; (ii) the Natural Language Parser similarly processes

the textual instruction, converting it into a set of machine-understandable primitives; (iii) the

Gesture Resolver uses the pointing gesture to identify a subset of candidate blocks (based on the

distance from the table) on the table-top surface, while the (iv) Multi-Modal Inference Engine

fuses the inputs from these 3 previous components to perform target selection.

3.2.1 Empirical User Studies

To design and evaluate such a system, we shall utilize the following experimental studies (using

a setup similar to [87]).

Study 1: Characterizing Pointing Gestures: We conduct this study (detailed in Section 3.2.2)

to gauge the error characteristics of pointing gestures performed by human subjects, especially
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Figure 3.2: User performing a pointing gesture
towards a target block (in the projected image)
using HTC VIVE

Figure 3.3: Pointing error distribution vs.
screen-human distance

as a function of the distance between the human instructor and the target.

Study 2: Baselining Human Performance with Pointing Enhanced Instructions: - In this

study (detailed in Section 3.4.2), a virtual 3D environment was developed to recreate the same

ambiguous table-top setups used in [87] and a human avatar is shown performing a pointing

gesture (with zero pointing error) towards the desired block from a distance. We thus created a

new dataset of images that show the robot’s view of the setup where both the pointing gesture

as well as the blocks arrangement are visible. These images were provided to human subjects

(recruited via the Amazon Mechanical Turk crowdsourcing platform) to infer the correct target-

block by combining inputs from the text instructions with additional gestural (pointing) input.

This serves as a upperbound of human comprehension capability (under idealized zero pointing

error) against which to compare M2Gestic’s performance.

We additionally employ the following experimental evaluations to compare M2Gestic’s per-

formance against these human baselines: (1) Automated Comprehension without Gestures: we

evaluated the ability of the M2Gestic system to combine its Visual Scene Parser and Natural

Language Parser to choose the right target-block, for each of the 28 images and correspond-

ing 50 text instructions in the original dataset [87]; (2) Automated Gesture-Enhanced Multi-

Modal Comprehension: we evaluate the improvement in block selection accuracy achieved by

M2Gestic in the presence of such noisy synthetically-generated pointing input.

PhD Thesis



3.2. Preliminaries 41

3.2.2 Study 1: Characterizing Pointing Gestures

Given our high-level goal of incorporating pointing input for multi-modal instruction com-

prehension, we first study and characterize the nature of human pointing input. In this study

(illustrated in Figure 3.2), the images of each of the 28 block setups were projected on a screen

and 15 human subjects were asked to perform a pointing gesture towards the specified target

block using a calibrated HTC VIVE system [44]. A calibrated HTC VIVE is known to be a

highly accurate (error≤ 0.02cm) [79] in tracing the pointed location. This system uses two pre-

calibrated cameras that help provide information regarding the pointed location on the screen.

For the experiments, we set the two cameras 5 meters apart. The pointing gestures were per-

formed by the subjects from three specifically marked positions (denoted p1, p2, p3) in the room

along a straight-line drawn from the center of the screen, that were d = {88cm,176cm,264cm},

respectively, away from the screen. We chose these 3 distances because of the technical limita-

tions of the VIVE System: the two VIVE cameras need to be separated by a diagonal distance

of less than 5m to ensure that the VIVE controller is track-able by the cameras. Given this

limitation, we chose 3 equidistant points between the screen and the maximal distance (264cm)

that allows the controller to remain detectable. To provide operational familiarity with, and per-

ceptual calibration on, the VIVE system, each subject had a training period (of a few minutes)

where the pointing cursor was ‘on’–i.e., the subjects could receive real-time visual feedback

about the pointed location on the screen–and were asked to specifically ‘target’ the 4 edges

of the screen. To mimic the real-world environment (such as a smart factory floor) where the

human instructor will not have any such visual feedback, the cursor was, however, disabled dur-

ing the actual ‘pointing’ study. The image-setups were shown in randomized order and each

image-setup was shown to each subject thrice. Thus a total of 15× 3× 28 = 1260 pointing

gesture data were collected for each position pi.

Fig 3.3 shows the probability distribution of the gesture pointing error (δi, i = {1,2,3}) across

all users, for the 3 distances {p1, p2, p3}. We observe that: (a) the average pointing error

(in pixels) increases non-linearly with increasing d (average error= 23.43 pixels, 50.05 pixels,

155.76 pixels at d = 88cm,176cm,264cm respectively), and (b) error variance increases with d
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as well. Additionally, we found that the average error angle, subtended at the human’s location,

was < 3◦, across all 3 distances. We can thus conclude: M2Gestic’s Inference Engine must be

able to tolerate moderate errors in the instructor’s pointing input, with the likelihood of such

error being higher at greater human-table distances.

3.3 M2Gestic: System Overview

In this section, we describe the detailed design of the 4 key functional components of M2Gestic

(illustrated in Figure 3.1).

3.3.1 Visual Scene Parser

The visual scene parser is responsible for generating a representation of the relative positions,

and selected attributes, of the various objects in the image-setup. In our experimental setup, the

objects in the scene are the blocks, the robot, the table and the human instructor. The blocks are

all cube-shaped and have one of the four colours (green, blue, yellow or orange). The objects

in this setup are fairly simple to detect using standard computer vision methods (e.g., using

YoLo [83] or SSD [65]) and is not the subject of this chapter. We assume that we know the

position of the center of all the objects. However, as mentioned in [87], the natural language

instructions generated by human subjects often contain hybrid ‘density-based’ references such

as “the blue cluster in the middle”, “the three blocks near you” etc. which require a hierarchi-

cal understanding of the objects in the scene. Therefore, we use a hierarchical agglomerative

clustering approach to enable understanding of such phrases. To achieve this hierarchical repre-

sentation, the distance between each object pair, calculated from the co-ordinates of the centers,

is used to perform agglomerative clustering. (In addition to such clustering, the visual parser

annotates each object with its ‘color’ and other relevant attributes such as shape or texture.) As

an illustrative example, consider the dendrogram shown in Fig 3.4. Now consider the phrase

“5 green blocks that are on the left side of the table”. From the dendrogram, the 5 marked
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Figure 3.4: Hierarchical clustering dendogram to identify clusters of objects

blocks that are potentially referred to by this phrase can be immediately identified. Besides

the hierarchical clustering, the parser also uses standard spatial reasoning techniques to cre-

ate additional knowledge representations that capture: (a) the perspective information (e.g.,

closest/furthest/leftof/rightof from me/you), and (b) the relational information (e.g., pair-wise

object distance, objects in the center, etc).

3.3.2 Natural language text parser

The natural language parser is responsible for converting the human-generated text instructions,

describing the specific object to be picked up, into a computer program consisting of predefined

functions. As the instructions typically contain one or more spatial prepositions denoting the

relative positions of objects, the pre-defined functions typically correspond to spatial relations

such as leftof, rightof, etc. A list of all the pre-defined functions used in M2Gestic and their

respective descriptions are given in table 3.1

As demonstrated in [120], neural network techniques can be used to convert the entire natural

language instruction into a sequence of such pre-defined functions. This is illustrated by the

following simple natural language instruction, ”Please grab the yellow block that is the second

from your far left”. The corresponding structured program, which has just a single function

call in this case, would be farleft(you,yellow,2). In this example, farleft(. . .) is a function in

PhD Thesis



3.3. M2Gestic: System Overview 44

Table 3.1: A list of all the pre-defined functions and their descriptions

Pre-defined function Function description
closest/furthest/nextto find objects closest/furthest/next to
clusterof find clusters of objects
leftof/rightof/topof/
bottomof/centerof/

find objects on left/right/top/
bottom/center

farleftof/farrightof find objects from far left/far right

our robot’s command vocabulary. The first input parameter ‘you’ refers to the perspective (i.e

your left vs. my left). The second parameter ‘yellow’ says that only yellow blocks need to be

targeted. The third parameter ‘2’ specifies that we are looking for the 2nd yellow block. Upon

execution, this function will return a ranked vector of 15 elements (each element corresponding

to one of the 15 blocks in the scene), with a lower rank implying a closer match. In our

example, the rank will be the lowest for the 2nd yellow block from the left of the robot. Other

yellow blocks will get their ranks based on how close they are to the ‘far-left’ of the black-

figure, with all non-yellow blocks assigned a rank=16 (the highest distance rank). We call

this ranked list as a sub-scene, because this intermediate representation filters/prioritizes the

blocks from the original/reference scene for subsequent operations. For recursive application,

each of the input parameters may actually be specified as a previously-computed sub-scene.

Thus, each function in our robot’s vocabulary, is designed to take 3 input arguments, viz. (a)

perspective/reference subscene, (b) target subscene and (c) rank/number. The output of the

function is another subscene, that rank blocks based on this function’s logic.

Now let us look at a more complex instruction - “Grab the orange block that is furthest to the

right and at the bottom beside a yellow block”, which results in multiple such structured robotic

functions. The corresponding program is shown in (3.1).

f arright(none,orange,1) = arg1

bottomo f (none,orange,1) = arg2

and(arg1,arg2) = arg3

nextto(yellow,orange,1) = arg4

and(arg3,arg4) = ans

(3.1)
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The above example demonstrates the potentially recursive nature of such functions: output sub-

scenes from a function may be used as the input subscene for another function (as exemplified

by the two and functions).

Each such manipulation instruction can thus be converted into a sequence of functions, with ad-

ditional {AND, OR, NOT} operators expressing the selection predicates. To establish a ground

truth corpus, we first manually converted each of the 1400 instructions in the dataset into such

programs. Subsequently, we trained a neural network model, as part of M2Gestic ‘natural lan-

guage parser’ component, to generate such structured program syntax automatically from the

natural-language text instructions. Inspired by state-of-the-art DNN-based machine translation

techniques, we use the Attentional Recurrent Neural Network proposed in [70] to perform such

a sequence-to-sequence mapping. Of course, such training requires a large training dataset. As

the original collaborative manipulation corpus has just 1400 instructions, we augmented this

dataset with additional instructions that are synthetically generated by changing the colours,

perspective, words, phrases and instruction type. We also combined simple instructions in the

original dataset to add more complex instructional examples to this training dataset.

Note that the original dataset contains several examples of ambiguous instructions that are

typical of human-human conversations. For example, the instruction “Please grab the yellow

block that is the furthest” suffers from perspective ambiguity: the target block could be the

furthest yellow block from the user or from the robot. Similarly, the instruction “Please

pickup the topmost block” shows ambiguity in both perspective as well as color attributes of the

target block.

3.3.3 Gesture Resolver

We use state-of-the-art gesture/pose tracking systems to help track the arm movement/pose of

the instructor’s limb, and obtain an estimate of the table-top location of the pointing gesture.

Based on this table-top location, we derive a gesture-based subscene, which is a ranked list

for blocks based on the distance from the pointed position on the table-top. It is important to
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distinguish between two distinct sources of pointing error: (a) the intrinsic instructional error,

which arises from the fact that a human is unable to direct his pointing gesture precisely at

the object that he intends to target, and (b) the pointing tracking error, which arises from the

limitation/inaccuracy of the tracking technology. Note that M2Gestic’s logic is independent of

(b), and is primarily concerned with accommodating the error arising out of intrinsic human

limitations. For our current implementation of M2Gestic, we utilize a calibrated (HTC VIVE)

[44] tracker to provide an estimate of the human instructor’s pointed location. While there is

clearly tracking error, the pose estimation error is usually very small (≤ 1cm) in such well-

calibrated systems.

3.3.4 Inference Engine

The outputs from the visual scene parser, the natural language text parser and the gesture

resolver are provided to the Inference Engine, which makes a decision on the target block.

The program generated by the text parser may be represented as a tree structure whose in-

dividual nodes represent a sub-scene and the edges represent one of AND/OR/NOT oper-

ations. The various knowledge representations provided by the visual parser (e.g., object

clusters, perspective relationships, object attributes and object-pair relationships) are used to

execute individual functions of the program, and thereby generate a ranked sub-scene vec-

tor of objects for each node on this AND-OR-NOT tree. By traversing this tree from the

leaves to the root, we can compute the final composite ranking vector, denoting the relative

fit of individual blocks to the original instruction. We combine two ranked sub-scenes us-

ing a linearly-weighted formula, illustrated below for the AND operator. In the Eq. (3.3),

consider R1 to be the ranking vector of sub-scene 1, R2 be the ranking vector of sub-scene 2

and let Rret be the sub-scene obtained by combining R1 and R2 using the AND operator. Let

R1 = {R1
1,R

1
2, . . .R

1
k , . . .R

1
m} and R2 = {R2

1,R
2
2, . . .R

2
k , . . .R

2
m} Then, the Rank-Sum s is given by

s = w1 ∗R1 +w2 ∗R2 ∀k ∈ [1,m] (3.2)
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For purpose of generality, we define w1 and w2 as weights given to each sub-scene. For the

current implementation of the text parser, we consider all sub-scenes to be of equal importance

(i.e, w1=w2=0.5). However, in future, it might be possible to assign importance to certain parts

of the sentence (e.g., using attentional mechanisms). This ranking vector is used as an input to

the subsequent subscenes. If this ranking vector represents the return subscene, final output can

be inferred from the indices of the blocks with the lowest rank-sum, given by kopt = argmin(s).

(If the instruction is ambiguous there could be multiple kopt values, otherwise there exists only

one kopt value). Let kopt = [k1
opt ,k

2
opt , ...,k

l
opt ]. Therefore the final return vector Rret as a result

of the AND operation can be obtained as below,

Let Rret = {Rret
1 ,Rret

2 , . . . ,Rret
k , . . .Rret

m } ;k ∈ [1,m]

i f k ∈ kopt then Rret
k = 1 else Rret

k = 0
(3.3)

A similar approach is used for the OR operation as well.

Extension to Incorporate Pointing Information: We apply the same ‘weighted’ approach

(introduced in Eq. 3.3) to fuse the knowledge from pointing gestures. Let Rl be the final

ranking vector obtained from the text and vision parsers. Given a pointing location, we can

similarly obtain another ranking vector, where the ranks are sorted by the distance of each

block from the pointed location. Let Rg represent this gesture-driven ranking vector. We can

then apply the same reasoning outlined in Equation (3.3)–i.e., first compute a linear weight

w∗Rl +(1−w)∗Rg for each object, and then select the object with the lowest ‘distance rank’.

M2Gestic’s gesture-fusion technique, takes into account the increase in the pointing uncer-

tainty/error with an increase in the instructor-object distance. Because the pointing uncertainty

is lower when the user is closer (and vice versa), we use a larger value of w (reduced impor-

tance to the pointing input) when the instructor-object distance is larger, and vice versa. In Sec-

tion 3.4.2), we shall see that this ‘weighted technique’ proves vital to ensuring that M2Gestic’s

comprehension accuracy proves robust (and outperforms human performance) even with in-

creasing distance.
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3.4 Evaluation

We now present our evaluation results for instruction comprehension, comparing the automated

M2Gestic system with the corresponding human perception performance, both with and with-

out the added pointing input.

3.4.1 Text Instruction Understanding (No Gestures)

3.4.1.1 Accuracy of Text parser.

We first evaluated the accuracy of the Attentional RNN-based technique for converting verbal

instructions to programs. We trained the natural language text parser model on the augmented

dataset with 80%− 20% train/test split and obtained an accuracy of 99.7% (the accuracy was

slightly lower (95%) on the original data). Note that the augmented dataset did not include the

original 1400 instructions. This confirms the ability of M2Gestic’s RNN to convert the natural

language input into accurate machine-readable programs.

3.4.1.2 Block Identification Accuracy

Then we evaluated the accuracy of the overall M2Gestic system, where its Inference Engine

utilizes only the visual and text parsing pipelines. The original dataset also classified 1400 in-

structions as ambiguous (626) vs. unambiguous (774), based on whether more than one block

in the scene potentially satisfies the instruction’s combination of block or perspective predi-

cates. Table 3.2 (specifically, the two columns categorized under ‘No Gestures’) provides the

results for this scenario, both overall and under the presence/absence of ambiguity. The results

for human accuracy (73.62%, based on an Amazon Mechanical Turk study) are reproduced

from [87]. We find that the automated M2Gestic approach achieves human-comparable per-

formance (80.84%) for non-ambiguous instructions, but exhibits dramatic performance degra-

PhD Thesis



3.4. Evaluation 49

Table 3.2: Potential improvement in accuracy of system using weighted inference scheme

No Gestures With Gestures
Accuracy (Text only) Accuracy (d1=88cm) Accuracy (d2=176cm) Accuracy (d3=264cm)
Human M2Gestic Human M2Gestic Human M2Gestic Human M2Gestic

Ambiguous Inst. 64.79% 29.26% 70.18% 60.73% 63.71% 42.37% 60.99% 29.26%
Unambiguous Inst. 80.79% 80.84% 83.29% 83.48% 83.89% 79.06% 78.88% 80.84%

All Inst. 73.64% 61.12% 77.50% 74.75% 74.88% 65.14% 70.93% 61.12%
Only pointing – – 23.78% 21.43% 11.04% 3.57% 10.0% 0%

dation (accuracy= 29.26%) in the presence of instruction ambiguity. Clearly, machine compre-

hension requires additional cues (specifically, pointing input) to tackle such real-world instruc-

tional ambiguity.

3.4.2 Multi-modal Understanding (With Gestures)

We next quantify the added benefits provided by the inclusion of pointing input about the likely

location of the target block.

3.4.2.1 Study 2: Human Performance With Pointing Input

We first quantified the ability of humans (thus, both providing a competitive baseline for

M2Gestic) to use the combination of pointing gesture information and text instructions to infer

the target block.

Experimental setup: For this study, we used a virtual 3D environment (using Unity 3D) to

simulate the same 28 table-top block arrangements in the original dataset. However, the original

images represented the view-point of the human instructor. Since the multi-modal inference is

performed by another agent on the opposite side of the table, we transformed the images to

represent the perspective of the agent performing the comprehension task. Figure 3.5 provides

an example of this transformed perspective, which includes the table-top objects, as well as the

pointing gesture made by the human instructor (the avatar in the figure). We generated such

views (corresponding to the 3 different distances used in Study 1), by fixing the instructor’s
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Task Instructions
• A human and a robot are located on 

opposite sides of a table, facing each other. 
• Some colored blocks are on the table. The 

image shown below is the robot's view of 
the scene.

• The human wants the robot to pick a 
particular block from the table, and gave 
the verbal instruction that is provided in 
the textbox above the image.

• Along with the verbal instruction, the 
human also pointed towards the desired 
block with his hand.

• Click on the block that the robot should 
pick.

Did you find the pointed location useful to identify the target block?
( ) Not at all        ( ) Useful, but I can do with just the text instruction         ( ) It was crucial

Pick up the yellow block that is the third 
furthest away from you on the table

Figure 3.5: Study 2 - Setup used to study human performance in interpreting the instructions
along with a gesture.

height at (190 cm), the block size to (5 cm) and the agent’s height at (200 cm). To generate

accurate pointing input, we adjusted the pose of the pointing hand of the human instructor

(the avatar in Figure 3.5) to first point exactly towards the intended block by using a Unity-

provided ray tracing model that can track and visually illustrate the pointed location. Then

we took a screen grab of the resulting scene, as viewed by the agent performing the inference.

622 human-subjects, recruited via the Amazon Mechanical Turk platform, were then asked to

use these pointing-included images, along with the text instructions, to infer the target block

(as illustrated in Figure 3.5). Participants were also asked an additional question ”Did you

find the pointed location useful to identify the target block”, with one of 3 possible answers,

viz. {‘Not at all’, ‘Useful, but I can do with just the text instruction’, ‘It was crucial’} to help

understand how human subjects assign more/less importance to the pointing gesture. Note that

the pointing input for these human studies had no error; accordingly, the human perceptual

performance provides the baseline under the most-optimistic gestural context.

Demographics: Each of the 622 Amazon Mechanical Turk workers were asked to perform at

least 25 HITs. From the data collected we rejected the ‘low-quality’ assignments (39 workers)

that matched any one of the following criteria: (a) Reject if accuracy < 30%; (b) Reject if num-

ber of HITs done by participant < 25; and (c) Reject if user selected multiple points/objects.

After rejections, each image was annotated by an average of 7 workers. The workers were
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Figure 3.6: User perception of utility of pointing input

requested to provide three demographic details: 1) Age (73.51% in the 20−40 age group), 2)

Gender (46.5% male)and 3) Whether English is their first language (English=80.6%).

Human Performance: Table 3.2 (under the “With Gestures” heading) summarizes the average

comprehension accuracy of both human subjects and M2Gestic. The last row of Table 3.2

provides the results when comprehension is performed solely using pointing input–i.e.,without

parsing the text instruction. Even at a close distance of 88cm, the accuracy of human subjects

in choosing the correct block based on pointing alone is very low (23.8%), when compared to

using only the text instructions (73.64%); this accuracy drops by 10% when the instructor is

264cm away. Clearly, pointing gestures are insufficient for such cluttered table-top conditions,

in contrast to earlier pointing based studies [75, 40], which use uncluttered setups.

More importantly, incorporating pointing input (in tandem with text parsing and visual scene

analysis) improved human accuracy to 70.18% (5.3% higher than text parsing) for distance 1

(88cm away from the screen). However, human comprehension performance degrades with the

instructor-object distance; in fact, at distance 3 (264 cm), the use of gestures actually causes

selection accuracy to degrade below that achievable without gestural input! Clearly, while

pointing can be beneficial, the ‘blind’ use of pointing input may be counter-productive if it is too

noisy (performed from longer distances). The questionnaire responses, plotted in Figure 3.6,

corroborate this insight: users perceived very low utility from the pointing information when

the human instructor was farther away from the table (d3 = 264cm).
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3.4.2.2 Performance of M2Gestic

We then evaluated the performance of M2Gestic, when its Inference Engine is provided the

pointing data from study 1. Note that M2Gestic does not, unlike the Amazon Mechanical Turk

study, have an accurate pointing input, but assumes an error spread around the pointed table-

top location. For M2Gestic, the target selection accuracy improves dramatically (to 60.73%

for the ambiguous instructions, as opposed to a baseline of just 29.26%) when pointing (from

distance d1 = 88cm) is used to augment the textual instructions. For gestures from distance

d2, the accuracy improvement for ambiguous instructions is still significant (about 13% higher

vs. text-only). These results were obtained by empirically setting the weight factor (w2) values

to {0.4,0.2}, for distances d1 and d2 respectively. However, for distance d3 = 264cm, we

observed that M2Gestic performed best with w2 = 0–i.e., when the pointing input was com-

pletely ignored, causing the performance to revert to its baseline (∼ 29.26% and 80.84% for

ambiguous and unambiguous instructions respectively, in Table 3.2). Accordingly, similar to

humans, the robotic agent should be capable of adjusting its fusion logic automatically, and

discard pointing input (due to the likely large noise) if the instructor is too far from the objects.

In addition, similar to the observation with human agents, the accuracy of M2Gestic is also

very low (21.43% at d1 = 88 cm and 0% at d3 = 264 cm) when solely using the pointing input,

further corroborating the limitation of pointing-only interactions in cluttered environments.

We also investigated the performance of M2Gestic with a weight of 0.5 for the gesture input.

In this case we obtained lower accuracy values of 72.20%,62.43% and 43.57 respectively, for

distances d1, d2 and d3 over all the instructions in the dataset. Clearly, giving equal weightage

to the pointing input is inadvisable and counter-productive. On further analysis, we found

that pointing input helps resolve both perspective and block ambiguities from distance d1. At

distance=d2, the pointing input still helped to solve certain perspective-related ambiguities, but

not block-related ones.
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3.5 Discussion

Considering the current advancements in VLMs/LLMs, we foresee several potential future di-

rections for the proposed M2Gestic pipeline. One such direction involves leveraging an LLM

to translate human instructions into a sequence of predefined functions, thereby bypassing the

need for an Attentional Recurrent Neural Network. While Attentional RNNs were state-of-

the-art models at the time of proposing M2Gestic, we anticipate that contemporary LLMs or

transformer-based approaches offer significantly improved accuracy for similar tasks. How-

ever, it is essential to acknowledge that integrating such models may introduce higher latency

and processing overheads, aspects that were not the primary focus of the proposed M2Gestic

work.

3.5.1 Achieved Design Goals

With the proposed M2Gestic system, we achieved the design goal of multi-modal sense-making.

Specifically, we incorporated pointing gestures in addition to verbal descriptions processed

through the proposed neuro-symbolic approach in M2Gestic. However, M2Gestic has yet to

achieve the other two design goals considered in this thesis. In the upcoming chapters, we will

focus on achieving the other two design goals: reduced latency and energy consumption, while

maintaining comparable task accuracy. This will be accomplished primarily by incorporating

various dynamic model optimizations.

3.6 Summary

In summary, this work demonstrated the capability of AI-based human instruction understand-

ing with a combination, visual, language and pointing gesture cues. Despite inevitable errors,

the combination of pointing gestures and natural language text can lead to a significant im-

provement (∼ 30% for robotic agents, and ∼ 5% for human subjects) in the accuracy of com-
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prehending ambiguous human-to-robot instructions in our benchmark table top dataset [87]).

This work made the following key contributions:

• Develop a Multi-modal Target Selection Algorithm: We describe a knowledge graph

based technique for instruction comprehension, called M2Gestic (Multi-Modal Gesture-

enhanced Instruction Comprehension System, pronounced ‘majestic’). M2Gestic com-

bines (a) a neural (RNN-based) approach to automatically generate machine-understandable

selection commands from natural language instructions, (b) a vision-based hierarchical

clustering mechanism to represent salient spatial relationships under varying levels of

clutter, and (c) a fusion mechanism that additionally ranks the ‘fit’ of objects based on

their spatial alignment with the potentially-erroneous pointing location.

• Quantify and Accommodate Pointing Gesture Error: Through detailed empirical in-the-

lab studies, we quantify the range of human error associated with natural pointing ges-

tures. More specifically, we show that the distance error (at the table-top) increases non-

linearly as a function of the human instructor’s distance from the object (mean pointing

error= 23.4 pixels at a distance of 88 cm, increases to 155.8 pixels at 264cm), which can

imperil the usefulness of pointing input.

• Establish the Efficacy of M2Gestic-based Comprehension, both with and without Point-

ing: Using the benchmark table-top manipulation dataset [87], we first show that agent-

based comprehension using text-only instructions (no pointing gestures) can achieve

61.12% accuracy in target-selection, compared to 73.64% accuracy previously reported

for human respondents in [87]. Subsequently, using a series of in-the-lab and crowd-

sourced studies, we demonstrate how the incorporation of pointing input (along with

verbal and visual comprehension) helps improve this comprehension accuracy. From the

realistic studies conducted using Amazon Mechanical Turk [15], with 622 respondents

and 4200 unique task instances, we show that pointing input from a close distance en-

hances human comprehension accuracy from 73.64% to 77.5%, but exhibits a ∼5%

drop when the instructor-object distance increases. For the M2Gestic-based AI/robotic

agent, the comprehension accuracy of automated multi-modal comprehension (under
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empirically-derived distributions of pointing error) on the entire dataset improves from

61.12% to 74.75% when the instructor is close to the objects. Moreover, this compre-

hension improvement is dramatic (30%) for the ambiguous verbal instructions. Finally,

we show how a distance-weighted variant of M2Gestic provides robustness, ensuring

that M2Gestic’s performance, while suffering degradation, does not drop below the no-

gesture baseline even when the instructor is at larger distances (implying larger spread of

pointing error).
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Chapter 4

SoftSkip: Empowering Multi-Modal

Dynamic Pruning for Single-Stage

Referring Comprehension

Starting from this chapter onward, our focus shifts towards optimizing instruction comprehen-

sion models for latency and energy overheads. For this, we leverage Referring Expression

Comprehension (REC) models. These models, when provided with an image along with verbal

and/or gestural inputs, identify the bounding box of the referred object. As motivated in chap-

ter 1.1, our fundamental premise is that natural human instructions manifest varying task

complexities. Drawing inspiration from this premise, we introduce a dynamic optimization

technique for Vision + Language REC models known as SoftSkip [108]. This approach aims

to jointly reduce both latency and processing energy with only a minimal loss of approximately

1% in accuracy. The core principle of this method is to utilize language features as a pivot for

dynamically and judiciously selecting, and/or reducing the complexity of the computational

blocks that need to be executed.
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4.1 Introduction

Initial approaches for REC adopted a three-stage process, viz., (Step 1) generate region propos-

als on the image, (Step 2) extract visual features from the proposed regions and textual features

from the natural language text, and finally (Step 3) rank candidate proposed regions using a

metric that reflects the match between each region’s visual features and the instruction’s textual

features. Experimental studies showed that REC performance was crucially dependent on the

effective modeling of visual context, at scales corresponding to either the entire image [45],

individual objects [122] or at multiple levels [121]. To reduce the high computational com-

plexity and latency associated with the execution of three distinct stages, more recent REC

approaches [129, 116, 117] have adopted a single stage approach with multi-modal fusion.

These approaches employ multi-modal attention mechanisms that fuse verbal and visual cues,

and often provide better modeling of contextual information at both global and local scales.

Despite the reduced complexity, such single-stage models for REC are still resource inten-

sive and ill-suited to support real-time, interactive applications on resource-constrained em-

bedded platforms, such as wearables and IoT devices. To support such real-time pervasive

REC execution, we thus explore the use of neural optimization techniques that bypass redun-

dant/inconsequential computation blocks in such single-stage models. Broadly speaking, such

neural optimization can broadly involve either (a) static pruning, which reduces the model size

by eliminating neural nodes or layers during the offline training phase, or (b) dynamic prun-

ing techniques, such as convolutional layer sparsification [19] or dynamic routing [104], which

selectively eliminate some of the computations in the complex backbone network during the

inference phase. While dynamic pruning approaches are more nimble as they customize the

computation to each input sample, all extant methods have been designed for uni-modal tasks

(e.g., solely based on visual input). Our main contribution is to develop a novel, generalized

dynamic pruning strategy for REC tasks, which are inherently multi-modal (consisting of both

verbal and visual inputs).

This approach adopts the same basic principle associated with all run-time pruning methods:
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skip computational blocks on a per-input basis, thereby reducing latency and computational

energy overheads. However, our runtime pruning strategy explicitly uses the REC-specific

property that the textual input contains critical information in identifying important/relevant re-

gions in the image, and consequently develops mechanisms that optimize the visual processing

pipeline (and the subsequent stages, such as attentional modules, that fuse visual and verbal

cues) based on features embedded in the textual input. To the best of our knowledge, our work

is the first to propose a multi-modal pruning approach for REC tasks. More specifically, we hy-

pothesize that computational blocks at certain visual scale can be safely skipped depending on

the sizes of both the target object and the objects referred to in the verbal input. Accordingly, in

our approach, we use the textual features as a pivot to determine the necessity or relative impor-

tance of computing features at certain image scales. This approach contrasts with traditional

unimodal runtime skipping mechanisms, where computational blocks are skipped primarily

based on background vs. foreground differentiation and without regard to the size or saliency

of individual objects.

Determining these scales is, however, a challenging problem for REC tasks due to the possibil-

ity of multiple relevant visual scales and saliency, such as when the textual reference is made

with respect to another anchor object–e.g.,“small clock on the table”, where the table and clock

require different scales. Accordingly, adopting the prior binarized approaches (where a specific

computational block is either executed in its entirety or completely skipped) runs the risk of

missing crucial contextual information. Based on empirical observations that corroborate this

anticipated pitfall of binarized skipping, we thus introduce a novel “soft-skipping” strategy,

where certain computational blocks determined to be suitable for skipping are approximated

using an alternate (convolutional) pathway that consumes dramatically lower computational

resources. We believe that this approach, called SoftSkip, represents a general and power-

ful design paradigm for optimizing neural computation for tasks, such as REC, that involve

correlated multi-modal inputs and require processing at different visual scales. We design a

modified single-stage REC model, called LGMDP (Language-Guided Multi-modal Dynamic

Pruning), that incorporates the SoftSkip mechanism into multiple stages, such as visual feature

extraction, adaptive feature selection and global attention computation, associated with the ex-
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Figure 4.1: RealGIN single-stage referring expression comprehension model

ecution of REC tasks. With the proposed LGMDP model, we demonstrated the feasibility of

dynamic model optimization for human instruction understanding to support low power, low

latency execution on a pervasive device. Via extensive studies, we demonstrate how LGMDP

provides significantly superior performance compared to standard static and dynamic pruning

approaches, achieving lower latency while offering far higher comprehension accuracy (almost

comparable to a non-optimized heavyweight baseline model).

Overall, we believe that LGDMP’s paradigm of language-driven SoftSkip-based dynamic prun-

ing represents a significant, foundational advance towards the goal of supporting accurate, real-

time REC on embedded and pervasive devices.

4.1.1 Baseline Model

We use the RealGIN model [129] as the representative, state-of-the-art single-stage model for

real-time, multi-modal REC tasks. As shown in Figure 4.1, RealGIN employs a ResNet [43]

based backbone for extracting features from the image and a bi-directional LSTM [39] for

extracting language features from the verbal instruction. RealGIN then uses a novel adaptive

feature selection (AFS) module that identifies image features that are relevant to the text in-

struction. This is followed by a new multi-modal attention mechanism (GARAN) to facilitate

language-guided visual attention. As shown in [129], RealGIN’s achieves a 10x improvement

in throughput, while achieving accuracy very close to that of multi-stage approaches such as

MAttNet [121].
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4.2 LGMDP

Figure 4.2: LGMDP - Model architecture

Figure 4.3: Soft-
Skipping

Figure 4.2 presents the architecture of our proposed LGMDP model for single-stage, dynami-

cally optimized REC. The model includes (a) a novel skippable visual backbone which enables

input-specific, alternate efficient pathways for visual feature extraction, (b) a bi-directional

GRU for textual feature extraction, (c) a module to compute multiple scale-specific skip factor,

(d) a modified and skippable multi-scale adaptive feature selection (borrowed from RealGIN),

(e) a global attention module (borrowed from RealGIN), (f) a skippable feature pyramid net-

work and finally (g) bounding box regression layers (similar to YoLo3). The parameters of all

these modules are trained using an end-to-end supervised learning process.

Our run-time SoftSkip approach (shown in Fig 4.3) is based on the following set of principles:

(a) The information embedded in the textual input should be used to determine which scales

in the visual backbone are relevant. This choice of verbal→visual dependence is mod-

eled on known models of human comprehension [21, 55], which show that humans uti-

lize verbal cues to adjust visual attention (and not vice versa) and is driven by the high

complexity of the visual feature extraction process.

(b) Since it is difficult to precisely determine whether the skipped layers of the visual back-
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bone contain pertinent contextual information, we do not completely eliminate a compu-

tational block but instead use an alternative computationally-lightweight computational

pipeline to approximate the features derived by the block. The approximated features

continue to serve as useful input for the subsequent processing blocks.

(c) Processing blocks in the subsequent AFS and FPN stages, which fuse verbal and visual

features, utilize the same set of scale-specific skipping parameters used by the visual

backbone. In other words, a single set of skipping parameters are used across multiple

processing modules, implying that if a particular NxN scale is skipped (or approximated)

in the visual backbone, the corresponding NxN scale is also approximated in the sub-

sequent AFS and FPN modules. Using a common set of 3 universally-applied skipping

parameters also avoids unnecessary additional computation, as compared to an alterna-

tive approach where different stages of the model are associated with different sets of

skipping parameters.

In this work, we compute 3 distinct skipping parameters, which are applied to conditionally

skip the corresponding last three stages of the visual pipeline. The choice of 3 parameters,

corresponding to scales of 28x28, 14x14 and 7x7, respectively, are chosen as they intuitively

correspond to small, medium and large-sized objects, respectively.

In the training mode, all the blocks are still computed and multiplied by the skipping parameter.

This way we make sure the model weights are differentiable for backward propagation. For-

mally, let C be the computational block to be skipped, x be the input to the computational block,

w be the skipping parameter, C
′

be the low complexity approximation to the computational

block, α be a trainable scaling parameter and xout be the output. Then, forward computation in

training mode is defined as follows.

xout = w∗C(x)+α ∗C
′
(x); where w ∈ 0,1, α ∈ [0,1] (4.1)

During run-time, in order to achieve true latency savings we propose a different forward prop-

agation where the decision to execute a computational block or not is based on the value of the
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relevant skipping parameter. When the skipping parameter is 0, relevant computational block

will not be executed returning latency savings. In general, let C be the computational block to

be skipped, x be the input to the computational block, w be the pruning weight, C
′

be the low

complexity approximation to the computational block, α be a trainable scaling parameter and

xout be the output. Then, forward computation in inference mode is defined as follows.

xout =


C(x)+C

′
(x) i f w = 1

α ∗C
′
(x) i f w = 0

(4.2)

4.2.1 Language-based scale-specific skipping parameters

We use the Gumbell-Softmax activation function on the language embedding generated by the

GRU network to compute 3 discrete values that serve as common skipping parameters across

different stages of the overall neural model. The language features ( ft) are captured by a 256-

dimensional vector. This embedding vector serves as an input to a fully-connected layer with

3 output neurons. We then use the Gumbell-Softmax activation mechanism to obtain the 3

corresponding discrete binary values as follows.

w1,w2,w3 = G(F( ft)); where w1,w2,w3 ∈ {0,1} (4.3)

In the above equation, G is the Gumbell-Softmax activation function and F is the Fully-

connected layer function. A value of ‘0’ for a skipping parameter implies that the relevant

module will not be executed (or, more precisely, will only be approximately executed), while

a value of ‘1’ implies normal execution of the module. In our current design, for a given in-

put referring expression, only one of these parameters are assigned a value of ‘1’, while the

others are set to ‘0’. This discrete value of either ‘1’ or ‘0’ is taken through the output of

Gumbell-Softmax activation function which directly returns a one-hot encoded 3-dim vector.

Each dimension of this vector refers to a skipping parameter.
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4.2.2 Skippable visual backbone

We evaluated two visual backbones for LGDMP, viz. (i) ResNet [129] and (ii) ShuffleNet [71].

Our baseline RealGIN model also uses the same ResNet visual backbone. A Resnet-based

backbone is, however, not amenable to execution on low-resource embedded devices, such as

the Jetson Nano. Therefore, we also consider lower complexity ShuffleNet as the backbone,

to support real-time, on-device execution despite a loss in accuracy. ResNet has a residual

structure and several earlier studies have proposed ways of skipping convolutions, using strate-

gies such as early exit [99] and gated skipping [104], to reduce latency. However, such hard

skipping strategies simply terminate computation of visual features at lower scales and thus

cannot extract the multi-scale contextual information required for effective REC. In contrast,

as shown in Figure 4.3, we adopt the SoftSkip approach: in LGMDP, whenever a certain block

of convolutions at a certain scale is identified as suitable for ‘skipping’ in the visual backbone,

a single-layer convolution is always used as an alternate pathway to provide approximate in-

formation at this scale. Accordingly, if Fv1, Fv2, Fv3 denote the 3 visual feature scales in the

backbone, we compute Ḟv1 , Ḟv2 and Ḟv3 which are ideally low complexity alternatives for Fv1,

Fv2 and Fv3. Then, we use w1, w2 and w3 for skipping Fv1, Fv2 and Fv3 as follows.

F
′
vi = w(i)∗Lb(Fvi)+αi ∗Conv2D(Fv(i−1)), f or i ∈ 1,2,3 (4.4)

In the above equation, Lb represents the usual convolutional blocks in the backbone which

computes the respective feature scales. Conv2D is a single convolutional layer with a stride

of 2 and kernel size of 1. In the event that the wi is 0, the corresponding feature scale will be

approximated with this single convolutional layer.

4.2.3 Skippable Adaptive Feature Selection

The outputs from the different scales of the visual backbone are used as input to adaptive

feature selection (AFS) modules (described in [129]) operating at the corresponding scales. The
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function of the AFS module is to take the visual feature maps from different scales and project

them to the same resolution and depth using multiple convolutional layers. The visual feature

maps from different scales represent visual information at different semantic levels. Separately,

the language priors for these semantic levels are learnt from the textual feature vector ( ft)

resulting in three separate fusion weights (v1,v2 and v3) corresponding to these feature scales.

These language priors are found to be useful to represent the wide variations in the content of

textual expressions. For example, when an expression contains semantic information such as

color/texture, AFS can increase the fusion weights for low/mid-level features. After that, a final

visual feature map is computed as the weighted sum of these individual feature maps.

In LGMDP, we use multi-scale AFS wherein three AFS modules are involved each producing

output at three different scales. We then use the skipping parameters w1,w2 and w3 calcu-

lated earlier to determine whether the AFS modules at a certain scale should be subjected to

soft-skipping or not. By sticking to our principle of soft-skipping, whenever an AFS module

is subjected to soft-skipping, its output is always approximated by a proportion of the corre-

sponding visual feature map obtained from the skippable visual backbone (as described earlier).

Formally,

xi = wi ∗AFSi(F
′
v1,F

′
v2,F

′
v3,Ft)+βi ∗F

′
vi (4.5)

When wi is 0, respective AFS stage output will be 0 and relevant AFS activated features will be

approximated with βi ∗F
′
vi.

4.2.4 Global Attention Module

In this module, the AFS-derived feature maps are used as input to an attention mechanism

(mimicking that used in [129]). This module, called GARAN, uses the textual features to

collect expression-related information over the whole image and then selectively diffuse this

information to all anchors (predefined (location, size) templates for objects). As described in

[129], the differential attention maps can be obtained by using the ground-truth bounding box

of the target object, during training, as a supervision signal to calculate the attention loss.
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Even though scale-specific skipping behavior can conceptually also be incorporated in the

GARAN, we empirically found that such skipping resulted in a significant drop in accuracy

with only minimal latency benefits. As the GARAN module is relatively computationally

lightweight, there is not much benefit in implementing the skipping behavior at this stage.

The output of the GARAN module is the multi-modal feature matrix Fm, which is then utilized

to perform a YoLo-style bounding box regression.

4.2.5 Skippable Feature Pyramids and bounding box regression

The multi-modal feature matrix obtained from the GARAN module is used by a feature pyra-

mid network [62] to perform bounding box regression. The feature pyramid network (FPN)

is generally used to overcome the problem of limited receptive field exhibited by convolu-

tional layers. FPN usually has two pathways: (1) Bottom-up pathway, which ideally is the

feed-forward computation of convolutional layers with a scaling factor of 2, and (2) Top-down

pathway, which up-samples feature vectors that are spatially coarser but semantically stronger,

using a scaling step of 2. We apply our soft-skipping approach only to the top-down pathway

in a similar fashion as described in the visual backbone. The FPN outputs feature maps outputs

features at multiple scales that would be used for regression. Our intuition is that the language

may have a hint on the size of the object of interest which may in turn help us to skip the

irrelevant feature scales.

4.3 Results

We evaluate LGDMP’s performance for REC tasks using three benchmark datasets.

1. ReferIt or RefCLEF [52] - This dataset contains about 19997 images selected from the

ImageCLEF competition [41], with the objects in them referred through a two-player

game, where the players alternate between generating and comprehending referring ex-
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pressions. Apart from collecting this pioneering set of data of ¡image,expression¿ pairs,

the authors also provided an analysis of the visuo-linguistic characteristics observed, such

as the relationship between target bounding-box area versus the key-words used in the

expressions etc. Thus, we used this dataset first to evaluate multiple SoftSkip strategies

and empirically identify the preferred LGMDP model.

2. RefCOCO [122] - This dataset was also collected using the same game paradigm as

ReferIt dataset, but the stimulus images are selected from the MSCOCO [63] dataset

which is often used for training deep learning based object detectors. In the dataset, there

are 142,209 expressions referring at 50,000 objects in 19,994 images.

3. COPS-Ref [29] - This is a recently released dataset containing 148,712 expressions, that

collectively refer to 1,307,885 regions on 75,299 images, making it the current largest

real-world image dataset for referring expressions. The ¡image,expression¿ pairs in this

dataset are considered challenging due to the presence of “distractor” objects which are

similar to the target objects. Thus, this dataset serves to analyze the deeper reasoning

abilities, such as logic and relational inference, of various REC techniques.

To evaluate the inference latency (time taken to process a single <image,expression> pair) of

LGDMP and other competing models, we implement and deploy these models on an NVIDIA

Jetson TX2 [7], a representative embedded device. TX2 comprises of a 256-core GPU,a dual-

core NVIDIA processor and 8GB system memory.

4.3.1 Different SoftSkip and HardSkip Strategies

ReferIt
Val Test Lat(ms)

LGMDP-skip1 68.21 65.17 290
LGMDP-skip2 67.90 64.98 255
LGMDP-skip3 63.16 60.18 200
LGMDP 67.19 64.56 220
LGMDP-Hardskip 57.54 53.11 218

Table 4.1: Comparisons of LGDMP variants with different skipping behavior settings
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We first start by evaluating, on the ReferIt dataset, four distinct variants of our proposed Soft-

Skip strategy vs. a candidate Hardskip alternative, to help establish the preferred LGMDP

alternative and its absolute performance. We evaluated a few different variants of SoftSkip

behavior, resulting in 5 different LGDMP variants, as follows:

(a) LGMDP-skip1: In this variant, only the largest scale (scale 3=7x7) is amenable to dy-

namic runtime soft-skipping, with SoftSkip enabled across all of the backbone, AFS and

FPN stages; the other scales are always computed in their entirety.

(b) LGMDP-skip2: In this variant, SoftSkip is enabled for two scales (7x7 and 14x14), across

all of the backbone, AFS and FPN stages.

(c) LGMDP-skip3: Here, SoftSkip is enabled across all three scales (7x7, 14x14 and 28x28),

and throughout the entire DNN including the backbone, AFS and FPN stages.

(d) LGMDP: In this preferred model (which diverges only minutely from LGMDP-skip3),

SoftSkip is enabled for all 3 scales in the AFS and FPN stages, but it is applied only to

the two larger scales (7x7 and 14x14) on the visual backbone.

(e) LGDMP-HardSkip: This variant is identical to LGMDP, except that it replaces SoftSkip

with a hard skipping strategy, where the computation for DNN states identified for skip-

ping is eliminated entirely (instead of computing an approximate set of features).

Table 4.1 compares their relative performance. As expected, the average accuracy values

degrade slightly as more scales are progressively possible candidates for soft-skipping; con-

versely, the overall execution latency decreases as well. We observe that option (d) (where

skipping scale 1 in the visual backbone is prohibited) performs significantly better (suffering an

accuracy drop of < 1%) than LGMDP-skip3 (which suffers an accuracy drop of ∼ 5%), while

exhibiting comparable latency. Accordingly, we pick and use (d) as our preferred LGMDP

embodiment for all subsequent experiments.

We also note that LGMDP-Hard suffers a significant (> 12%) drop in accuracy, validating our

belief that completely eliminating feature extraction at certain scales is inadvisable for REC
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tasks where language-guided visual reasoning often occurs at multiple scales. We hypothe-

size that this performance loss could be due to two different factors: (a) Vanishing Gradient

Problem: During the learning phase, if the skipping weight equals 0, the relevant feature scale

results in a null matrix, which results in a zero gradient that in turn affects the efficacy of

backpropagation; (b) Over-reliance on language features: Hard-skipping implicitly assumes

that the verbal instruction provides sufficient cues for determining the appropriate visual scales

needed. This is, of course, not universally true; in cases where the verbal cues are imprecise,

hard skipping effectively obliterates features at certain scales, making the eventual recognition

of target objects extremely difficult. SoftSkip, in contrast, is more permissive of situations

where the language pruner makes mistakes.

4.3.2 Qualitative Insights on Multi-Scale SoftSkip

Before returning to using macroscopic metrics, such as comprehension accuracy, to compare

LGMDP against non-dynamic baselines, we analyze the corpus of instructions in the ReferIt

dataset to reveal deeper insights into the functioning of our proposed SoftSkip strategy.

Figure 4.4 provides some typical examples of the referring expressions and the associated im-

ages in the ReferIt corpus. The top row contains examples of images where the referred object

is generally large in size. The first two images in the middle row contain references to small

target objects, while third image contains a reference to a prominent target. The last row of im-

ages are examples of where the verbal expression employs color attributes. We can observe that

the textual references in these examples often provide indicative hints about the most salient

visual scale. Small objects may need a scale of 28x28 (scale 1), big objects may need a scale

of 7x7 (scale 3), references to low-level image properties like color/texture may benefit from

scale 1, while the presence of relative positional references (left/right/foreground/background)

may suggest the need for multiple scales. A fairly detailed analysis of the visuo-linguistic char-

acteristics of the ReferIt dataset was provided by the authors in [52]. We used this to examine

the semantic relevance of the SoftSkip behavior exhibited by LGMDP. The individual bars in
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Figure 4.4 provide the percentage of expressions where LGMDP chose a certain scale for full

execution without skipping (with the corresponding skipping parameter wi == 1), for instruc-

tions that contained specific keywords such as ‘big’, ‘little’, ‘foreground’, ‘background’ etc.

In CNN-based object detection, spatial resolution diminishes rapidly as computation proceeds

to the deeper layers; accordingly, deeper layers are likely to be less useful for capturing fea-

tures of smaller objects. Therefore, one would expect scale 1 to be active and scale 3 skipped

(w1 = 1,w3 = 0,) more often for scenarios involving detection of small objects. Similarly, one

would expect scale 3 to be active (w3 = 1) mainly for target images with larger bounding box

area and expressions needing visual context corresponding to larger object sizes.

Figure 4.4: Examples of size, position and color based references in the ReferIt dataset and a
visualization of scale activation weights, for different keywords in images

We additionally observe the following relevant points,

• As reported in [52], in the ReferIt dataset, the bounding box area of the target objects was

found to be larger for expressions involving the keyword ‘big’, whereas the keywords

‘tiny, little and short’ were often associated with target objects with smaller bounding

boxes. Correspondingly, in our skipping mechanism, the scale 1 (28x28) is used without

skipping (w1 = 1) for 43% of the instructions containing ‘tiny, little and short’, whereas

the scale 3 (7x7) is used without skipping (w3 = 1) for 26% of such instructions. When

we looked at instructions containing the word ‘big’, the proportion of the instructions

for w1 = 1 dropped to 38% while the proportion for scale 3 (w3 = 1) increased to 32%
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of the instructions. The results broadly confirm our hypothesis that larger target objects

would preferentially activate coarse scales (scale 3) more often. Note, however, that

additional contextual factors, beyond just the target’s bounding box size, can affect the

choice of scale, and in fact, require multiple scales. For example, consider the ReferIt

expression: ”the door of the big building”. Here, while the target object is a ‘small’ door,

comprehension requires identification of the ‘big building’ first.

• We then dug deeper to filter out cases where the references to the same object are made

but with different size adjectives. We chose ‘Building’ as our target object and selected

the expressions containing the word ‘Building’. Then within these referring expressions,

we looked at references to ‘big’ building and ‘small’ building separately. We found that

in cases involving ‘small’ buildings, scale 1 was used for 59% of the expressions. In

contrast, for expressions that involved ‘big’ building, scale 1 was used only about 30%

of the time, while the use of scales 2 and 3 increased dramatically.

• In this dataset, color adjectives were used very often to refer to relatively smaller target

objects, such as ‘car’ and ‘fabric’. Accordingly, we observed that scale 1 was activated

in LGMDP ( w1 = 1) for a vast majority of instructions involving these objects.

• Relative references in referring expressions may involve a mix of words such as posi-

tional keywords or objects. In ReferIt, the words ‘foreground’, ‘background’, ‘side (left

side, right side)’, ‘guy’, ‘man’, ‘woman’, ‘tree’ and ‘wall’ were among the most fre-

quently used to describe relative location of the target object. We observed a mix of

scales being activated for these keywords. First, we looked at expressions that involved

explicit references to foreground/background and side keywords. From a visual analysis

in Figure 4.4, we could not determine an obvious ‘preferred’ scale associated with these

words. Next, we looked at the expressions involving relative position with respect to the

objects (‘tree’ and ‘wall’). We observed that Scale 3 (w3 = 1) was fully activated for a

large proportion of such expressions. However, for references to human objects (e.g., girl,

boy, woman, man, child, lady, gentleman) or constituent body parts (e.g., face, hand, arm

and leg), Scale 1 was activated more often. We note that human objects and/or their body
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Method Backbone ReferIt COPS-Ref RefCOCO
Val (%) Test (%) Lat(ms) Test (%) Lat(ms) Val (%) Test A (%) Test B (%) Lat(ms)

RealGIN ResNet-152 68.29 65.37 330 48.17 330 75.10 76.71 68.22 330
LGMDP ResNet-152 67.19 64.56 220 46.81 225 73.27 75.19 67.23 218
RealGIN-SkipNet ResNet-152 61.49 58.31 250 38.66 250 69.12 70.23 72.10 250
RealGIN-staticPr Shufflenet 51.21 48.29 150 45.98 150 60.45 62.29 64.97 150
LGMDP-staticPr Shufflenet 49.90 47.11 120 44.12 124 58.10 61.11 63.27 120

Table 4.2: Performance comparison of LGMDP against RealGIN, Static Pruning and Dynamic
Pruning

parts are often easily described via the use of low-level adjectives (e.g., color/texture for

skin or clothing).

• The authors in [52] had reported that the target object ‘bed’ was very often referred by

‘absolute location’ (“center bed”, “bed on the left” etc.). In LGMDP, we find that medium

scale 2 is invoked for a large proportion of these expressions.

These observations intuitively justify the scale-specific skipping strategy adopted in LGMDP,

where a necessary scale is activated according to the semantic level of the visual context needed.

Given that a single visual scale may not be directly inferred from verbal instructions or may

not be appropriate for many images, LGDMP’s SoftSkip approach helps cushion the effect of

erroneous computation of skip weights.

4.3.3 Comparison of LGMDP with RealGIN

We now compare the performance of LGDMP with our chosen baseline - RealGIN. From Table

4.2, we observe that LGDMP’s performance is very close to that of the baseline RealGIN ap-

proach. The drop in accuracy is a very meager <1% for ReferIt and RefCOCO (testB) datasets.

The overall accuracy of RealGIN as well as LGMDP is lower for the more challenging COPS-

Ref dataset, with LGMDP suffering a more discernible (∼1.3%) relative loss in comprehension

accuracy. Such modest loss in accuracy is, however, balanced by the significant (∼33%) reduc-

tion in latency achieved by our dynamic pruning approach. The latency of LGDMP (220 msec,

225msec and 218msec for the ReferIt, COPS-Ref and RefCOCO dataset respectively) is about

105-110msec lower than the baseline RealGIN.
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4.3.3.1 Pervasive versions: Static Pruning vs. Dynamic SoftSkip

The original RealGIN uses ResNet-152 as its visual backbone. However, ResNet-152 is com-

putationally intensive and not suitable for pervasive applications–e.g., the original RealGIN

model cannot be executed on the Jetson Nano, a more resource-constrained pervasive device.

As a form of static pruning, RealGin’s ResNet-152 visual backbone can be replaced Shuf-

flenet [71], a lightweight DNN model specially curated for pervasive applications with low

latency and memory requirements. We thus experimented both with (a) a static pruning model,

RealGIN-staticPr (where Shufflenet is used as part of the RealGIN backbone), and (b) as well

as LGMDP-staticPr (an exemplar of dynamic soft skipping, where our SoftSkip paradigm is

applied on top of RealGIN-staticPr). Applying static pruning does result, as expected, in a

significant ( 18%) loss of accuracy, while enabling a 2x faster execution on the Jetson Nano.

In comparison, LGMDP suffers only a marginal 0.8% degradation in performance while en-

abling a 33% further reduction of latency (from 330 msec to 220 msec). Similar results hold

also for execution on our representative Jetson TX2 (see Table 4.2), demonstrating the general

applicability of our proposed SoftSkip approach.

4.3.4 Dynamic Pruning: SkipNets vs LGMDP

In contrast to existing dynamic pruning approaches designed for uni-modal neural models,

LGMDP is designed for a multi-modal REC task. To evaluate the benefit of our multi-modal

dynamic pruning strategy against the existing uni-modal pruning approaches, we take Skipnet

[104] as an alternative baseline. Skipnet uses a gated network architecture where individual lay-

ers are dynamically skipped (or not), based on gating parameters computing using the Gumbell

Softmax activation function applied on existing residual blocks in the convolutional backbone.

For comparative assessment, we implement RealGIN-SkipNet, a model where we replace Real-

GIN’s visual backbone with the Skipnet architecture. As shown in Table 4.2, RealGIN-Skipnet

suffers an accuracy loss of ∼7%, in contrast to a mere 0.8% accuracy loss for LGMDP, while

also incurring a ∼10% higher latency than LGMDP. This result conclusively establishes the
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superiority of our proposed SoftSkip-based dynamic pruning for multi-modal REC tasks.

4.4 Discussion

While the dynamic optimization paradigm in SoftSkip has been applied to the problem of lan-

guage and vision REC tasks, we note that LGMDP can be easily extended to accommodate

pointing gestures by including a pointing affinity field in the GARAN mechanism. We also

believe that calculating pointing affinity maps would also involve deep neural networks operat-

ing at multiple scales, while factoring in the aforementioned distance dependence of pointing

fidelity. Thus, we believe that scale-specific soft-skipping could still be relevant in such situa-

tions.

Since the introduction of SoftSkip, there have been notable advancements in REC models,

particularly with the emergence of transformer-based REC models like TransVG [32]. While

these transformer-based models may lack scale-specific features, they typically incorporate

multiple attentional layers stacked together. We posit that our SoftSkipping strategy could

be effectively applied to selectively execute these attentional blocks, thus potentially reducing

overall latency in transformer-based REC models.

4.4.1 Achieved Design Goals

In SoftSkip, we utilized features from the language pipeline to optimize the processing pipeline

of the REC model. Through this dynamic model optimization, we achieved both design goals:

(a) low latency sense-making and (b) reduced energy consumption that is more amenable to on-

device execution on battery-powered devices. While all baseline models, including RealGIN,

met the design requirement of inference latencies well below 1 second, our proposed LGMDP

model further reduced inference latency by approximately ∼ 33%, with only a ∼ 1% reduction

in task accuracy. This improvement translates to a similar increase in operating time on battery-
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powered devices. This is a significant enhancement, considering that continuous execution of

such existing comprehension models on smart glasses or robotic platforms would typically

drain their batteries within 2-3 hours.

However, since SoftSkip does not inherently support pointing gestures, the focus of the later

chapters will be on adding support for these additional modalities. This will help achieve the

first design goal of multi-modal sense-making while maintaining reduced latency and energy

consumption.

4.5 Summary

In summary, SoftSkip and the proposed LGMDP model demonstrated the possibility of dy-

namic model optimizations to achieve low power and low latency execution of REC models on

a pervasive device. This work makes the following key contributions:

• We introduce a novel run-time DNN optimization approach called LGMDP that is useful

for supporting multi-modal tasks such as REC. To the best of our knowledge, LGMDP is

the first model that uses textual features as a pivot to skip computations in both the visual

processing and the subsequent multi-modal fusion stages. In addition, LGMDP employs

the novel concept of SoftSkip, where computational blocks are not completely eliminated

but rapidly approximated, thereby ensuring that features at different visual scales are at

least partially preserved.

• We implement LGMDP, as well as a variety of competitive state-of-the-art (SOTA) al-

ternatives. Using three different benchmark datasets (ReferIt[52], RefCOCO [122] and

Cops-Ref [29]), we show that LGMDP offers a far superior accuracy-vs.-latency trade-

off and is able to offer a significant reduction in computational latency with negligible

loss in accuracy. In particular, LGMDP suffers only an ∼0.5% loss (65.3%→64.6%) in

comprehension accuracy compared to the non-optimized RealGIN baseline, but achieves

more than 33% reduction in processing latency when executed on a NVIDIA Jetson TX2
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device. In addition, LGMDP’s accuracy of 65.37% @ 220 ms of latency far outper-

forms the best performing SOTA uni-modal pruning alternative (only 58.31% accuracy

at similar latency). In addition, in Section 4.3.2, we provide more granular insights into

how LGMDP’s multi-scale SoftSkip mechanism is able to leverage on appropriate textual

cues.

• We also demonstrate how LGMDP’s SoftSkip-based approach can be combined with

standard static pruning approaches to support ultra-lightweight, real-time REC execution

on the Jetson TX2, a representative embedded platform. While the combined model suf-

fers an 18% loss in accuracy compared to the RealGIN baseline, it achieves a significant

2.75x reduction in latency and 7x reduction in memory overhead, which is superior to

that achieved by static pruning alone (17% accuracy loss with 2.2x and 7x reduction in

latency and memory, respectively).
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Chapter 5

COSM2IC: Optimizing Real-time

Multi-Modal Instruction Comprehension

on Pervasive Devices

In this chapter, we introduce the paradigm of dynamic model optimization into Vision, Lan-

guage, and Gesture-based REC models to facilitate real-time, on-device execution of multi-

modal instruction comprehension. In contrast to the previously studied SoftSkip technique,

this approach incorporates pointing gestures as an additional modality to enhance the interac-

tivity in human instruction understanding. Although we explored the effectiveness of pointing

gestures in Chapter 3 using M2Gestic, the evaluation primarily took place in a synthetic setup.

In this chapter, our objective is to introduce and assess a more realistic dataset, while preserving

the object clutter and ambiguity aspects present in M2Gestic.

Firstly, we present a newly curated multi-modal instruction dataset that showcases a human-

robot collaborative tabletop target acquisition task. This dataset differs from previous ones

[87, 52, 56] by providing a more realistic corpus collected with simultaneously issued verbal

and gestural instructions.

Subsequently, we introduce our optimization framework, termed COSM2IC [107], and present
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the results of accuracy, latency, and energy consumption on the collected dataset.

5.1 Introduction

Supporting the comprehension of multi-modal target acquisition instructions is driven by in-

creasingly sophisticated coupled Deep Neural Network (DNN) models such as [121, 72, 122],

where initial mode-specific stages are followed by additional layers that combine cross-modal

information. However, when applying these models to the two scenarios mentioned in section

1.2, we encounter the following challenges.

• DNN models are typically trained and evaluated on platforms that are capable of support-

ing their high computational and energy needs to achieve maximum accuracy. However,

applications such as the shopping virtual assistant mentioned in 1.2, require on-device

execution of models in highly resource constrained environments (Microsoft HoloLens

or Nvidia Jetson platforms), where it is infeasible to support their high computational

and energy needs. On the other hand, reducing the complexity of these models via op-

timization techniques leads to lower task performance. Hence, there is a simultaneous

need to minimize such loss in accuracy.

• Model optimization strategies such as compression [119] and convolutional layer spar-

sification [19] have primarily tackled single-modality tasks, such as conversational as-

sistance (e.g., [23]) and object recognition (e.g., [17]), whereas multi-modal instructions

often exhibit significant contextual variations in the amount of information conveyed by

a specific modality. For example, a user may offer more elaborate verbal cues, such as

‘the hammer next to the yellow gear shafts behind the hydraulic jack’, when indicating a

specific object in a highly cluttered environment, but prefer a combination of pointing+

shorter verbal commands (e.g., ‘that red hammer’) when dealing with a less-cluttered

scene. A single optimized model is unlikely to be able to adapt to such dynamic varia-

tions in the complexity of individual modes.

PhD Thesis



5.2. Multi-modal instruction corpus 78

• As we shall show in Section 5.6.3, due to an expanded set of cross-modal feature embed-

dings and attention mechanisms needed for multi-modal instructions, approaches such as

model compression and sparsification perform poorly when faced with complex, multi-

modal coupling of features. Therefore, beyond a certain level of optimization, the per-

formance of optimized models drop-off drastically.

• The DNN-based comprehension models in the prior work have all been trained on datasets

that are acquired from a third-person viewpoint, whereas our scenario Figure 6.1 would

involve understanding the human instruction from a first-person (human instructor’s)

viewpoint. This comes with well-known challenges due to factors such as the motion of

the head-mounted camera, occlusion etc. as well as perspective ambiguity. Furthermore,

these models deal only with images/videos without the depth-based gesture information,

making them less applicable to scenarios like our use case depicted in Figure 6.1. Recent

studies [87, 106] show that the performance of instruction comprehension is significantly

affected by object clutter, view-point ambiguity and also distance from which pointing is

performed.

5.2 Multi-modal instruction corpus

Existing DNN-based comprehension models have all been trained on datasets acquired from

third-person viewpoints. However, natural human instruction understanding should ideally oc-

cur from a first-person perspective, also known as ego-centric. Enabling instruction compre-

hension from a first-person viewpoint poses challenges due to factors such as head-mounted

camera motion, occlusion, and perspective ambiguity. Moreover, these models typically only

handle images or videos without incorporating depth-based gesture information. To address

these limitations, we introduce an ego-centric multi-modal dataset for target acquisition in-

structions. To build our corpus of ego-centric multi-modal target acquisition instructions (si-

multaneously utilizing voice, vision, and gesture), a common table-top-based target selection

task was chosen as a canonical use-case that can be extended to several applications. For such
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Figure 5.1: User Study-1: Blocks and
a robot viewed via HoloLens.

Figure 5.2: Cluttered Blocks-CB

Figure 5.3: Uncluttered Blocks-UB Figure 5.4: Cluttered Realistic-CR

Figure 5.5: Uncluttered Realistic-UR

Figure 5.6: HoloLens-assisted collection of multi-modal instructions in Study-1 setup.

a task, prior studies in HRI literature viz., Collaborative Manipulation Corpus (CoMC) [87]

and the Embodied Multi-modal Referring Expressions (EMRE)[56] have carefully designed the

table-top setups to emulate different levels of clutter and elicit human instructions with vary-

ing level of ambiguity but without the support of concurrent gestures. Hence, we draw upon

these studies to curate our corpus. Accordingly, the COSM2IC dataset (approved by the IRB

of Singapore Management University) consists of four types of setups used to elicit referring

expressions from human subjects.

1. Cluttered blocks (CB): Contains 15 colored blocks (Fig 5.2) arranged using the 14 unique

block arrangements provided in CoMC.

2. Uncluttered blocks (UB): Contains 6 blocks with additional real-world objects (Fig 5.3).

We selected 50 block arrangements from the EMRE dataset.
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3. Cluttered realistic objects (CR): Incorporates 15 colored containers present in a Mixed

Reality (MR) kitchen arrangement along with several other realistic virtual kitchen ob-

jects. (Fig 5.4). The containers were arranged using the 14 unique block arrangements

in CoMC.

4. Uncluttered realistic objects (UR): Incorporates 6 colored containers together with re-

alistic virtual objects (Fig 5.5). The container locations were arranged similarly to the

selected 50 block arrangements from the EMRE dataset.

5.2.1 User Study Setup

We conducted two user studies (a) to elicit a set of natural table-top manipulation instructions,

and (b) to establish a performance baseline on how a human instructee would comprehend such

instructions.

5.2.1.1 Study 1–Instruction Corpus

Figure 5.1 illustrates the high-level setup for Study 1. A human instructor, wearing a HoloLens

Mixed-Reality headset presents a set of virtual table-top objects, overlaid on the physical table.

The objects are only visible via the headset. A custom HoloLens application presents each

instructor with a series of object arrangements (randomly chosen from the 50 uncluttered and

14 cluttered setups), with a red arrow indicating the designated target object. For each of

the 14 cluttered (CoMC) table-top arrangements, we randomly chose 8 distinct blocks as the

target blocks; for each of the 50 uncluttered (EMRE) arrangements, we chose 2 target objects,

resulting in a total of 112 distinct cluttered and 100 uncluttered setups.

The participant then instructs the virtual robot to pick up the designated target block. Par-

ticipants were free to use any words (e.g., ‘pick up the green block on the left, next to two

yellow blocks’), as well as any (or no) pointing gestures. The HoloLens application recorded

the audio, camera (RGB), and depth sensor data associated with the issued instruction from

PhD Thesis



5.2. Multi-modal instruction corpus 81

the instructor’s Point-of-View. The participants were free to take breaks and completing all

the instructions was not compulsory. Each data collection session lasted ∼ 1 to 1.5 hours and

involved the capture of ∼ 100 distinct instructions. Some participants performed multiple such

sessions on different days. For the UB and CB parts, Study 1 was performed by a total of 28

distinct subjects (19 male), with their ages having mean = 25.14 and s.d.= 1.96. We manu-

ally (a) transcribed the oral commands to create a corpus of text instructions, and (b) drew a

bounding box around the target object in the RGB image frame. For the pointing gesture, we

assumed that the ground truth pointed location to be the center point of this drawn bounding

box. During the annotation process, we also removed certain samples with device recording

errors and erroneous data points. Thus, we ended with 2566 instructions for UB and CB setups.

The same procedure was used to obtain 510 instructions for UR and CR setups. However, only

a smaller number of participants (6) were involved in generating instructions for the UR and

CR-based setups. In general, the word length of the instructions elicited was lower than the

corresponding values reported in the CoMC and EMRE corpus. This is possibly due to the si-

multaneous use of pointing gestures along with verbal instructions, and arguably demonstrates

the greater ecological validity of our experimental setup.

5.2.1.2 Study 2–Baselining Human Comprehension

Study 2 shows the performance of human subjects in interpreting the multi-modal instructions

collected from Study 1. Amazon Mechanical Turk [15] was used to recruit 487 participants

who were shown an image frame (containing the table-top arrangement and pointing gesture)

along with the verbal instruction. Each participant was tasked with identifying and placing

a red dot on top of the target object. For each instruction, we targeted obtaining annotations

from three unique participants. We rejected invalid responses via several checks (e.g- if the

participant had taken ≤ 5s to provide a response or if the overall accuracy of a participant is ≤

20%). Among a total of 2566 block-world based instructions (UB and CB), we received 3 valid

responses for only 1349 of them. These filtered 1349 instructions were then used to evaluate a

baseline of human performance in understanding the instructions. However, for the evaluation
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No Question
1 Ambiguity: Could any other object(s) also be chosen for the multi-modal instruction?

(a) No (b) Yes - one other object (c) Yes - multiple
For the following questions ( 2–5), choose a rating for “easiness” on a scale 0 - 4; 0 →
Impossible, 4→Very Easy

2 Easiness- task: Was it easy to accurately identify the target?
3 Easiness- color: Was it easy to accurately identify the color of the target object?
4 Easiness- gesture Was it easy to accurately identify the objects that are NOT near the

pointed location?
5 Easiness- Spatial relations Was it easy to accurately identify the objects that DONOT

satisfy the spatial relations in the verbal instruction?
For the following questions (2–4), choose a rating for “importance” on a scale 0 - 4;
0→ Not needed/Unavailable, 1→ Good to have, 2→Necessary, 3→ Important, 4→Crucial

2 Importance- color: To accomplish this task, how important was the color of the target
object?

3 Importance- gesture: To accomplish this task, how important was the pointing gesture?
4 Importance- spatial relations: To accomplish this task, how important were the spatial

relations mentioned?
5 Clarification: Any single clarification question you want to ask? Free-text,“None” ac-

cepted.

Table 5.1: Key Survey Questions for Each Study 2 Instruction

of machine learning models, we did not restrict ourselves to these 1349 instructions. Similarly,

for 510 instructions from CR and UR parts using the virtual kitchen environment, we received

valid responses for 368 instructions.

Besides annotating their choice of object, each subject answered a series of questions (see

Table 5.1 for details) eliciting their perceptual response to each such interpreted instruction.

Since completing the survey for every instruction could induce fatigue, we restricted the survey

to only the block-world based instructions. In spite of this, several participants did not provide

complete responses to all the survey questions. As a result, within the 1349 valid responses

to block-world instructions, we further selected a subset of 1025 of the instructions for which

there were three valid survey responses to infer some key insights (presented below).

5.2.2 Insights from Study 2 (Human Comprehension Baseline)

From study 2, we analysed the accuracy of human responses to the instructions as well as their

perceptions about ambiguity in the instructions and the easiness of the task. These results are
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Table 5.2: Summary of survey results

No. Of % age Importance Ambiguity
correct of (Avg. rating) Yes No

responses inst Words Color Gest Spatial (% of inst)
0 16.1 7.44 2.71 2.16 2.41 12.6 3.5
1 27.4 7.87 2.88 2.43 2.60 17.9 9.6
2 33.9 8.94 3.10 2.48 2.92 14.6 19.2
3 22.6 9.16 3.36 2.45 3.15 4.6 18.0

Total 100 – – – – 49.7 50.3

summarised in Table 5.2. The instructions were first categorized according to the number of

correct human responses (in the range of 0–3), as indicated by the first column of Table 5.2.

Then, for each of these categories, Table 5.2 summarizes the word-length of verbal instructions,

importance ratings for the three types of information in the instructions and the perceived am-

biguity in the instruction. Overall, for about 16% of the instructions, none of the participants

were able to pick the right block.

Perceived easiness of task: A rating of 0 or 1 is considered difficult, a rating of 2 is considered

normal, 3 or 4 is considered easy. For the cases where all three responses were right, an over-

whelming proportion of the participants found it easy. For about 16% of the instructions, none

of the participants were able to pick the right block. In general, as anticipated, the number of

accurate responses received was inversely related to the perceived difficulty level of the instruc-

tions (lower difficulty←→ higher response accuracy). However, subjects often provided high

easiness rating even though they made errors and found some of the instructions ambiguous.

Ambiguity: A total of 49.7% of the instructions were perceived to be ambiguous by the par-

ticipants of study 2. As expected, instruction ambiguity and response accuracy were inversely

related: the proportion of instructions labelled as ambiguous was significantly low for the in-

structions where all three participants successfully identified the target, and vice-versa. How-

ever, in spite of the reported ambiguity, the subjects were able to accurately identify the correct

target in 74.17% of the ambiguous instructions.

Word-length: The average word-length of the verbal instructions (collected by Study 1) was

observed to be generally higher for those instances where a greater fraction of humans were able
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to successfully identify the target block. In general, the wordlength of the instructions elicited

was lower than the corresponding values for the CoMC and EMRE corpus. This is possibly

due to the simultaneous use of pointing gestures along with verbal instructions, and arguably

demonstrates the greater ecological validity of our experimental setup. There are three main

types of information provided in the instruction, viz. the color of the target object, the pointed

location and the spatial relations with respect to other objects. The color of the target object was

deemed to be an important instructional attribute for 73.71% of the instructions. Similarly, the

specification of spatial relations was considered important in 66.25% of the instructions, while

the pointing gesture was considered as important in 67.14% of the instructions. Similar to word-

length, a higher proportion of correct human responses corresponded with a higher average

rating for the importance of target color and spatial references. However, the average rating

for the importance of pointing gestures revealed a separate and distinct trend. The average

importance score for pointing was fairly uniform across instructions with 1, 2 and 3 correct

responses, while it was lower for instructions with no correct responses.

Overall, our empirical findings demonstrate that the COSM2IC dataset provides a greater range

of instructional ambiguity and employs a wider range of input modalities across its curated

scenes.

In addition, the elicited human instructee responses suggest that certain attributes, of both the

scene and the verbal instruction, are useful indicators of the corresponding task complexity—

these findings help drive the design of the TCOP complexity predictor module (Section 5.6.1).

5.2.3 Baseline 1 - Human Performance

Study 2 establishes a competitive baseline in terms of human comprehension capability. On the

block-world-based instructions (CB and UB) in the composite COSM2IC dataset, human sub-

jects obtained an average comprehension accuracy of 83.53%, across both cluttered (82.42%)

and uncluttered (84.89%) arrangements. For instructions involving real-world objects (CR and

UR), human subjects obtained lower comprehension accuracy of 73.39 %, across both cluttered
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(70.17%) and uncluttered (77.81%) arrangements.

5.3 Multi-modal comprehension models

As a prerequisite of the COSM2IC optimization paradigm, we first describe the creation of mul-

tiple DNN-based models, embodying different points on the accuracy-vs.-complexity curve, for

comprehension of target acquisition instructions. We note that the currently available models

are NOT designed for pervasive device-based deployment and execution, and thus, system-

atically describe the modifications made (across all models) to support on-device execution.

Table 5.3 enumerates the different modality-specific characteristics and summarizes micro-

benchmark performance results observed for each model, across both (cluttered, uncluttered)

block-world setups.

5.3.1 Baseline 2 - RealGIN: A Non-Pervasive Model

We use the RealGIN model [129] as the representative, state-of-the-art model for real-time,

multi-modal table-top instruction comprehension. However, we noted that this model utilizes

only verbal and visual cues. Therefore, we first extended RealGIN to accept depth image-based

inputs as well. RealGIN employs a RESNET [43] based backbone for extracting features from

the image, a bi-directional LSTM for extracting language features from the verbal instruction,

an adaptive feature selection module that identifies image features that are relevant to the text

instruction, and a multi-modal attention mechanism (GARAN) to facilitate language-guided

visual attention. On our COSM2IC dataset, we obtain the following performance for RealGIN:

• Accuracy: An average comprehension accuracy of 81.66% (s.d.=36.11%); with the ac-

curacy on CB (78.87%) being lower than that for UB (84.46%).

• Latency: RealGIN’s use of a RESNET-based backbone makes it incompatible for execu-

tion on resource-constrained pervasive devices. In particular, the RealGIN model cannot
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Figure 5.7: RealG(2)IN-Lite architecture

be loaded into the Jetson Nano device due to lack of sufficient memory; on a higher-

resourced NVIDIA Jetson TX2 device, it incurs an average latency of 330 msec (s.d.=30

msec).

5.3.2 RealG(2)IN-Lite: On-Device DNN Model

Table 5.3: Summary of Features and Performance of the Light-Weight Models on the UB and
CB Parts of COSM2IC Dataset

Name Visual Verbal Gesture Attention/ #FPN Accuracy Latency Energy Memory
pipeline dimension based ROI GARAN % msec mJ GB

RealGIN RESNET Full Yes Yes 6 81.7 330(±30) 2310.0 4.83
RealG(2)IN-Lite shufflenet Full Yes Yes 6 78.8 155(±10) 852.50 0.68
RealG(2)IN-Verbalite shufflenet Reduced Yes Yes 2 71.2 135(±10) 742.5 0.60
RealG(2)IN-Visionlite 3-layer CNN Full Yes Yes 2 55.2 58(±5) 209.0 0.45
RealG(2)IN-Superlite 3-layer CNN Reduced Yes Yes 2 52.2 55(±5) 174.0 0.39
RealG(2)IN-Ultralite 3-layer CNN Reduced No No 1 26.5 35(±4) 122.5 0.35

To overcome the problems with RealGIN, we developed a new RealG(2)IN-Lite model, as

shown in Fig 5.7 that supports on-device execution on pervasive platforms with two key nov-

elties: (i) utilizes 3 distinct modalities; verbal instruction, scene image, and pointing gestures,

(ii) replaces the RESNET-based architecture for visual processing with Shufflenet V2 [71].

The Shufflenet V2 converts the combination of an RGB and depth image into a visual fea-

ture embedding Fv. Concurrently, a bi-directional LSTM converts the verbal instruction into a

language embedding feature vector ft . ft is then used in combination with Fv by a Language-

guided Visual Attention module, that outputs a spatial 2-D heatmap denoting the likelihood of

the referred object’s location. A new 2-layer multi-layer perceptron takes Fv as an input to pre-
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dict the user’s pointed location, which is fed to a final Gesture-guided Visual Attention module.

The final module combines the visual heatmap and pointing gesture’s RoI to generate the final

coordinates of the selected object.

Model Training: To train the RealG(2)IN-Lite, we used 70-30 train-test split from UB and CB

parts of the data. A pre-trained model on ReferIT dataset is used and then fine-tuned on the

COSM2IC dataset using an Adam optimizer.

5.3.3 Lower Complexity Variants of RealG(2)IN-lite

RealGIN [129] comprises a deep CNN network for visual backbone, bi-directional LSTM

for language features, 3 attentional modules, and 6 feature pyramid networks. We make 4

RealG(2)IN-lite models of low complexity by reducing these computational modules.

1. RealG(2)IN-Verbalite: Verbal pipeline is diminished by reducing the dimension of the

embedding space for the LSTM from 128 to 64.

2. RealG(2)IN-Visionlite: Only the visual pipeline is modified to use a custom 3-layer

CNN instead of the Shufflenet model of RealG(2)IN-Lite.

3. RealG(2)IN-Superlite: Computational complexity along BOTH the RealG(2)In-Visionlite

and RealG(2)IN-verbalite pipelines is reduced.

4. RealG(2)IN-Ultralite: Attention mechanism is dropped and uses only 1 Feature Pyra-

mid Network (FPN) module. Hence, it does not possess the capability to use the gestural

input to define a RoI around the pointed location.

5.3.4 Model Performance:

The performance of RealG(2)IN-Lite and its lighter variants is summarized in Table 5.3. For

each model, the accuracy is measured over the block-world based instructions. Latency and
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energy were measured on Jetson Nano using jetson stats library. Latency is defined as the

average execution time over 1000 randomly selected instructions. Memory is measured by

loading individual models, using the PyTorch API, on a Dell PowerEdge R740 server.

Table 5.3 shows the inherent accuracy-vs.-latency and accuracy-vs.-energy trade-offs across

the models. RealG(2)IN-Lite achieves ∼ 50% reduction in inference latency, consuming 37%

energy and 15% of memory as compared to RealGIN, while losing out ∼ 3% accuracy. The

variants achieve lower accuracy but with a significant reduction in latency, energy, and memory

overhead–e.g., compared to RealG(2)IN-Lite, RealG(2)In-superlite achieves 50+% accuracy

with a 5-fold reduction in energy and a 6-fold reduction in latency.

The accuracy-vs.-overhead also reveals that the final COSM2IC system does not need to con-

sider all variants. For an example, between RealG(2)IN-Lite and RealG(2)In-verbalite, there

is not much change in latency/energy but there is a considerable 7% drop in accuracy. Also,

RealG(2)In-superlite achieves similar accuracy as RealG(2)In-visionlite along with a small re-

duction in energy and latency. Thus, we omit RealG(2)In-verbalite and RealG(2)In-visionlite

from further analysis.

Overall, the results demonstrate that the simplification of pipelines along different modes re-

sult in different trade-offs. If we predict the task instances where either RealG(2)In-superlite

or RealG(2)In-ultralite perform correctly, it can significantly reduce the energy and latency

overheads. Next, we describe how the COSM2IC system implements this principle in practice.

5.4 COSM2IC: Realizing dynamic model switching

COSM2IC is based on the observation that a significant proportion of instructions may be ac-

curately comprehended by less complex models, and the inference complexity/latency may be

considerably reduced if such instructions could be selectively processed by lower-complexity

variants. Figure 3.1 shows the architecture of the implemented inferencing pipeline. For any

given multi-modal ‘target acquisition’ instruction, COSM2IC uses one of the models (RealG(2)IN-
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Lite or RealG(2)IN-superlite or RealG(2)IN-ultralite) depending on the instructional and envi-

ronmental context.

Figure 5.8: Architecture of the proposed COSM2IC system

The COSM2IC supports continuous capture and comprehension of human-generated instruc-

tions. When a multi-modal instruction is expressed, it employs a key-frame extractor to identify

the most useful frame (one that best captures the objects and the pointing gesture). This key-

frame is then used along with the verbal instruction to ascertain the task complexity, and then

fed as input to the appropriate model to infer the target object. The lightweight key frame ex-

tractor imposes a negligible latency of≤ 1msec and sustains processing of depth sensor frames

at speeds up to 1000 FPS (exceeding the HoloLens sampling capability), while consuming only

300mJ energy.

5.4.1 Task Complexity Predictor (TCOP)

The Task Complexity Predictor (TCOP) serves as a demultiplexer, taking the multiple instruc-

tional inputs and redirecting them to one of three comprehension pipelines. To work effectively,

it has to satisfy two key properties: (a) Lightweight Execution: introduce only minimal over-

head and delay in the comprehension process, and (b) High Precision: should invoke one of the

shallower processing pipelines only when it is very confident that it can accurately perform the

comprehension. High recall, while desirable, is not critical: in case, TCOP incorrectly judges

the task complexity to be high, its invocation of a more complex model will cause unduly high

latency but not degrade the comprehension accuracy.
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To support these goals, we developed a computationally inexpensive Neural network-based ap-

proach that uses visual and language-related features found in the instruction to predict task

complexity. TCOP uses a lightweight LSTM of hidden embedding size of 32 for the language

features and the visual features are encoded using a 2-layer simple CNN network. It combines

the two modalities using a single fully-connected layer to classify the 3-way complexity. Only

the RGB image is used for complexity estimation and does not use the depthmap. For each in-

struction, the desired output label (task complexity) was annotated by observing the individual

outputs of RealGIN variants. For a given instruction, if it was possible to obtain the correct

output via RealG(2)IN-ultralite, then the task complexity is annotated to be ‘low‘. If the cor-

rect output is obtained from RealG(2)IN-superlite and not from RealG(2)IN-ultralite, then the

task complexity is considered to be ‘medium‘. If neither RealG(2)IN-ultralite nor RealG(2)IN-

superlite could provide correct output, desired output label is said to be ‘high‘. We corroborated

this objective annotation of ground-truth of complexity with human-annotated subjective diffi-

culty scores from study 2. Since the subjective scores were on a scale of 0-4 of Easiness of Task

we took scales 0-1 as high complexity, 2 as medium complexity and 3-4 as low complexity. We

observed a Jaccard similarity of 0.78 between the subjective and objective scores. With low

execution latency (5msec) and low energy overhead (5 mJ), TCOP serves as a lightweight and

efficient preprocessor for COSM2IC.

5.5 Prototype System Implementation

We have implemented a prototype version of a COSM2IC-based Comprehension Engine, and

deployed it on multiple pervasive devices, including:

• NVIDIA Jetson Nano [10]: The Jetson Nano serves as an exemplar of a low-cost, embed-

ded platform (with built-in support for executing DNN models) that can be placed within

a future pervasive device, such as a mobile robot or kiosk. The Nano device comprises a

128-core NVIDIA GPU, a Quad-core ARM processor and system memory of 4GB, and

supports a custom Linux-based OS called Linux4Tegra that is flashed onto a 64GB SD
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card. While the Nano cannot execute the RealGIN model (too heavyweight), it is able to

execute all our proposed models.

• HoloLens-based Comprehension: We also attempted to deploy COSM2IC on the HoloLens

via the Windows Machine Learning (WinML) API and ONNX model format. However,

WinML currently does not support some of the required multi-modal functionality (e.g.

multi-modal inputs, language guided attention). As a workaround, our HoloLens pro-

totype currently offloads sensor data, in real time, to a COSM2IC implementation on a

Jetson Nano.

• NVIDIA Jetson TX2 [10]: To provide a more comprehensive evaluation, we also imple-

mented the Comprehension Engine using the NVIDIA TX2, which possesses a higher-

end 256-core GPU,a dual-core NVIDIA processor and 8 GB system memory and is ca-

pable of also executing the Resnet-based default RealGIN model.

5.6 Evaluation

We now present empirical performance results of COSM2IC and its constituent components,

thereby illustrating the superiority of our proposed approach for real-time, low-power and accu-

rate instruction comprehension. We studied the performance of COSM2IC on the block-world

and realistic-object parts of the dataset separately. Accordingly, we trained the models sep-

arately on the block-world data (CB and UB) in the COSM2IC dataset collected in study 1.

We used 70% (1796) of the instruction corpus as the training split, with 30% (770) used for

testing, after ensuring that an equal mix of cluttered and uncluttered setups are included in

the data. Similarly, for studying the performance on the CR and UR parts of the dataset with

more realistic objects, we used 357 instructions for training and 153 instructions for testing. To

measure accuracy, we used the mid-point of the bounding box estimated by the various com-

prehension models; task comprehension is deemed to be accurate if this mid-point lies within

the bounding box of the true target object. We chose to use this metric since the COSM2IC

dataset is focussed towards enabling table-top acquisition task where we predict a single x,y
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Table 5.4: Model Performance on the (CB + UB) Instructions

Full Complexity
Model Dataset High Med. Low Latency(ms) Energy(mJ)

Accuracy(%) Nano TX2 Nano TX2
RealGIN 81.7 77.8 78.4 85.1 N.A 330(30) N.A 2310
RealG(2)IN-
Lite

78.9 77.0 77.7 82.2 175(12) 155(10) 787.5 852.5

RealG(2)IN-
superLite

52.2 55.8 55.9 59.1 72(6) 51(5) 144 174

RealG(2)IN-
ultraLite

26.5 24.8 26.7 28.0 55(6) 35(4) 137.5 122.5

COSM2IC 76.1 73.7 77.8 78.5 134(17) 110(15) 554 590

target location. Unless otherwise stated, system performance metrics, such as power and la-

tency, are obtained as averages over 1000 distinct runs, and are evaluated using the Nano, our

representative pervasive computing platform.

1

Figure 5.9: Computations vs Accuracy comparison of various comprehension models

5.6.1 Task Complexity and TCOP Performance

The COSM2IC testing dataset contains 770 multi-modal instructions, corresponding to 40 dis-

tinct configurations, of which 201 (26.10%) are marked as Low-Complexity tasks (i.e., those

where executing RealG(2)IN-ultralite provides accurate comprehension), 148 (19.22%) are

marked as Medium-Complexity tasks (i.e., those where executing RealG(2)IN-superlite pro-

vides accurate comprehension while RealG(2)IN-ultralite goes wrong) and the remaining 421

are marked as High-Complexity. We used this classification as ground-truth to determine

whether TCOP is able to precisely switch between the models to save energy and latency with
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minimal effect on accuracy. Overall, we observed that TCOP accomplishes our goal of high

precision selection of lighter models. TCOP predicted that 275 of the 770 instructions could be

processed by either RealG(2)IN-superlite or RealG(2)IN-ultralite. Among these 275 instruc-

tions, the ground-truth complexity of 228 were indeed marked as low or medium. Specifically,

we found that TCOP’s precision when switching to RealG(2)IN-superlite is 78.65%, and its

precision in switching to RealG(2)IN-ultralite is 85.11%. Among the 421 high-complexity

instructions, all three models performed the target inference inaccurately for 106 instructions.

5.6.2 COSM2IC’s Performance on Instruction Comprehension

Table 5.4 summarizes the accuracy (on the CB and UB data subsets), latency and energy over-

heads of COSM2IC against our baselines. In the column for the latency, value specified in the

brackets refers to the standard deviation. We make the following key observations:

• All the models achieve higher accuracy for lower complexity tasks. In comparison to

RealG(2)IN-Lite, COSM2IC suffers only a modest (∼2.7%) reduction in accuracy, but

is able to achieve a substantial ∼23.4% and ∼21.2% reduction in processing latency

on the Nano and TX2 devices respectively. COSM2IC also achieves energy savings of

∼22% on the Nano and TX2 devices respectively. The baseline RealGIN model cannot

be executed on the Nano device, due to inadequate memory capacity.

• While RealGIN does load and execute on the resource-richer TX2 platform, its computa-

tional latency, energy and memory overheads, are 3x, 4x and 3x higher respectively, than

our proposed COSM2IC approach. In spite of these significant savings, the accuracy of

COSM2IC is only ∼5% lower than the RealGIN model.

Collectively, the results not only demonstrate the superiority of the adaptive COSM2IC ap-

proach, but also illustrate why non-adaptive approaches are unable to simultaneously achieve

both low latency and high accuracy.
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We also evaluated whether the trends observed above for the UB and CB data subsets would

hold in setups involving virtual kitchen objects used in CR and UR subsets of the COSM2IC

dataset. For this evaluation, we retrained all the models on the UR and CR datasets using

the same procedure. It must be noted however that there are only about 500 instructions in

the CR and UR datasets and hence the training and testing datasets are about 5 times smaller

than the block-world datasets. Here again, we observed that the accuracy of COSM2IC is only

marginally (∼2%) lower than RealGIN and almost the same as the accuracy of RealG(2)IN-

Lite. While the latency and energy consumption of COSM2IC is slightly higher than what was

observed in Table 5.4 for the block-world based instructions, COSM2IC continued to achieve

about nearly 3-fold reduction in latency and energy consumption in comparison to RealGIN.

These results show that the COSM2IC approach may indeed be useful in more generalized

settings such as the virtual kitchen, involving higher diversity of objects. However, it must be

noted that CR and UR datasets do not completely depict a real-world object scenario since the

target objects are virtual. In future, as an extension to our existing datasets we intend to include

setups that include diverse real-world objects.

In general, the COSM2IC paradigm could be easily extended to accommodate more than just

the 3 DNN based models discussed above, including those based on conventional machine

learning approaches such as [109]. The gains in latency and energy achieved by COSM2IC is

despite the fact that nearly half of the instructions in our corpus fall under the high-complexity

category. In more simpler,clutter-free object arrangements as studied in [109], one may expect

a higher proportion of low-complexity instructions, which could imply more gains in latency

and energy as COSM2IC switches to lighter models (including the Bayesian approach in [109])

more often.

5.6.3 Superiority over Alternate Model Optimization

To compare against alternate DNN optimization approaches we chose (i) the classical static

pruning approach introduced in [13] to identify and eliminate redundant nodes according to
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Figure 5.10: Original Image
Figure 5.11: Sparsity k =
0.8

Figure 5.12: Sparsity k =
0.6

Figure 5.13: DynRealGIN sparse convolution mask for different sparsity values
a specified a sparsity parameter (k ∈ [0,1] specifies the fraction of nodes to preserve) and (ii)

the dynamic DNN optimization introduced in [101] where a set of masks that correspond to

portions of a given input image are determined at inference time, so that convolutional filters

can be applied only over these specific portions of the image (k specifies the fraction of pixels

included in convolution operations).

In this work, the statically pruned model, PrRealGIN, is obtained by removing redundant nodes

from RealGIN, while the dynamically optimised model is called DynRealGIN. Figure 5.9

shows their complexity-vs.-accuracy performance evaluated on UB and CB datasets. Since

the pruning approach is currently unsupported on the Jetson platform’s PyTorch implementa-

tion, we compare their overheads in terms of total computational complexity (FLOPs). The

degradation in performance of DynRealGIN and PrRealGIN is found to be more severe at

higher levels of sparsity (lower k). Most importantly, COSM2IC outperforms either of these

conventional model optimization techniques: under roughly comparable computational com-

plexity (∼106-110 MFLOPs), COSM2IC’s comprehension accuracy (76.13%) is∼16% higher

than for DynRealGIN and ∼12.4% higher than PrRealGIN.

Figure 5.13 helps us visualize the mask of DynRealGIN pipeline for varying sparsity values

for a representative image. The black areas in this figure show the masked off parts where

DyNRealGIN skips convolution operations, thereby reducing latency and energy. However,

reduced sparsity increases the likelihood (especially for cluttered scenes) that areas of high

relevance (either locations where the target object is found, or which are referred to by spatial

PhD Thesis



5.7. Discussion 96

relations in the verbal instructions) are erroneously excluded from convolution operations early

in the execution pipeline.

5.7 Discussion

While SoftSkip has been primarily applied to language+vision-based REC tasks, and COSM2IC

is designed for language+vision+gesture-based REC tasks, we observe a significant synergy be-

tween the two approaches. Both approaches introduce dynamic model optimizations, where a

cost-effective computation (skip values in SoftSkip and TCOP in COSM2IC) determines the

execution pathway for the grounding task. A notable distinction between the two lies in the

determination of the execution pathway: SoftSkip solely utilizes language features for comput-

ing skip values, whereas COSM2IC evaluates task complexity using both language and visual

features.

We further anticipate that the principles outlined in COSM2IC remain applicable even with

advancements in REC models. We contend that the three models employed to address high,

medium, and low complexity tasks can be readily substituted with more recent and accurate

models as they become available.

5.7.1 Achieved Design Goals

Following the work of SoftSkip, which addressed the low-latency and battery-powered sense-

making design goals, the challenge of achieving multi-modal sense-making remained. To

tackle all three design goals simultaneously, we introduced COSM2IC. For multi-modal sense-

making, COSM2IC employs a combination of language and pointing gestures to capture human

instructions. The pointing gestures are captured using a depth map from the LiDAR sensor in

the smart glasses.

The COSM2IC approach, along with other baselines, maintains comprehension latency well
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below the intended 1 second for low-latency sense-making. Additionally, the proposed dynamic

model optimization through COSM2IC reduces processing energy consumption by nearly 30%

while ensuring that the degradation in task accuracy, compared to the baseline on-device per-

vasive model RealG(2)In-Lite, does not exceed ∼5%.

The chapter focused solely on processing energy overhead and did not consider the potential

increase in sensing energy overhead that additional sensors like LiDARs might introduce. How-

ever, in the upcoming chapter, we plan to expand our dynamic model optimizations to address

reductions in sensing energy overhead as well.

5.8 Summary

In summary we explored the COSM2IC approach, which demonstrate a dynamic model opti-

mization to reduce the average inference time∥ complexity ∥energy in multi-modal REC with

vision, language and pointing gesture-based REC. COSM2IC uses an alternative switching

based resource optimization paradigm, where the inference process dynamically switches (on

a per-instance basis) between the execution of multiple available models, each catering to a

different level of complexity along different modalities. The approach is motivated by our

observation that individual task instances, in the real world, have widely varying complexity

trade-offs across different modalities, depending on a combination of environmental and in-

structor context. Key to COSM2IC’s viability is the development of a cheap and lightweight

TCOP pre-processing module that can; (a) rapidly estimate the instructional and environmen-

tal complexity for each mode, and (b) determine the right model (least complex one which

achieves accurate comprehension) to be executed. Therefore, this work makes the following

contributions,

• Multi-modal ego-centric instruction dataset: We have curated a unique and large dataset

of multi-modal referring instructions for the table-top scenario from a first-person view-

point, using a head-mounted camera. The dataset is based on a careful placement of
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table-top objects such that they induce different levels of ambiguity and multi-modal

variations. Notably, we also capture a depth image along with other inputs.

• Improved and diverse multi-modal comprehension models: To support COSM2IC’s dy-

namic model-switching paradigm, we build a set of multi-modal (verbal, visual, gestu-

ral) models with different complexity levels. We enhanced the state-of-the-art RealGIN

model by; (a) replacing its visual backbone with a ShuffleNet-based pipeline and (b)

extending attention modules to accept depth-image-based gesture input. The enhanced

RealG(2)IN-Lite model offers 2x improvement in processing latency and uses 7x less

memory for a meager 3% loss in accuracy. To support comprehension in even lower-

resource situations, we further develop two lighter variants of RealGIN-based models.

• COSM2IC paradigm for efficient multi-modal REC: We introduce a new model switch-

ing paradigm to reduce the instruction processing latency 3-fold (compared to RealGIN

while achieving a target object identification accuracy of 76.13% (only 5.53% lower than

RealGIN). COSM2IC achieves this with the help of a lightweight, low-latency neural

network-based model for TCOP that uses a combination of visual and language embed-

ding features to classify different task complexity levels, which chooses a specific multi-

modal inference model for execution. Further, COSM2IC outperforms prior complexity-

reduction approaches, offering ∼12-16% higher comprehension accuracy under equiva-

lent computational complexity.
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Chapter 6

Jointly Reducing Processing and Sensing

Energy Overheads with CAS Paradigm

With SoftSkip and COSM2IC, we have showcased the means to reduce processing energy and

latency by utilizing dynamic execution pipelines. However, processing energy still accounts for

a part of the overall energy footprint. For instance, COSM2IC uses a depth camera which ac-

counts for an average power consumption of 2.5W as sensing energy footprint, which is 33% of

the overall energy footprint of executing multi-modal human instruction comprehension model

on a Jetson TX2 device. In this study, we investigate a dynamic optimization paradigm called

the Commit-and-Switch (CAS) paradigm. This approach leverages the depth camera as an al-

ternative sensor for capturing visual context, activating it only when necessary. By employing

this dynamic model optimization and utilizing the depth camera for visual context, we effec-

tively reduce both sensing and processing energy overheads while minimizing the impact on

overall accuracy.
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Figure 6.1: Motivating application- A virtual shopping assistant

6.1 Introduction

In this chapter, we again focus on the problem of energy-efficient “on-device” execution of

multi-modal human instruction comprehension for object acquisition tasks. In particular, we

aim to tackle two key challenges, (a) minimising the computational footprint of the multi-modal

inference pipeline (which also reduces the inference latency) to fit it into a resource-constrained

pervasive device, and (b) simultaneously reducing the energy-cost by minimizing the avoidable

use of energy-hungry sensors (especially LIDAR sensors). To tackle the former challenge,

we have explored COSM2IC in chapter 5. While COSM2IC significantly reduce the overall

processing energy and latency, it omits the effect of sensing energy from the overall energy

footprint. Thus, we will now delve into an alternate dynamic optimization technique to jointy

optimize for both sensing and processing energy with minimal effect on the accuracy.

For example, in an uncluttered environment (Figure 6.2(b)), a rough estimation of pointing

direction together with RGB scene analysis may be sufficient for identifying the target-object,

whereas a more cluttered environment (Figure 6.2(a)) may require RGB scene analysis plus

more complex parsing of the longer verbal command as well as precise, depth sensor-based,

estimation of pointing coordinates. However, existing approaches explored in 5 along with

COSM2IC do not actually optimize the sensing energy overhead. More specifically, consider
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(a) Cluttered setup (b) Uncluttered setup

Figure 6.2: Diversity in multi-modal instructions
the figure 6.1. In this, the depth sensor needed for accurate pointing resolution is very energy

hungry, consuming ∼10x the power of on-board RGB and microphone sensors.

We thus, propose a new paradigm, called Commit-and-Switch (CAS), designed to simultane-

ously reduce both sensing and inference overheads associated with the on-device execution of

such multi-modal DNNs. The core CAS concept involves the use of triggered sensor activation,

whereby more energy-hungry sensors are activated on demand, only if deemed necessary, based

on the complexity of the current task instance. Past approaches for selective/dynamic triggering

of sensors–for example, for energy-efficient gesture detection [80] or automated food journal-

ing [88]–trigger a more expensive sensor whenever a cheaper sensor’s value satisfies certain

predicates. This ‘simple predicate’ approach is inadequate for tasks such as multi-modal in-

struction comprehension for two important reasons:

1. Determining the task complexity, and thus the need for specific sensors, itself is non-

trivial and may require different sensing modalities as well as its own separate black-box

DNN (e.g., see [107]). For example, the complexity of a multi-modal instruction may

arise either due to visual factors, such as a cluttered environment, or linguistic factors,

such as long instructions containing implicit references to multiple objects.

2. The ”interval of relevance” for each individual sensor may vary dynamically, across dif-

ferent task instances. For example, the pointing gesture duration can not only vary signif-

icantly (fleeting to more durable), but its (start, end) points may also occur either before,

after, or straddle the corresponding verbal command. As illustrated in Figure 6.1, the

‘keyframe’ of the depth sensor (i.e., the precise time instant where the user’s hand/fingers
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point at the target) occurs before the verbal command has been completed. Accordingly,

using verbal instruction complexity to trigger the depth sensor may miss the pointing

gesture, even though the microphone is the most energy-efficient of the three sensors in

Figure 6.1.

To overcome these challenges and derive the benefits of triggered sensing, CAS unifies the

process of complexity determination and task inference into a single “graybox” DNN pipeline

with multiple complexity-driven processing branches (associated with dynamic sensor trigger-

ing) and heads, identified via a principled cost-benefit analysis technique. As an exemplar

for CAS, we develop RealGIN-MH, an end-to-end CAS-based model for target acquisition

instruction comprehension, and use a benchmark COSM2IC dataset ([107]) to demonstrate

CAS’s superior performance across task instances of varying complexity.

6.2 CAS: Overview

We now briefly touch upon the traditional sensor triggering approach (Figure 6.3) and the dy-

namic DNN optimization approach (Figure 6.4) and contrast them with our proposed Commit-

and-Switch (CAS) paradigm (Figure 6.5). In Figures 6.3, 6.4 and 6.5 the sensors are denoted

by S1, S2 etc. and their corresponding font colors represent their power consumption (Green

→ Low power, Orange → Medium power and Red → High power). Similar color codes are

used for branches representing data processing.

6.2.1 Sensor triggering

In the traditional triggered sensing approaches (Figure 6.3), the sensing context is determined

efficiently (i.e., with low energy overhead) using a low-energy sensor (S3), coupled with an

energy-efficient context detector. In many cases, this context is used either to abort the process-

ing pipeline (e.g., Jigsaw [68], e-Gesture [80]) or to select a specific downstream processing
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Figure 6.3: Typical sensor triggering for pervasive applications

branch, each of which imposes its own additional sensing and inferencing overheads. Once

a certain branch is selected, the corresponding streams of sensor data are then synchronized

to perform the inferencing on subsequent data frames. Clearly, the inability to perform such

synchronization (e.g., if some of the task-critical sensor data from S4 are missed due to a delay

in triggering the sensor) will adversely affect the inference accuracy.

6.2.2 Dynamic model optimization

The dynamic model optimization paradigm, shown in Figure 6.4, assumes that the sensors

(S1 - S4) are always on and thus focuses solely on minimizing the inferencing overhead. In

this paradigm, the initial context detection is used to select one of multiple candidate process-

ing branches, each differing in the complexity of computations performed by the processing

blocks. We note that the initial context detection itself may not be extremely lightweight (and

is thus indicated in yellow), as it may involve the execution of DNN models. The COSM2IC

system [107] discussed earlier exemplifies this paradigm. This approach is especially suitable

for perception tasks executed on resource-constrained, but powered, IoT/edge devices (e.g.,

object detection being performed by a wall-mounted, micro-controller driven CCTV camera

system), where the processing bottleneck is more critical than the sensing energy overhead.

6.2.3 Commit-and-Switch (CAS) paradigm

Our proposed CAS paradigm, illustrated in Figure 6.5 aims to combine the benefits of both the

above approaches for multi-modal, multi-DNN inference. Unlike the paradigm of Figure 6.3,
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Figure 6.4: Dynamic DNN optimization
(COSM2IC)

Figure 6.5: Commit-and-Switch (CAS)
paradigm.

the determination of the sensing context (task complexity for our exemplar application) is not

a distinct step, but is integrated into the DNN-based inference pipeline. This context detector

can conceptually utilize an intermediate state from any layer of the DNN processing pipeline,

chosen so as to exploit problem-dependent trade-offs between efficiency and accuracy. In CAS,

we first commit to a processing branch (branch 1 in the figure) that depends on a low/medium

power sensor(s). The energy-intensive sensors and their corresponding processing pipelines

are inactive at this point. Even as the processing in the initial committed branch goes on,

CAS piggy-backs on the DNN features already generated in this branch to make a classifica-

tion of the task context; consequently, context determination is considered to be relatively low

energy (Green). This context is then used to potentially switch to other processing branches

(e.g., branch 2), which may require the activation of corresponding additional energy-intensive

sensors; else, the initially committed branch is executed in its entirety without activating any

additional sensors. Like the on-demand triggering paradigm in Figure 6.3, CAS must also ac-

commodate the likelihood that even a modest triggering latency can cause task-critical sensor

data (say from S4) to be missing. We note, however, that in multi-modal sensing, the likely

correlation across sensor observations raises the possibility of estimating the missing data of

a sensor from the currently-available data stream of other sensor(s). This is reflected by the

processing block “Estimate past S4 data” in branch 2. The reverse situation, illustrated by the

block “Wait for S2” in the figure, whereby some sensor data may not be readily available is

also possible. For example, if the user issues a long verbal command, the inferencing task may

need to wait until the verbal instruction is complete.
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6.3 Characteristics of Multi-modal instructions and setup

We use our proposed COSM2IC dataset as the representative setup for multi-model object

acquisition task instructions. Details of the COSM2IC dataset is extensively studied in chapter

5.

Sensor Energy Profiles: To determine judicious choices for different inference branches, we

also need to quantify the relative energy overheads of the different sensors. We used RealSense

L515 [4] as our representative depth sensor in our evaluations. Measurements performed using

a Monsoon power monitor revealed that RealSense consumes ∼2.5W of power for capturing

depth frames, which was nearly 10x higher than the operating power of a typical RGB camera.

As we shall later see (Section 6.5), this implies an energy consumption of about 388 mJ (nearly

half of the inference energy of the RealG(2)In-Lite model) if the depth sensor is active for a

duration equal to the average execution latency of the RealG(2)In-Lite model on the COSM2IC

dataset, when evaluated on a Jetson TX2 device. An analysis of the dataset reveals the following

characteristics that will influence the choice of different branches and triggering sensors:

• Possible Sensing Redundancy: The location indicated by the pointing gesture can be

sensed either via the RGB camera or via the depth camera. While the accuracy of point-

ing resolution is higher when depth information is used [34], it is possible that, under

conditions of low scene clutter, the target object may be distinguished by just using the

less precise RGB camera-based pointing inputs. Hence, the depth camera, which has a

significantly higher energy overhead, should be activated only on demand. Also, given

this redundancy, it may be possible to regenerate past values of depth camera data using

a combination of concurrent RGB data and depth frames acquired with a modest delay.

• Optimizing Audio Sensing: Broadly, the RGB camera sensor data is indispensable for the

task, as any approach for target acquisition task requires RGB-based object detection.

We note that it may be possible to determine the target object using just the RGB and

pointing data alone (i.e., without the verbal input) in certain selected cases–e.g., when the
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Figure 6.6: RealGIN-MH Architecture
scene has very low clutter (objects spaced far apart from one another), such that pointing

itself unambiguously identifies the object. However, on-demand, delayed activation of

the audio sensor is not feasible, as there is simply no alternate way to reconstruct past

verbal instructions.

As the baseline models in our study we consider RealG(2)In-Lite (a statically pruned multi-

modal human instruction comprehension model) and COSM2IC model (a dynamically opti-

mzed model) proposed in chapter 5. In the case of COSM2IC, it does not support on-demand

sensor triggering and assumes that all the sensors are active (even if they are eventually unused)

throughout the inferencing process.

6.4 RealGIN-MH: CAS-based Inferencing

We now detail the design of RealGIN-MH, which employs the CAS paradigm to perform on-

device multi-modal instruction comprehension. Figure 6.6 shows the exact sensors used in

each of the three main processing branches involved in RealGIN-MH. The low complexity

branch (enclosed by green dotted lines) performs the comprehension task using only the RGB
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camera sensor data. This branch involves a key-frame detector that identifies a key-frame and

a Shufflenet [124] visual backbone to extract features from the detected key-frame. Further

processing blocks in this branch use these features to directly output the location of the target

block (based solely on the pointed location from the key-frame) via output head H1. The

features from the Shufflenet backbone are also used by the context detector (represented as the

green demultiplexer box) to output a 3-element binary vector representing the branch chosen

for subsequent execution.

If the context detector detects a low complexity context ([1,0,0]), the inferencing process con-

tinues along the low complexity branch. The medium complexity branch is activated for a

context vector value of [0,1,0]) and is enclosed by the orange dotted lines in Figure 6.6. This

block uses sensor data from both the RGB camera and audio sensor. The processing blocks in-

volved in this branch are the speech-to-text module, the Bidirectional LSTM to extract features

from the text, the Adaptive Feature Selection (AFS) module and the language-guided global at-

tention L-GARAN (all explained shortly), which outputs the target object (head H4). Similarly,

the high complexity branch is enclosed by the red-dotted lines in the figure. This branch uses

all three sensors (RGB camera, audio and depth camera). This branch has significant overlap

with the blocks in the medium processing pipeline as it also uses the text-to-speech module,

Bi-LSTM and the AFS. Additionally, when processing the depth data, it first tries to reconstruct

an estimate of the past depth-frame that is in sync with the RGB keyframe. The features from

this depth image are provided to a pointing model. Finally, a gesture-guided G-GARAN mod-

ule (instead of the L-GARAN used in the medium complexity pipeline) is used to output the

target object location via head H5. Across all pipelines, the RGB and audio sensor (capturing

verbal inputs) are always active (even though the low complexity branch does not utilize ver-

bal cues), with RealGIN-MH focusing principally on dynamic activation of the energy-hungry

depth sensor.
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6.4.1 Keyframe extraction and Shufflenet backbone

Empirical observation shows that the most informative segment (which we call the “keyframe”)

in a pointing gesture corresponds to one where the hand is momentarily stationary, steadily

indicating the target. Keyframe detection is done via a 4-layer CNN network with ReLU [77]

activation for intermediate layers and Softmax activation for the final layer. This model, trained

for 10 epochs using a balanced set of COSM2IC ground truth data, accepts an incoming RGB

frame as an input and outputs its probability of being a key frame (class 0=‘not key’, class

1=‘key’). During inferencing, an RGB frame is identified as a keyframe if class 1 probability

is ≥0.8; the Shufflenet visual backbone then extracts the visual features used by subsequent

processing blocks.

6.4.2 AFS and Language-guided Global Attentive Reasoning (L-GARAN)

We follow the same approach as explained in [129] for calculating AFS and L-GARAN fea-

tures. The visual backbone computes features at different feature scales. Let us assume that

these features are Fv1 ∈Rm1∗m1∗s1 , Fv2 ∈Rm2∗m2∗s2 , Fv3 ∈Rm3∗m3∗s3 . m1 >m2 >m3 refer to the

resolutions of feature maps and s1,s2 and s3 refers to the feature channels. Let language feature

embedding computed with an LSTM be ft . Then, AFS features are calculated as follows,

[β1,β2,β3] = FAFS( ft)

Fv = β1 ∗Fv1 +β2 ∗Fv2 +β3 ∗Fv3

(6.1)

β1,β2,β3 are determined from the ft language embedding.

L-GARAN is a multi-modal attention component that uses language features as a pivot to

compute a language attentional feature map FL−att that identifies important regions in the visual

feature map. This module is activated when w2 = 1, and takes the AFS features as an input.
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(a) DDPM architecture (b) Original im-
age

(c) DDPM out-
put

Figure 6.7: Delayed Depth backProp. Model (DDPM)

6.4.3 DDPM: Delayed Depth Backpropagation

RealGIN-MH employs on-demand triggering for the energy-hungry depth sensor: once this

module is activated, a trigger signal is sent to the depth camera to capture and stream N = 5

depth frames. After streaming, the depth sensor reverts to its low-power ’sleep’ mode. The

power overhead in ’sleep’ and ’streaming’ state is 1.5W and 2.5W, respectively. We experimen-

tally observed an activation delay of ∼400 msec across 3 different commercial depth sensors

(Leapmotion, Kinect DK and RealSense). This delay can cause the captured depth image frame

to be significantly delayed from the key RGB frame, thereby resulting in incorrect pointing res-

olution. Therefore, we have developed the DDPM model to regenerate, using the 5 delayed

depth frames captured on activation, the depth frame corresponding to the RGB keyframe. As

shown in figure 6.7(a), we use a Convolutional-LSTM Encoder and Decoder model to perform

this regeneration. Let Dt be the depth frame at the key frame, Dt ′ be the first depth frame after

the startup delay, D(t ′+1) - D(t ′+4) be the subsequent 4 depth frames and D
′
t be the regenerated

depth frame. Then, our encoder-decoder Conv-LSTM model is calculated as follows.

Fg =Conv−LST MEncoder({D(t ′+i)}
4
i=0)

D
′
t =Conv−LST MDecoder(Fg)

(6.2)

6.4.4 Gesture-guided Global Attentive Reasoning (G-GARAN)

The computation of this component is identical to L-GARAN except, instead of ft language

features, we use Fg (encoder output of DDPM) as a pivot. Intuitively, the model focuses greater
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visual attention in the vicinity of the pointed location.

6.4.5 CAS - Selection of output heads

As previously discussed, the instruction comprehension pipeline consists of multiple modules

that accept different modalities as inputs. The baseline RealG(2)IN-lite contains only one

output-head (corresponding to H5 in Fig 6.6) that utilizes all of these sensor inputs and modules

for every single input instruction. So as a first step in the CAS paradigm, we identify potential

exit-paths that constitute the branches of processing pipelines, each offering varying accuracy

and energy trade-offs. To determine the optimal branch points and compute heads, we propose

an iterative training approach.

In this iterative training approach, we initially introduce N = 6 compute heads into the RealG(2)IN-

Lite comprehension pipeline, as depicted in Figure 6.6. H1 – H5 represent various potential

exit points from different processing blocks of the RealG(2)IN-Lite model, utilizing different

sensor combinations. We also introduced a hybrid-branch H21, which concatenates the features

for H2 and H1 and thereby uses both audio and RGB camera sensor data streams. Note that the

context detector is disabled at this step. These compute heads are strategically selected to cover

different endpoints of the comprehension pipeline, and each head is associated with an energy

cost Ci. Here, Ci represents the sum of processing and sensing energy required for executing the

ith compute head. Subsequently, we iteratively train each compute head, following the forward

computation order for each batch of data samples from the training set. This training process

helps determine the IoU Ai = IoU(pred,gt), where Ai quantifies the intersection over union

(IoU) value between the predicted and ground truth bounding boxes. To select the optimal

K = 3 heads from the initial set of N heads, we follow the following principles:

1. We always choose the head with the highest Ai to limit the drop in accuracy resulting

from dynamic switching among different heads. Usually, this tends to be the head that

involves the most energy-intensive and high-fidelity sensing and processing.
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Table 6.1: Accuracy, cost and efficiency for various compute heads on COSM2IC dataset

H1 H2 H21 H3 H4 H5
Cost 0.3 0.3 0.5 0.5 0.5 10.9
Accuracy 0.67 0.01 0.7 0.73 0.74 0.78
Efficiency 2.23 0.03 1.40 1.46 1.48 0.07

2. We compute the Efficiency, Ei =
Ai
Ci

. The remaining K− 1 branches are then selected

based on the highest efficiencies, achieving a balance between accuracy and energy cost.

Usually, these are heads that can do the job far more efficiently than the most accurate

head, for a significant proportion of the inputs, but fail when encountered with compli-

cated inputs.

Table 6.1 provides the accuracy, cost and efficiency of each compute head. Heads that are

marked in bold are the chosen K heads. Based on the CAS principle, we first chose H5 which

yields the highest accuracy. We then chose H1 and H4 as the two highest-efficiency compute

heads.

6.4.6 CAS - Determining the timing of context detection and initial branch

Next, we explored how the choice of placing the context detector at the early exit-points of the

energy-efficient compute heads (H1 and H4) impacts RealGIN-MH performance.

As shown in table 6.2, the configuration ‘Context @ Shufflenet’ (RealGIN-MH) achieves the

highest accuracy, latency, and energy efficiency. This indicates that Shufflenet features are ef-

fective in making an accurate enough context determination, in-time. On the other hand, the

configuration ‘Context @ LSTM’, which relies solely on LSTM features from the audio data,

achieves significantly lower accuracy, primarily for task instances where pointing input is im-

portant. This is expected since it is very likely that the verbal instruction ends much later than

the corresponding pointing gesture, at which point it is too late to trigger the RGB and depth

sensor to capture the pointing hand. This suggests that even though the audio sensor consumes

the least energy, it is not suitable as a detector of task context. This example also illustrates

that the typical sensor triggering approach (relying on a low-energy sensor to determine the

PhD Thesis



6.4. RealGIN-MH: CAS-based Inferencing 112

Table 6.2: Performance variations with context detectors added at various branch points

Context
@

Accuracy
(%)

Latency
(ms)

Energy (mJ)
Processing Sensing Total

Shufflenet (H1) 76.46 130 710 130 840
LSTM (H2) 59.23 138 740 145 885

LSTM +
Shufflenet (H21) 75.29 145 775 145 920

AFS (H3) 74.19 147 800 140 940
L-GARAN (H4) 73.56 150 820 135 955

context to trigger the high-energy sensors) is not appropriate or our multi-modal instruction

comprehension task, which includes significant asynchronous input. The configuration ‘Con-

text @ LSTM+Shufflenet’, which combines language and visual features, offers a potentially

better feature representation for context determination. However, it comes at the cost of higher

overall latency and energy consumption, with a lower accuracy compared to ‘Context @ Shuf-

flenet’. This loss in performance can be attributed to the increased delay in the decision to

activate the depth camera, leading to higher pixel errors according to Figure 6.4(a). Thus, from

Table 6.2, we can decide that our initial committed processing branch would be H1, which uses

the RGB camera data.

6.4.7 RealGIN-MH - Multiple output heads

As depicted in figure 6.6, H2, H21 and H3 marked in purple are the redundant compute heads

based on CAS-based optimal head selection approach. Thus, we remove these redundant heads

and only activate H1, H4 and H5 for this step to subsequently train the context detector. Each

output head provides a bounding box of the target object via Feature Pyramid Network (FPN)

and regression. Let us assume, It as the key frame (RGB), L as the text instruction and G as

the depth frames captured after the sensor is triggered. Let Fout be the final feature maps for

bounding box regression. At runtime, we dynamically choose a specific compute head based

on the context estimated by our context detector module.

To predict the task context, we use the visual features generated by the Shufflenet backbone.

We further add a 2-layer CNN network followed by a single fully connected layer to compute
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the feature embedding necessary to predict the visual complexity. This feature embedding is

then sent to 3-neuron fully connected layer with Gumbell-Softmax activation function [47] to

compute the discrete task context triple:

w1,w2,w3 = G(F( fv)); where w1,w2,w3 ∈ {0,1} (6.3)

As depicted in equation 6.3, we compute w1,w2,w3 representing 3 distinct complexity levels,

and the corresponding branches. When w1 = 1 RealGIN-MH only uses a Shufflenet backbone

for comprehension; when w2 = 1, Shufflenet backbone for vision, Bi-LSTM for language and

AFS gets activated, while w3 = 1 implies the activation of all the modules (including the depth

camera and the DDPM module).

Once the context is determined, we then define two forward computations in training and in-

ference mode.

• Training Mode - In the training mode, to achieve differentiability during the back-

propagation stage, we compute all three branches (regardless of the computed values

w1,w2,w3) as:

FH1 = H1(It);FH4 = H4(FH1,L);FH5 = H5(FH4,G)

Fout = w1 ∗FH1 +w2 ∗FH4 +w3 ∗FH5

(6.4)

Furthermore, we modify the original loss function of RealG(2)In-Lite lorig as follows to

add the policy for selecting the optimal compute head:

loss = lorig +
1
N
∗

N

∑
i=0

(e1 ∗wi
1 + e2 ∗wi

2 + e3 ∗wi
3) (6.5)

Here, e1, e2 and e3 are the relative energy costs for respective branch point and N is

the batch size. Based on our energy profiling on Jetson TX2, we identified that the total

energy for H1 is 561 mJ, H4 is 775 mJ and H5 is 10,915 mJ (∼20x higher than H1). Thus

we choose, e1 = 561/(561+ 775+ 10915) = 0.046, e2 = 775/(561+ 775+ 10915) =

0.063 and e3 = 10915/(561+775+10915) = 0.89.
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• Inference Mode - In the inference mode, to achieve savings in latency we compute only

the relevant branch based on the task complexity.

i f w1 = 1−→ Fout = H1(It)

i f w2 = 1−→ Fout = H4(H1(It),L)

i f w3 = 1−→ Fout = H5(H4(H1(It),L),G)

(6.6)

6.5 Results

We now present the performance of RealGIN-MH, as well as the different baselines, using the

COSM2IC multi-modal instruction dataset. While the COSM2IC instructions were collected

using a Microsoft Hololens smart-glass, we experimentally found that the device currently

neither has the computational resources to support the baseline models, nor is it straightforward

to directly measure the energy consumed when toggling the depth sensor. Therefore, we used an

alternate hardware setup, where the models are executed on an NVIDIA Jetson TX2 device [8],

a pervasive device with greater programmability but resources in fact inferior to top-of-the-line

commercial smartphones. The TX2 interfaces with a RealSense L515 depth sensor that can be

easily toggled On/Off (via software commands), with power being measured accurately using

a Monsoon power monitor [3]. Jetson TX2 also runs a real-time speech-to-text model called

Picovoice cheetah [2] which converts the audio stream into text. We thus use an experimental

setup where the audio and RGB camera data, corresponding to COSM2IC’s environmental

setup and verbal instructions, are captured on the HoleLens and then streamed to the nearby

Jetson TX, where the depth sensor-augmented sensor data is processed by the RealGIN-MH

and comparator models.

6.5.1 Evaluation Metrics

Similar to COSM2IC, we assume that the comprehension task is successful if the mid-point of

the predicted bounding box lies within the ground-truth target object boundary. We measure
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the depth sensing energy separately, as the other sensors are always on and thus have a constant

energy consumption across all approaches. Since we observed that the L515 sensor consumes

1.5W of static power, we only measure the additional dynamic power consumed when the

sensor is triggered to stream depth frames. For a comparison of energy consumption (Tables

6.3 and 6.4), we use the average energy consumed over all the instructions in the COSM2IC

dataset–i.e., total energy consumed for the entire set of instructions, divided by the number of

instructions in the dataset.

6.5.2 RealGIN-MH Performance against other baselines

Table 6.3 summarizes the performance of RealGIN-MH against various other baselines. For

both RealG(2)In-Lite (end-to-end neural network approach) and COSM2IC (branch switching

approach), the depth sensor is assumed to be on always-on, thereby consuming ∼10,000mJ

energy/instruction. While COSM2IC optimizes the inferencing overhead, this translates to

only 5.5% savings in the total energy cost.

In contrast, our proposed CAS-based RealGIN-MH jointly reduces both processing energy by

∼22% (by often using cheaper DNN branches) and sensing energy by ∼98.4% with respect

to the RealG(2)In-Lite. In total, RealGIN-MH achieves ∼12.9x savings in total energy in

comparison to RealG(2)In-Lite while maintaining a similar latency and suffering < 2% loss in

task accuracy.

As a form of ablation study, we also evaluated another variant of RealGIN-MH, called RealGIN-

MH-noDDPM, which dispenses with keyframe reconstruction and directly uses the delayed

depth frame for pointing resolution. Due to the absence of this additional module, RealGIN-

MH-noDDPM incurs ∼10% lower latency and consumes ∼10% (80mJ) lower energy than

RealGIN-MH. However, the absence of DDPM degrades the task accuracy by an additional

∼2.5%.
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Table 6.3: RealGIN-MH performance against baselines

Model Acc. Lat. Energy (mJ)
(%) (ms) Processing Sensing Total

RealG(2)In-
Lite

78.51 155 853 10000 10853

COSM2IC 76.13 110 590 10000 10590
RealGIN-
MH-
noDDPM

73.97 115 630 135 745

RealGIN-
MH

76.46 130 710 130 840

Table 6.4: Perf. of RealGIN-
MH at various heads

Head Acc. Lat. Energy (mJ)
(%) (ms) Proc. Sens.

H1 68.51 102 561 0
H4 73.18 141 775 0
H5 78.20 165 915 10000
MH 76.46 130 710 130

(a) Startup Delay

(b) No. of DDPM frames

Figure 6.8: Average pixel error with DDPM

6.5.3 Branch-specific performance of RealGIN-MH

Table 6.4 provides the performance of RealGIN-MH, separately when all the instructions were

forced to pass through a particular head. We see that while H1 (RGB only) or H4 (RGB + Au-

dio) do not consume any depth-sensing energy, they both suffer from a significant degradation

in task accuracy. In comparison, solely using the branch H5 with always-on depth sensing re-

sults in a superior accuracy of 78.20% while consuming a higher sensing energy consumption

of 10000 mJ. RealGIN-MH dynamically chooses these branch points based on a complexity

assessment, executing heads H1, H4 and H5 for 25.75%, 23.16% and 51.08% of the total in-

structions, respectively. Consequently, RealGIN-MH achieves task accuracy (76.43%) which

is comparable to RealGIN-H5, but with a much lower average lower sensing energy of 130mJ.
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6.5.4 Pointing sensitivity analysis

In Figure 6.8, we plot and observe how the average pointing error (in pixel distance) increases

as the sensor activation delay increases. Thus, equipping future pervasive devices with faster

sensor triggering capabilities may enable more accurate pointing resolution and higher task

accuracy, and also obviate the need of the DDPM module for frame reconstruction. By varying

the number of frames (N) used as an input to the DDPM, we observe (Figure 6.8) that using

a larger number of frames results in a lower pointing error, but increases the sensing energy

overhead. We empirically chose N = 5 frames, as additional frames provide only a negligible

reduction in the pointing error.

Figure 6.7(b) and 6.7(c) visually illustrate (a) the ‘keyframe’ depth image–i.e., the depth im-

age that we would have ideally used if the sensor was always on, and (b) the depth image

regenerated using DDPM N = 5 frames. While the regeneration is not perfect, the pointing res-

olution is evidently adequate for the attention boosting performed by the G-GARAN module

in RealGIN-MH.

6.6 Generalizability of CAS

Our results have demonstrated how CAS achieves a significant reduction in both sensing and

processing for our canonical human instruction comprehension (target recognition) task. How-

ever, one may question whether CAS is generalizable to other tasks. For this, we consider two

additional examples: a) Multi-modal human activity recognition (HAR), and b) Multi-modal

image segmentation.

6.6.1 Multi-modal HAR

To illustrate CAS for human activity recognition, we leverage the 50Salads dataset proposed by

Stein et al. [92], designed for identifying complex gestures performed by different individuals
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Figure 6.9: Architecture: Activity-MH
pipeline

Figure 6.10: Architecture of PSTNet-
Thermal-MH

while preparing mixed salads. The dataset captures these interactions through 7 accelerometer

sensors attached to various kitchen objects, as well as an RGB and a depth camera positioned

overhead.

Following the CAS paradigm, we introduce Activity-MH, an on-device real-time model il-

lustrated in Figure 6.9, comprising three processing branches, namely accelerometer-based

(Accel-based, H0), Accel+RGB-based (H1), and Accel+RGB+Depth-based (H2) activity clas-

sification. Each processing head consists of a fully-connected layer with an output size of 10

(corresponding to the 10 class labels).

Table 6.5: Head-based efficiency on 50Salads dataset

Branch Cost Accuracy Efficiency
H0 0.018 0.46 2528.33
H1 1.45 0.57 39.5
H2 5.78 0.59 10.26

Through iterative training, we determined the accuracies and efficiencies of these heads, as

summarized in Table 6.5. Subsequently, we trained the dynamic triggering approach (Activity-

MH) using all three heads. Given the accelerometers have significantly lower power consump-

tion (compared to RGB and depth camera), we propose to estimate the task context using the

accelerometer-only pipeline H0. Table 6.6 presents the individual performance of H0, H1, H2

in the context of Activity-MH with the CAS paradigm. As illustrated, Activity-H2 outperforms

others in accuracy, albeit at the expense of a high overall energy consumption of 5780mJ. On

the other hand, Activity-H0 supports low-power activity recognition but suffers from reduced

accuracy. Notably, Activity-MH, with its adaptive sense-making, consumes 5.96x less overall
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Table 6.6: Activity-MH performance against baselines

Model Acc. Lat. Energy (mJ)
(%) (ms) Proc. Sens. Total

Activity-H0 45.51 10 18 0 18
Activity-H1 57.28 95 450 1000 1450
Activity-H2 59.29 155 780 5000 5780
Activity-MH 58.10 42 190 780 970

energy, operates 3.69x faster than Activity-H2, and incurs only a 1.10% accuracy loss.

6.6.2 Multi-modal Image Segmentation

We also applied CAS to a multi-modal segmentation task proposed in [89]. This model, called

PSTNet-Thermal, is a multi-modal DNN that takes an RGB image and a thermal image as

inputs and produces a segmentation output with 5 different classes.

Following the CAS principle, we added N = 3 heads to the PSTNet-Thermal, as illustrated in

Figure 6.10. Through iterative training, we determined the accuracies and efficiencies of these

heads, which are summarized in Table 6.7. Based on our first principles, we then selected H1

and H2 for our dynamic, multi-head model called PSTNet-Thermal-MH, which was trained

using the dynamic triggering approach.

Table 6.7: Head-based accuracy on PST900 dataset

Branch Cost Accuracy Efficiency
H0 0.03 0.46 15.33
H1 0.04 0.67 16.75
H2 0.23 0.69 3

PSTNet-Thermal-MH seeks to intelligently trigger the power-hungry thermal camera, which

consumes 2.5W as per its technical specs) using a context detector placed at the encoder as

shown in Figure 6.10. Table 6.8 plots the resulting accuracy and energy overheads, using

spec-based power values (thermal= 2.5W, RGB=0.5W), of PSTNet-Thermal-MH vs. alterna-

tive baselines. We observed that PSTNet-Thermal-MH activates the thermal camera only 36%

of the time, and achieves a 2x reduction in total energy consumption, compared to PSTNet-

Thermal, without any accuracy loss.
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Table 6.8: PSTNet-Therm-MH performance Vs baselines

Model Acc.
(mIoU)

Lat.
(ms)

Energy (mJ)
Proc. Sens. Total

PSTNet 0.6765 20 50 5 55
PSTNet-
Thermal 0.6837 45 121.50 123.75 245.25

PSTNet-
Therm-MH 0.6822 31 83.7 32.86 116.46

6.7 Discussion

CAS represents a significant advancement by addressing a key issue overlooked in COSM2IC,

namely considering sensing energy overhead and proposing a joint dynamic model optimiza-

tion to mitigate both processing and sensing energy overheads. With CAS achieving approxi-

mately a 12.6x reduction in overall energy overheads, we envision several future directions to

further enhance its performance.

• Hardware Triggering: Our RealGIN-MH implementation only utilized software-based

activation of the depth sensor. We observed a static power consumption of ∼1.5W even

when the depth sensor is presumably in a low-power standby state. Additional energy

savings can be realized by introducing a hardware switch and supporting much faster

(≤100 msecs) sensor activation. We believe that our CAS paradigm, enabled by such

fast on/off depth sensor switching, will be key to assuring energy efficiency for a suite

of emerging spatial computing applications (which require depth sensor input) and urge

hardware manufacturers to support this capability.

• Improving DDPM Energy Efficiency: Our current DDPM module, where a past depth

frame is estimated using only a series of other depth frames, currently consumes non-

trivial energy. For further energy optimization, it may be possible to perform depth image

synthesis, using approaches such as Wofk et al. [110], from the already-available RGB

frames sharing the same viewpoint. We could also consider stereo vision cameras (where

CAS is used to selectively invoke the second camera) to replace expensive depth sensors.
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6.7.1 Achieved Design Goals

Building on previous work that addressed all three design goals—multi-modal sense-making,

low-latency sense-making, and battery-powered sense-making—CAS aims to reduce the sens-

ing energy overhead resulting from the additional sensors, such as LiDAR, used for capturing

pointing gestures. While COSM2IC did not address the sensing energy overhead, evaluations

in this chapter have shown that sensing energy accounts for nearly 94% of the overall energy

consumption of the COSM2IC model. Therefore, extending the proposed dynamic model op-

timizations is crucial for increasing operating time when executing these models on a battery-

powered pervasive device.

Similar to previous chapters, RealGIN-MH and other baseline models achieved latencies well

below the desired 1 second, ensuring interactivity and responsiveness. Extending from this,

RealGIN-MH achieved a 12.93x reduction in overall energy overhead while maintaining task

accuracy within the desired range of ∼ 5% making a significant contribution to the design goal

of battery-powered sense-making.

6.8 Summary

In the previous chapter, we introduced a dynamic optimization approach termed COSM2IC

for Real-time and efficient (i.e., low energy overhead, high accuracy) comprehension of hu-

man instructions. While COSM2IC enables the multi-modal REC model to execute with ∼4x

reduction in processing energy overheads, it fails to consider the sensing energy overheads.

Thus, we have introduced the CAS paradigm that simultaneously reduces both the energy and

inferencing overheads for such complex inferencing tasks. Key to this approach is utilizing the

depth camera solely as an alternative sensor for capturing visual context and pointing gestures,

activating it only when necessary through an dynamic execution pipeline. In summary, we have

made the following key contributions with CAS framework.
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• CAS-Based, Multi-Branch Multi-modal Instruction Comprehension Model: We intro-

duce and develop the CAS paradigm, where the DNN-based model consists of multiple

branches (each with independent heads) of varying complexity, which can be executed se-

lectively. We then show how an efficiency metric, embodying accuracy vs. energy trade-

offs, can be used to judiciously identify one of the branches as the basis for early task

context estimation and subsequent branch switching. We exemplify CAS by adopting

and modifying RealG(2)In-Lite [107] to develop RealGIN-MH, a multi-branch model for

multi-modal target object acquisition. Given a set of three possible sensor combinations

(RGB camera alone, <RGB cam+audio> and <RGB cam+audio+depth>) RealGIN-

MH initially commits to a branch that uses RGB camera data alone, while its integrated

complexity detector uses features from the visual backbone to switch to other branches

if needed, triggering the energy-intensive depth camera only when warranted.

• Reconstruction of depth image keyframe: While triggered activation of the depth sensor

provides significant energy savings, we experimentally observe that its non-negligible

(380-420 msec) activation latency often implies that the sensor is activated after its in-

terval of relevance, when the user actually points to the target object, has elapsed. To

overcome the resulting 3-4% loss in comprehension accuracy, we utilize a lightweight

shallow neural network to regenerate the user’s unobserved pointing gesture, with a me-

dian error of only 36 pixels, using a stack of N =5 future depth frames.

• Demonstration of Performance Benefits: We implemented RealGIN-MH on a Nvidia

Jetson TX2 platform, integrating the pervasive device with a representative RGB cam-

era, microphone and Intel RealSense L515 LIDAR depth camera. We replay the sensor

data captured in the COSM2IC dataset (220 tasks over 64 distinct scenes of varying

scene and instructional complexity) and empirically show that RealGIN-MH can achieve

a ∼12.6x reduction in energy overheads, with comparable accuracy, compared to both

(a) RealG(2)In-Lite (a static optimized version of RealGIN suitable for Jetson devices)

and(b) COSM2IC, a baseline that optimizes inferencing but not sensing.
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• Demonstration of Generalizability: We demonstrate the generalizability of CAS using

two additional multi-modal task: (a) semantic segmentation of simultaneously acquired

RGB and thermal camera images, and (b) multi-modal recognition of cooking actions.

For segmentation, we apply CAS to develop a new multi-headed PSTNet-Thermal-MH

model, which activates the power-hungry thermal camera only 36% of the time, achiev-

ing > 50% energy savings over a baseline CNN-based embedded PSTNet-Thermal [89]

model. For cooking action recognition, we apply CAS to develop Activity-MH which

takes accelerometer sensor data and activates RGB camera only 16.67% and depth cam-

era only 12.21% of the time. This achieves 5.96x savings over a baseline multi-modal

activity recognition model.
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Part II

Video-based Human Instruction

Comprehension
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Chapter 7

Efficient Video Grounding with Dynamic

Frame Skipping

In the preceding chapters, we have extensively delved into the challenges of comprehending

multi-modal human instructions. Various approaches have been explored, employing diverse

sensing modalities and optimization techniques to achieve real-time and efficient comprehen-

sion of instructions. However, these methodologies have predominantly focused on utilizing a

single static image as the visual input.

Nevertheless, we contend that not every instruction comprehension scenario can be adequately

addressed by relying solely on a single static image, but a series of image frames or videos. Put

simply, instructions that cannot be fully comprehended through a single static image belong to

a more intricate category of human instructions. Our main goal is to investigate whether the

dynamic model optimizations we propose remain effective in handling these complex scenar-

ios. To demonstrate this, in this chapter we delve in to video-based instruction comprehension,

enhanced through dynamic model optimization technique to enable real-time and efficient in-

struction comprehension with videos.
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Figure 7.1: Example scenario for video-based human instruction comprehension

7.1 Introduction

To illustrate video-based comprehension, consider the scenario depicted in Figure 7.1. Here,

a worker instructs one robot to pick up a box after another robot completes unloading it. In

such instances, the grounding model needs to encompass not only spatial understanding but

also temporal comprehension to identify the precise time window for picking up the specified

box.

Moreover, the complexity of this instruction involves the worker pointing at the robot, shelf,

and the target object to be picked. Thus, such instructions cannot be adequately characterized

by a single image; instead, they necessitate the incorporation of video frames. To successfully

address these complex instructions, a grounding model capable of both spatial and temporal

understanding becomes essential.

In AI literature this task is termed as Spatio-Temporal Video Grounding (STVG). More con-

cretely, STVG is a compound task that combines both spatial and temporal grounding of a

natural language query to identify (a) the target object/region-of-interest and (b) the tempo-

ral segment where the target appears, in a given video. Thus the output of this multi-modal
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STVG task is often visualized as a spatio-temporal tube extracted from the video by identi-

fying the target object over several consecutive frames of the relevant video segment. Such a

grounding is fundamental for video understanding and STVG is significantly more challenging

than related tasks such as referring expression comprehension [129, 115, 32, 121] or tempo-

ral video grounding [16, 37] as STVG models need to be able to perform both temporal and

spatial reasoning over multiple video frames. Generally, grounding involves the use of cross-

modal attention mechanisms to fuse information from both language and video inputs. Since

STVG models require such cross-modal attention mechanisms to be repeated across several

frames of a video, they end up being computationally intensive. The STVG problem was in-

troduced by Zhang et al. [126] along with a supporting dataset called VidSTG. Prior to this

work, the problems of spatial grounding and temporal grounding were treated separately such

that the STVG task could be addressed by performing precise temporal grounding (identifying

the relevant video segment) followed by spatial grounding on the identified segment. This is

obviously inefficient and Zhang et al.,[126] showed that models such as STGRN [126] that

perform the compound task of STVG simultaneously provide significant performance benefits.

Today, transformer based models such as TubeDETR[114], STVGBert [93], STCAT [48] dom-

inate the performance charts in this challenging vision-language task. This is expected, given

the success of transformer based models [58, 95, 69, 94] in several vision-language tasks such

as image-text retrieval, caption generation etc.

Among the transformer based models, two-stage approaches (e.g., STGRN) that rely on pre-

generated object/tubelet proposals are less efficient compared to single-stage approaches (Tube-

DETR and STCAT) that parse the video only once through their pipeline. These two-stage

models exhibit higher computational complexity and latency for a similar accuracy compared

to single-stage approaches. Even in such single-stage models, the repeated use of transformer

based encoder-decoder pairs continues to incur high computational overhead. They also require

a large memory as they load the entire videos and execute the compute-heavy transformer en-

coders on every single frame to retain the resulting intermediate feature maps. The intermediate

attention-based features obtained from the decoder are used by prediction heads to generate the

following three outputs for every single video frame— (a) a bounding box, (b) a probability
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that this frame is the start-frame of a tube and (c) the probability that this frame is the end-frame

of a tube. Based on our evaluation of TubeDETR [114] and STCAT [48], processing latency

steadily increases with the video length (see Figure 8.5). It is thus crucial to reduce the com-

putational footprint of STVG models, especially for practical use-cases that (a) involve long

untrimmed videos (e.g., security footage or instructional videos), or (b) weave such grounding

into interactive applications (e.g., having service bots respond to human assistance requests).

We thus seek to develop models that can perform STVG with reduced runtime overhead and

latency. On a closer re-look at the state-of-the-art (SOTA) approaches, we first observed that

it is often sufficient to execute the STVG pipeline on a small set of candidate moments/frames

within a given video (e.g., when there is a scene change or when we see a frame that con-

tains relevant objects or gestures mentioned in the accompanying text). We can thus save

significant computation if we are able to identify such anchor moments (frames) efficiently,

track the relevant visual changes within the temporal vicinity of such frames and skip the ex-

ecution of the complex encoder-decoder blocks for the rest of the less-salient frames. We

effectively desire to perform an imprecise, light-weight temporal anchoring before executing

full-blown STVG models. This principle becomes the key to our proposed model for STVG,

GRefExSel (Grounding Referring Expressions via Anchor Frame Selection), where an early

estimator termed Adaptive Frame Selector (AFS) identifies whether a given frame is an anchor

frame, using the features extracted from the linguistic expression as well as from the neighbour-

ing frames within a time-window. The complex transformer encoder-decoder pipelines are then

executed exclusively only on such anchor frames, saving significant computational resources.

Apart from identifying the anchor frames, AFS also provides a feature representation (called

delta features) of the visual changes between the current frame and the last identified anchor

frame. These delta features can then be added to the decoder output (attention based features)

of the previous anchor frame to generate an approximation of the attention-based features for

each non-anchor frame.
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7.2 Baseline

We identified STCAT [48] and TubeDETR [114] as the current state-of-the-art STVG models.

Both of them use single-stage architectures with a) ROBERTa [66] model for language encod-

ing, b) ResNet-101 model as visual feature backbone, c) Transformer encoder for calculating

multi-modal video-text features, d) Transformer decoder for modelling temporal dependencies

and d) 2 prediction heads for calculating spatio-temporal bounding box tubes. Despite their

single-stage architecture, these networks are generally computationally intensive due to the

following reasons.

1. These approaches consist of an expensive visual backbone of ResNet-101 [43] model

and multiple transformer encoder decoder blocks for modelling multi-modal (video +

text) features as well as the temporal dependencies.

2. These networks demand all the frames of the input video (partially or fully) to pass

through a resource-intensive pipeline involving multiple transformer blocks. TubeDETR[114]

identified that this is very computationally intensive and used a fast-slow two stream ap-

proach in their encoder that samples the video uniformly such that only one out of every

k frames pass through the transformer encoder(slow multi-modal stream) to get the at-

tention based features. However, TubeDETR still demands all the frames to pass through

a complex RESNET backbone and a transformer decoder. On the other hand, STCAT,

which achieves a higher accuracy demands all of the frames to pass through its complete

pipeline including the encoder and decoder. Such computation, demands an average la-

tency of 30msec per image and memory of 1.7GB for TubeDETR and 48msec per image

and memory of 2.3GB STCAT on average for VidSTG dataset even on a server-grade

computer.

To overcome these limitations, we looked into suitable approaches for reducing the computa-

tional load involved in spatio-temporal video grounding. While approaches like model pruning

and skipping [104] have been studied for unimodal tasks, they are not easy to apply for net-

PhD Thesis



7.3. FrameSkip Approach 130

works used in multi-modal tasks such as STVG. In the prior chapters where we introduced

SoftSkip and COSM2IC, we have highlighted this problem and have come up with specialized

approaches for multi-modal tasks such as referring expression comprehension. Even so, such

optimization has not been attempted for transformer based architectures that are common in

STVG. However, we observed that the main computational load comes from the fact that all

the frames need to pass through the whole pipeline. With this in mind, we attempted to develop

our FrameSkip approach.

7.3 FrameSkip Approach

We now describe the FrameSkip approach proposed in this chapter. On a closer look at the

STVG datasets and models, we observed that it is unnecessary to execute the entire grounding

pipeline on all the frames. Instead, such execution can be limited to some key moments in the

video, such as important scene changes or appearance or disappearance of relevant objects or

actions. Hence, we will be able to reduce inference latency if we execute the compute-heavy

transformer encoder-decoder blocks only on frames associated with such anchor moments.

However, we need to consider two main challenges when adopting such an approach. First,

the identification of such anchor frames should be computationally inexpensive, while still uti-

lizing features from both visual and language inputs. Second, even if we can determine such

anchor moments (frames), we cannot simply ignore the rest of the frames as they also contain

significant spatiotemporal context. Specifically, the prediction heads of STVG models, that use

the output of the decoder, expect that every frame has been processed by the encoder-decoder

pair to model the cross-modal information as well as the spatiotemporal context. Hence, we

need to devise a way to approximate the decoder output for such non-anchor frames as well. To

achieve this we first need to obtain a feature representation of the visual differences between

a given frame and the last identified anchor frame. If we have such a differential feature rep-

resentation, intuitively, the encoder output of a non-anchor frame could be approximated by

adding this differential representation to the encoder output of the last identified anchor frame.
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Figure 7.2: Overall Architecture of GRefExSel

Figure 7.3: Overall Architecture of GRefExSel-lite
We next describe the AFS module that implements the ideas mentioned above.

7.3.1 Adaptive Frame Selector

As shown in Figure 7.4, AFS takes a series of video frames and language features as input. The

video frames are passed through a single residual block of the ResNet-101 [43] backbone of

TubeDETR. These features are converted to a 2-dimensional feature vector of size RT×D, using

a fully connected layer of output dimension of D = 256. To model the visual differences due

Figure 7.4: Adaptive Frame Selector Architecture
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to scene changes, we take the difference between feature vectors from adjacent frames. These

differences in feature vectors are then passed through a window-based local attention network

[18] (window size=10) to model the temporal dependencies in the local neighbourhood to ob-

tain Vt ∈RT×D. Each visual feature Vt is concatenated with the language features computed

using a ROBERTa model. Finally, AFS uses 2 separate inexpensive Multi-Layer Perceptron

(MLP) models with 3 layers and dropout for regularization (dropout probability=0.5). One of

these MLPs is used to predict whether a given frame is an anchor-frame or not. The other MLP

is used to obtain a feature representation of the visual differences between the current frame

with respect to the nearest anchor-frame. We call this output as the delta feature representation.

These delta features will then be used to interpolate the decoder output to obtain cross-modal

attention-based features for non-anchor frames, so that they can used by the prediction heads

of the STVG pipeline to predict the spatiotemporal tubes. The operation of the two MLPs can

be expressed as given below.

weights = Gumbell(MLP[Fl,Vt ]) where weights ∈RT×2

δHs = MLP[Fl,Vt ] where δHs ∈RT×D
(7.1)

In the above equation, Fl refers to the language features taken from the same text encoder in

TubeDETR, Vt refers to the visual features obtained after computing local attention for a video

of length T frames, while weights determine whether the respective frame is an anchor-frame

or a redundant-frame. We use Gumbell-Softmax activation function, which returns discrete

0 or 1 value for elements in weights. When weightsi[0] = 1 and weightsi[1] = 0, ith frame is

deemed to be a anchor-frame. When weightsi[0] = 0 and weightsi[1] = 1, ith frame is deemed

to be a redundant-frame. We also assume that the first frame of the video is always an anchor-

frame. The output of the second MLP, denoted by δHs , represents the delta features that were

described earlier.
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7.3.2 Loss Function

We propose a modification to the original loss function used in STVG models to reward the

model for skipping more frames. At the training stage, we define a frame-skip parameter which

is a hyper-parameter that determines the percentage of frames that are considered to be redun-

dant in the video. A value closer to 1 would encourage aggressive skipping behaviour, thereby

reducing computations. A value closer to 0 would encourage conservative skipping behaviour

resulting higher computational load. Let this frame-skip parameter be denoted as S and orig-

inal loss function of VG be LV G. We formulate the following reward loss in our FrameSkip

approach.

L = LV G +λdIoULdIoU(b̂,b)+
λw

N

N

∑
i=0
|weights[0]i− (1−S)|

where LdIoU(b̂,b) = (1−dIoU(b̂,b))

(7.2)

Let us assume that ts and te are the ground truth start and end times of the target object. Then,

b ∈ [0,1]4×(te−ts+1) and b̂ ∈ [0,1]4×(te−ts+1) denotes the ground truth and predicted bounding

box coordinates respectively for the duration where the target object appears. In addition to

the original STVG loss function, the second and third terms in the loss function act as our

reward function. The second term rewards the model for correct bounding box prediction using

Distance IoU metric [128]. The third term, which is a Mean Absolute Error term rewards the

model for skipping a desired fraction of frames as redundant frames. Since S refers to the

desired average fraction of frames to be skipped, 1−S refers to the desired average fraction of

anchor frames to be identified. λdIoU and λw are two hyper-parameters set for specifying the

relative weights for the respective loss terms. These hyper-parameters are set to 1.0 and 2.0

respectively in the training stage.

Figures 7.2 and 7.3 summarize the FrameSkip paradigm, applied to a typical encoder and de-

coder based STVG pipeline to propose the two models, GRefExSel and GRefExSel-lite, that
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we shall now describe. In particular, the central principle is to only send the anchor-frames

to the expensive encoder-decoder blocks and use a late interpolation approach (explained in

Equation 7.3) to obtain the corresponding feature representation for the redundant frames.

7.3.3 GRefExSel

We apply this FrameSkip framework to propose an optimized STVG model named GRefExSel.

Figure 7.2 illustrates the architecture of GRefExSel. GRefExSel comprises the following com-

ponents along with the AFS module explained earlier.

7.3.3.1 Language Encoder:

GRefExSel uses ROBERTa [66] as the language encoder. Last hidden state output of ROBERTa

is followed by a Linear layer to obtain Fl ∈RL×d language features where L is the word length

and d = 256 is the hidden dimension. These language features are obtained at the AFS stage

and reused here.

7.3.3.2 Visual and Multi-modal Encoder:

After the AFS step, we get a series of K key-frames, {It}K
t=1. These K frames are passed to the

ResNet101 [43] backbone to obtain Fv ∈RK×HW×d . H and W are the resolutions of the feature

maps from the ResNet backbone. Each { fv}M
i=1 is concatenated with Fl to obtain the multi-

modal feature representation, which is then passed to 2 transformer encoders with 6 layers

(similar to STCAT) comprising of the spatial interaction and temporal interaction layers. The

key idea in the spatial interaction layer is to model spatial relationships in individual frames of

the video, whereas the temporal interaction layer models the temporal dependencies across the

video.
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7.3.3.3 Multi-modal Decoder:

To model the temporal interactions among a set of video-text features, STCAT proposes a

query-guided decoding network with dual-decoder architecture. We adopt this dual-decoder

network as the multi-modal decoder which takes the output from the visual and multi-modal

encoder. Multi-modal decoder outputs a feature representation Hs ∈RK×d .

7.3.3.4 Redundant Frame Interpolation:

As mentioned earlier, we always assume that the first frame of a video to be an anchor-frame.

While an anchor frame is passed through the encoder-decoder pair to obtain attention based

features, the subsequent redundant frames by-pass the encoder-decoder pair. In order to obtain

the attention based features for such redundant frames, we adopt an interpolation based ap-

proach. First, to match the original sequence length of T video frames, we temporally replicate

Hs
i till the next (i+ 1)th anchor frame is found. We repeat this for i = 0 to i = K− 1 till we

match the same sequence length of T . Then, for each of the temporally replicated frame Hs, we

add (as shown in Equation 7.3) the corresponding delta features δHs calculated during the AFS

step to obtain Ĥs.

Ĥs = Hs +weights[1]∗δHs (7.3)

Intuitively, each of these interpolated frames approximates the attention based features of

the corresponding redundant frame by combining the attention based features of the previ-

ous anchor-frame with the delta features that represent the visual differences of the redundant

frame with respect to the anchor frame.

7.3.3.5 Prediction Heads:

We use two MLPs as prediction heads that take Ĥs as an input: (a) a 3-layer MLP for predicting

bounding box coordinates, b̂∈ [0,1]T×4 and (b) a 2-layer MLP for predicting start and end time
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probabilities T̂s ∈ [0,1]T and T̂e ∈ [0,1]T . During inference, the start and end times of the target

object t̂s and t̂e are computed by taking the maximum of joint start and end time probabilities

with invalid combinations masked out (i.e., t̂s ≥ t̂e)

GRefExSel is trained for a single epoch with the initial weights taken from trained STCAT

model and the loss function as explained in Equation 6.5, where LV G is replaced with the

original loss function of STCAT and frame-skip parameter S is set to 0.7.

7.3.4 GRefExSel-lite

The encoder and decoder structure used in GRefExSel (adopted from STCAT), was found to

be comparatively computationally intensive. To further reduce the computational load, we

propose an alternative model named GRefExSel-lite. In GRefExSel-lite, the AFS, language

encoder, RESNET visual backbone, redundant frame interpolation and prediction heads remain

identical to GRefExSel. Motivated from TubeDETR, we however adopt a single transformer

encoder for multi-modal features, and the space-time decoder as proposed in TubeDETR for

decoder network as shown in Figure 7.3. GRefExSel-lite is trained for a single epoch with the

initial weights taken from the trained TubeDETR model and the loss function is modified as

explained in Equation 6.5, where LV G is replaced with the original loss function of TubeDETR

and frame-skip parameter S is set to 0.7.

7.4 Results

We now experimentally evaluate GRefExSel and GRefExSel-lite vs. alternative state-of-the-art

VG models. In general, we follow the same evaluation methods utilized in prior work [114, 48].

In addition to the standard metrics, we will also consider latency, frames per second (FPS) and

memory consumption as additional performance metrics.

PhD Thesis



7.4. Results 137

7.4.1 Datasets and Evaluation Metrics

Datasets: To evaluate the performance of the models, we follow the previous works to use

VidSTG [126] and HC-STVG [97] as the benchmark datasets for STVG. Both datasets are an-

notated with spatio-temporal tubes with start, end frames and bounding boxes for each frame

corresponding to text queries. VidSTG consists of 99,943 sentence descriptions with 44,808

declarative sentences and 55,135 interrogative sentences describing 79 types of objects appear-

ing in 10,303 different videos. The dataset is divided into training, validation and test subsets

with 80,684, 8,956 and 10,303 distinct sentences respectively, and 5,436, 602 and 732 distinct

videos respectively. videos. HC-STVG is a human-centric STVG dataset with 5,660 videos

in multi-person scenes, each associated with one language expression that is related to human

attributes or actions. HC-STVG is divided into the training set and the testing set with 4,500

and 1,160 video-sentence pairs, respectively.

Evaluation Metrics: We follow [126] and use m vIoU , m tIoU and vIoU@R as accuracy

metrics. v IoU = 1
|Su|∑t∈Si IoU(b̂t ,bt), where Su and Si refers to the intersection and union

between the predicted tube and ground truth tube. IoU(b̂t ,bt) refers to the IoU score between

the predicted bounding box and target bounding box at the frame t. Thus, m vIoU refers to the

mean vIoU score across the dataset and vIoU@R refers to the percentage number of predictions

achieving a vIoU score of at least R. tIoU measures the temporal overlap between the predicted

and ground truth tubes and is defined as tIoU = |Si|
|Su| . m tIoU then refers to the mean tIoU across

the dataset. In addition, we measure the system-level metrics (memory and inference latency)

using a server with two Tesla T4 GPUs, each with a memory of 15GB.

7.4.2 Performance on Benchmark Datasets

Tables 7.1 and 7.2 summarize the performance of the proposed models against benchmark

STVG models on VidSTG and HC-STVG datasets respectively. From our experiments, we ob-

serve that the FrameSkip mechanism allows GRefExSel and GRefExSel-lite models to select

PhD Thesis



7.4. Results 138

Table 7.1: Performance comparisons of the state-of-the-art on the VidSTG test set (%)

Methods
Declarative Sentences Interrogative Sentences

m tIoU m vIoU vIoU@0.3 vIoU@0.5
% frames
skipped m tIoU m vIoU vIoU@0.3 vIoU@0.5

% frames
skipped

Factorized:
GroundeR [85]+ TALL [37] 9.78 11.04 4.09 0 9.32 11.39 3.24 0

STPR [113] + TALL [37] 34.63 10.40 12.38 4,27 0 33.73 9.98 11.74 4.36 0
WSSTG [28] + TALL [37] 11.36 14.63 5.91 0 10.65 13.90 5.32 0

GroundeR [85] + L-Net [25] 11.89 15.32 5.45 0 11.05 14.28 5.11 0
STPR [113] + L-Net [25] 40.86 12.93 16.27 5.68 0 39.79 11.94 14.73 5.27 0
WSSTG [28] + L-Net [25] 14.45 18.00 7.89 0 13.36 17.39 7.06 0

Two-Stage:
STGRN [126] 48.47 19.75 25.77 14.60 0 46.98 18.32 21.10 12.83 0
STGVT [97] 21.62 29.80 18.94 0 0
OMRN [125] 50.73 23.11 32.61 16.42 0 49.19 20.63 28.35 14.11 0
One-Stage:

STVGBert [93] 23.97 30.91 18.39 0 22.51 25.97 15.95 0
TubeDETR [114] 48.10 30.40 42.50 28.20 0 46.90 25.70 35.70 23.20 0

GRefExSel-lite (Ours) 47.50 29.10 41.10 27.34 66 45.76 24.23 34.23 22.11 67
STCAT [48] 50.82 33.14 46.20 32.58 0 49.67 28.22 39.24 26.63 0

GRefExSel (Ours) 49.19 32.36 45.05 31.57 64 49.02 27.27 38.51 25.77 61

just about 35% of the video frames as anchor frames, enabling the remaining frames to by-pass

the encoder-decoder blocks. However, this results in a minor drop in their accuracy when com-

pared to STCAT. The m vIoU of GRefExSel is just 0.55% shy of STCAT on the human-centric

HC-STVG dataset. On the more general VidSTG dataset, GRefExSel achieves an m vIoU

that is just about 0.95% short of STCAT for the interrogative sentences and about 0.78% short

of STCAT for the declarative sentences. Compared to the TubeDETR, GRefExSel is able to

achieve higher m vIoU on all the benchmark tasks and also achieve multi-fold improvement in

grounding speed. Overall, we believe that this drop in accuracy is tolerable since nearly 63% of

the frames are identified and selected to bypass the transformer encoder-decoders. We believe

that this will translate into a significant savings in latency, energy and memory requirements

when dealing with longer untrimmed videos in practical use-cases.

We then measured the average FPS and memory consumption of GRefExSel and GRefExSel-

lite and compared them against TubeDETR and STCAT models in Figures 7.5 and 7.7. We

found that GRefExSel runs 4.32x faster while consuming 24.78% less memory compared to

STCAT while GrefExSel-lite is 5.18 times faster than STCAT while consuming 43.04% less

memory. In Figure 7.6, we plot the latency of TubeDETR and STCAT against GRefExSel

models and observe that the latency of each of these models increases steadily with the number

of frames. However, the rate of increase of latency for GRefExSel and GRefExSel-lite is

significantly lower than that of TubeDETR and STCAT.
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Table 7.2: Performance comparisons of the state-of-the-art on the HC-STVG test set (%)

Methods m tIoU m vIoU
vIoU
@0.3

vIoU
@0.5

% frames
skipped

Two-Stage:
STVGT - 18.15 26.81 9.48 0

One-Stage:
STVGBert - 20.42 29.37 11.31 0
TubeDETR 43.70 32.40 49.80 23.50 0

GRefExSel-lite 43.12 31.95 49.01 22.78 65
STCAT 49.44 35.09 57.67 30.09 0

GRefExSel 48.89 34.23 56.19 29.26 63

Figure 7.6: Latency vs number of video frames
for GRefExSel and GRefExSel-lite against
other VG models

Figure 7.7: Comparison of memory consump-
tion of GRefExSel and GRefExSel-lite against
other VG models

Figure 7.5: Comparison of FPS of GRefExSel and GRefExSel-lite against other VG models
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Figure 7.8: Qualitative analysis of the functionality of AFS

7.4.3 Qualitative analysis of FrameSkip’s skipping approach

We then looked at some of the instructions in the dataset to understand how the AFS module

picks the anchor-frames and identified that it picks up anchor frames whenever (a) there are

significant changes in visual content compared to adjacent frames, (b) visual content partially

matching the words in the text and (c) target object appears in a frame.

Figure 7.8 shows one such example scenario taken from VidSTG dataset. This figure shows a

series of frames that are identified as anchor-frames along with the starting frame for the given

instruction. In the second frame, it appears that the scene has significantly changed, thus AFS

captures this as a anchor-frame. In third frame, we can identify that a ’baby’ appeared in the

scene which exists as a key-word in the textual instruction. Finally, we can identify the correct

target object appearing in the scene. Beyond this scene, we identified an increase in the number

of anchor-frames detected.

7.5 Discussion

The GRefExSel model is primarily tailored for addressing the vision and language-based STVG

task. However, as elucidated in our earlier chapters, natural human interaction extends beyond

just language and visual cues to encompass other modalities such as gaze and hand gestures.

Taking pointing gestures as an exemplar, a crucial assumption made during both COSM2IC and

CAS is that the user may only point to a single target object. Yet, in reality, a user may point

at multiple objects while issuing an instruction. Moreover, pointing gestures in such scenarios

may not span the entirety of the video but instead be temporally confined to specific segments.
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In these cases, an anchor frame could denote frames capturing the user steadily pointing at

an object, furnishing significant information for STVG. Our AFS module could leverage this

additional information to classify these frames as anchor frames.

Regarding gaze, a typical behaviour of a user issuing an instruction involves following the target

object through their gaze. Hence, minor variations in gaze patterns could serve as additional

delta features, akin to what was proposed in the GRefExSel approach. Integrating these insights

can enrich the capabilities of our model, enabling it to better interpret and respond to multi-

modal human interactions.

7.5.1 Achieved Design Goals

With GRefExSel, we aim to tackle more complex instructions that require videos for instruction

comprehension. Although the proposed model has not yet addressed multi-modal sense-making

to potentially include pointing gestures, we have introduced dynamic model optimization via

the FrameSkip paradigm to potentially achieve both the low-latency and battery powered sense-

making design goals.

It is important to note that the evaluations in this chapter are limited to a server-grade computer,

and the proposed models are yet to be tested on a pervasive device. Therefore, we have not

yet determined if GRefExSel can achieve the goal of low-latency sense-making within the

desired latency of less than 1 second. However, it is worth mentioning that GRefExSel runs

4.32 times faster than STCAT, which may translate to similar gains on a pervasive device in

terms of latency and processing energy. Such approximately 4x gains in processing energy are

significant, especially in battery-powered scenarios, considering that a typical smart glass or

robotic platform can only operate for around 2-3 hours on a single charge.
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7.6 Summary

In this chapter, we have showcased the viability of dynamic model optimization for under-

standing video-based instructions. These models are crucial because not all instruction com-

prehension scenarios can be effectively addressed by analyzing a single static image; rather,

they often necessitate the analysis of a sequence of image frames or videos. Models tailored

for this task, such as STVG models, tend to be more resource-intensive due to their requirement

to process a continuous stream of images and simultaneously execute spatial and temporal rea-

soning components. Thus, supporting low latency and low power execution of the traditional

STVG models on a pervasive device is a challenging problem. To support this, we investigate a

dynamic model optimization technique termed FrameSkip which dynamically chooses a set of

anchor frames, conditioned on the language instructions. Complex transformer encoders and

decoders are then executed over these selected anchor frames for gains in overall latency. In

summary, we make the following key contributions.

• Adaptive Frame Selector (AFS): We propose a lightweight mechanism that detects

STVG anchor-frames in a video using a windowed local sub-attention approach for en-

coding temporal dependencies along with the multi-modal features. By using the identi-

fied anchor-frames and the delta features, we demonstrate that we can avoid executing the

computationally expensive, transformer based encoder-decoder blocks for nearly 65% of

the frames, with negligible impact on the overall accuracy. We call this our key principle

of FrameSkip. Using a qualitative analysis, we also identify several key factors resulting

in a particular frame being classified as an anchor-frame.

• Modified loss function to reward frame skipping: We propose a modification to the

standard STVG loss function used in literature to reward the network for skipping video

frames. This parameter is tunable to select aggressive or conservative FrameSkip be-

haviour.

• GRefExSel model for STVG: We propose GRefExSel, an efficient STVG model that

performs grounding 4.4 - 5x faster (in terms of Frames Per Second) and consumes
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20% less memory while maintaining an accuracy that is just 0.55% short of STCAT on

the human-centric HC-STVG [97] dataset and 1% lower on the VidSTG dataset [126].

GRefExSel uses the FrameSkip paradigm to execute the encoder-decoder blocks exclu-

sively on selected anchor-frames to drastically reduce the latency and memory require-

ments. In contrast to the fast(visual)-slow (multi-modal) two-stream approach used by

TubeDETR [114], GRefExSel computes multi-modal delta features that are directly fed

to the prediction head of the STVG pipeline, completely by-passing the encoder-decoder

blocks for non-anchor frames. GRefExsel’s inference latency thus grows significantly

less rapidly with increasing video length than TubeDETR.
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Chapter 8

Exploiting Event Cameras for Efficient

Video Grounding

In the preceding chapter, we delved into the challenge of employing STVG models in the

context of comprehending video-based instructions. More specifically, we investigated the

FrameSkip paradigm, wherein a shallow DNN module known as Adaptive Frame Selector

(AFS) was introduced to identify a set of pivotal frames.

However, the evaluation of GRefExSel and GRefExSel-lite models was conducted on a server-

grade computer, focusing solely on their impact in reducing latency and memory requirements.

Therefore, in this chapter, our primary objective is to enable STVG on a pervasive device while

simultaneously reducing latency, processing, and sensing energy overheads.

To achieve this goal, we introduce a STVG system called NeuroViG (Neuromorphic Visual

Grounding). NeuroViG draws inspiration from the FrameSkip approach, which strategically

selects a set of anchor-frames to limit complex processing to these selected frames. The aim is

to reduce both latency and processing overhead. A key distinction of this approach compared

to GRefExSel is its utilization of an event camera [12], characterized by considerably lower

sensing overhead. This event camera serves as a trigger sensor, allowing for the judicious

activation of an RGB camera only when necessary. Consequently, this approach drastically
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reduces latency, processing, and sensing overhead associated with running STVG models, even

on resource-constrained devices.

8.1 Introduction

In chapter 7 we introduced the task of STVG and its applicability to understanding complex

human instructions which can only be characterized through a video stream instead of a single

static image frame. While GRefExSel and GRefExSel-lite models introduced in the previous

chapter significantly reduced the latency and memory requirements of running these complex

models, they are still not suitable for continuous execution on a resource-constrained pervasive

device. In addition to the processing overheads, which is extensively studied in the chapter

7, traditional STVG models require continuous input from an RGB camera. Such continuous

RGB sensing further increases the sensing energy overhead, and may often be unnecessary.

Thus, in addition to reducing the processing overhead, it is necessary to develop techniques

that can reduce the sensing overhead. To tackle this, we now explore the potential of employ-

ing an alternative low-power sensor, namely an event camera, to capture visual context. This

approach dynamically triggers computational components in STVG, facilitating low-power and

low-latency execution of complex video-based instruction understanding, even on pervasive de-

vices.

More concretely, in this chapter, we propose NeuroViG - a system that can support the on-

device execution of an STVG task on a pervasive device, with significantly lower processing

and sensing overheads. Our key insight is that it is often sufficient to execute the STVG pipeline

on a small set of candidate moments/frames within a given video (e.g., when we see a frame

that contains relevant objects or gestures mentioned in the accompanying text). Therefore, in

this approach, instead of continuously capturing images with the RGB camera, we use an event

camera such as the Dynamic Vision Sensor (DVS) [60] to trigger the RGB camera only when

required. In contrast to traditional RGB cameras which work at a fixed frame rate, event cam-

eras are associated with a dynamic frame rate dependent on the scene changes in the environ-
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ment. They also have several other advantages compared to traditional cameras: a) low latency

in the order of microseconds, and b) low power consumption (0.31W in comparison to 1.1W in

traditional cameras, based on our empirical evaluations with a Prophesee V2 event camera and

Kinect DK RGB camera). Despite these benefits, completely replacing the traditional camera

with an event camera is not feasible, since they may not capture static components of a scene

as well as a traditional camera. Furthermore, current computer vision pipelines are tailored for

sense-making using traditional RGB camera input and not an event-camera stream. Hence, we

opt for an opportunistic triggering based mechanism that harnesses the advantages of both an

event camera and the RGB-based SOTA models for STVG. In this approach, the RGB camera

helps capture static scene components and key moments in a video, whereas an event camera

provides a low power approximation of the redundant frames of the video as well as more

efficient identification of relevant dynamic changes in the video scene.

To facilitate the decision to trigger the RGB camera, we have developed a lightweight early

estimator called Adaptive Frame Selector (AFS). This estimator takes the event-camera stream

and the textual query as inputs to predict key moments, known as anchor-frames, within the

video. While similar to the AFS introduced in chapter 7, which utilized RGB frames and

language instructions for identifying anchor-frames, in this instance, we have modified the

AFS to employ a event-frame representation [73] of the event-camera stream and the language

instruction to identify anchor-frames. Upon detection of these anchor-frames, the RGB camera

is triggered.

Furthermore, we propose a lightweight STVG model, called NeuroViG, which combines AFS

with the transformer encoder-decoder architecture used by state-of-the-art models for STVG.

NeuroViG significantly reduces processing overheads by executing the complex transformer

encoder-decoder pipelines exclusively on the anchor frames predicted by AFS. For the non-

anchor frames, AFS provides a feature representation (referred to as delta features) of the visual

changes between the current frame and the last identified anchor frame. These delta features

can then be added to the encoder output (attention-based features) of the previous anchor frame

to generate an approximation of the attention-based features for each non-anchor frame.
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Figure 8.1: NeuroViG System Architecture

8.2 NeuroViG System

We now describe the NeuroViG system proposed in this work. We propose a hybrid sensing

system with an event camera and an intermittently triggered RGB camera. Our key idea is to

use the RGB sensing stream for some key moments in the video which we termed as anchor

frames similar to the chapter 7. These anchor frames may represent frames which either will not

be captured well through an event camera (static scenes which may generate few events) or the

appearance or disappearance of relevant objects or actions. By employing a similar approach

of Frame-Skipping as proposed in previous chapter, we further identified that such adaptive

sensing can be extended to the processing pipeline. Precisely, we limit the compute-heavy

transformer encoder-decoder blocks only on frames associated with such anchor moments.

While we could still use the same AFS proposed in chapter 7 to identify these anchor moments

with a lower latency, there is still an additional challenge to overcome: the event and traditional

RGB cameras have different data representations that must be reconciled within a unified DNN

model. Inherently, output from an event camera represents scene changes across frames. Thus,

we assume that the processing block from the event camera represents a differential feature

representation giving scene changes in respect to the previous frame and the last identified

anchor frame. A full blown STVG pipeline is only executed over the identified anchor frames

and the rest of the redundant frames are approximated with this computed delta representation.

For identifying these anchor frames and delta feature representations, we propose a modified

Adaptive Frame Selector (AFS) described later in detail.
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Figure 8.2: Overall architecture of STVG pipeline of NeuroViG system

Figure 8.3: Architecture of modified Adaptive Frame Selector

8.2.1 Event-based Adaptive Frame Selector

In Figure 8.3, AFS takes a series of event frames and language features as input. The raw

event output of the Prophesee V2 camera is described by a stream of x,y, p, t, where p ∈ 0,1

describes the polarity of the event in either the negative or positive direction. We convert

this stream-based event representation into a frame representation of shape [1×448×448] by

aggregating all the events received in a time frame of 33ms, resulting in a fixed 30 FPS input

to the AFS model. This frame representation is then passed through a ShuffleNet network

for visual encoding, resulting in a 2-dimensional feature vector of size RT×D, using a fully

connected layer with an output dimension of D = 256. This differs from the RGB-based AFS,

where the RGB frames were passed through the first layer of ResNeT before being reused in

the subsequent STVG pipeline. In the event-based AFS, we use a separate ShuffleNet to handle

the modality difference between event frames and RGB frames.
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These feature vectors are then passed through a window-based local attention network [18] with

a window size of 10 to model the temporal dependencies in the local neighborhood, resulting in

Vt ∈RT×D. Each visual feature Vt is concatenated with the language features computed using

a ROBERTa model. Finally, AFS utilizes two separate inexpensive Multi-Layer Perceptron

(MLP) models with 3 layers and dropout for regularization (dropout probability=0.5). One of

these MLPs predicts whether a given frame is an anchor-frame or not. The other MLP obtains

a feature representation of the visual differences between the current frame and the nearest

anchor-frame, referred to as the delta feature representation. These delta features are then used

to interpolate the encoder output to obtain cross-modal attention-based features for non-anchor

frames. These features can be used by the decoder and the prediction heads of the STVG

pipeline to predict spatiotemporal tubes. The operation of the two MLPs can be expressed as

follows:

weights = Gumbell(MLP[Fl,E
f

t ]) where weights ∈RT×2

δHs = MLP[Fl,E
f

t ] where δHs ∈RT×D
(8.1)

In the above equation, Fl refers to the language features taken from the same text encoder in

STCAT, E f
t refers to the visual features obtained after computing local attention for an event

stream in frame representation of length T frames, while weights determine whether the re-

spective frame is an anchor-frame or a redundant-frame. By following a similar approach as in

GRefExSel, we use Gumbell-Softmax activation function, which returns discrete 0 or 1 value

for elements in weights. When weightsi[0] = 1 and weightsi[1] = 0, ith event-frame is deemed

to be a anchor-frame, activating the RGB camera. When weightsi[0] = 0 and weightsi[1] = 1,

ith event-frame is deemed to be a redundant-frame, keeping the RGB camera off. We also as-

sume that the first frame of the video is always an anchor-frame (Thus, RGB camera is always

activated at the start once). The output of the second MLP, denoted by δHs , represents the delta

features that were described earlier.
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8.2.2 Loss Function

We follow the same loss function proposed in 7.2 for rewarding the model for skipping more

RGB frames. Similar to GRefExSel, frame-skip parameter S determines the percentage of RGB

frames that are considered to be redundant in the video. A value closer to 1 would encourage

aggressive skipping behaviour, thereby reducing computations and reducing sensing overhead.

A value closer to 0 would encourage conservative skipping behaviour resulting higher compu-

tational load and sensing overhead.

8.2.3 NeuroViG STVG pipeline

We propose an optimized STVG model within the NeuroViG system, as depicted in Figure 8.2.

The central principle of this model is to activate the traditional camera only for the anchor-

frames and send them through an expensive STVG pipeline. Meanwhile, input from an event

camera is utilized alongside a late interpolation approach (explained in Equation 7.3) to obtain

the corresponding feature representation for the redundant frames.

A key difference of this NeuroViG STVG pipeline compared to the GRefExSel model is the

additional event input to the pipeline, which is utilized by the event-based AFS for identifying

the anchor frames. Furthermore, in GRefExSel, we executed the frame interpolation after the

transformer decoder step. However, in this approach, primarily motivated by the modality

difference between events and RGB frames, we execute the frame interpolation before the

decoder.

In addition to these differences, we maintain the same computations as explained in section 7.3

of chapter 7.
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8.2.4 NeuroViG Prototype Implementation

Figure 8.1 shows our proposed system. We use Prophesee V2 [12] as the event camera and

Kinect DK [1] as our representational RGB camera and microphone. Both these devices are

connected to a Jetson Xavier AGX device [6], which executes both AFS and the rest of the

STVG pipeline. Both these devices are not supported officially for ARM-based devices. Thus,

for Prophesee V2, we use their open-sourced SDK, OpenEB instead of the official MetaVision

SDK. For the Kinect DK, we use a cross-compiled version of their SDK for the ARM-based de-

vices. AFS and the rest of the STVG pipeline is implemented using PyTorch. The microphone

of the Kinect DK remains continuously active, and we employ a real-time speech-to-text engine

[2], running on the AGX device, to convert speech into textual commands. The NeuroViG sys-

tem is initiated upon the user’s command, typically with the phrase ’start,’ and is subsequently

terminated upon receiving the user’s ’done’ command. This action triggers the activation of the

event camera. We assume the initial frame is always designated as an anchor-frame, leading

to the activation of the RGB camera for a single frame alongside the event camera. AFS then

takes the output from the event camera and textual query and send a trigger signal to the Kinect

DK camera once it anticipates an anchor moment in the video. Such intermittent triggering is

also associated with a startup delay of 120ms. However, current STVG pipelines are usually

executed at 5 FPS, thus we can safely assume that the startup delay of 120ms, is adequate to

operate at 5 FPS without missing frames.

8.3 Results

We proceed to experimentally evaluate NeuroViG against alternative state-of-the-art STVG

models. In general, we adhere to the same evaluation methods utilized in prior work [114, 48].

In addition to the standard metrics, we will also consider latency, frames per second (FPS),

sensing energy, processing, and memory consumption as additional performance metrics on a

Jetson AGX device.
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Similar to chapter 7, we utilize the VidSTG and HC-STVG benchmark datasets in our eval-

uations. However, all of the existing STVG datasets are traditionally video-based. To obtain

the event-based counterpart, we employ V2E simulator [46], which synthesizes realistic event

camera data from any real (or synthetic) conventional frame-based video. Consequently, we use

V2E to convert the existing videos in VidSTG and HC-STVG to event-based representations.

8.3.1 Characterizing NeuroViG Performance with Frame-Skip Parame-

ter

During the training process of our proposed AFS and NeuroViG , we introduced a reward loss

mechanism to incentivize the model to skip traditional RGB frames, aiming to reduce sensing

and processing overhead. In this study, we assess the performance of the NeuroViG system

while varying the frame-skip parameter. Our goal is to optimize the balance between accuracy

and energy efficiency.

Initial measurements indicated that the Prophesee V2 and Kinect DK cameras draw an average

power of 0.31W and 1.125W, respectively. It was evident that utilizing an event camera should

ideally reduce sensing power consumption by approximately 4 times.

To evaluate this, we first examined how accuracy of the NeuroViG model on the VidSTG dataset

fluctuates with different frame-skip parameters, as illustrated in Figure 8.4(a). Subsequently,

we assessed how the sensing energy per frame varies with the frame-skip parameter, as shown

in Figure 8.4(b). However, it’s important to note that sensing energy is just one component

contributing to the overall energy overhead of the NeuroViG system.

We also evaluated the processing energy overhead of the system for different values of the

frame-skip parameter, as presented in Figure 8.4(c). Our findings indicate that increasing the

frame-skip parameter reduces both sensing and processing energy overhead but comes at the

cost of lower accuracy. Conversely, setting the frame-skip parameter below 0.3 results in higher

sensing energy consumption compared to a baseline system using only a traditional RGB cam-
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(a) m vIoU vs frame-skip parameter (b) Sensing energy per frame vs frame-skip parameter

(c) Processing energy per frame vs frame-skip param-
eter

Figure 8.4: Variation of evaluation metrics of NeuroViG system vs frame-skip parameter

era.

Based on this comprehensive study, we opted to select a frame-skip parameter of 0.7. This

choice strikes a balance between energy efficiency and accuracy, aligning with our goal to

optimize the energy-accuracy trade-off.

8.3.2 Performance on Benchmark Datasets

Based on our previous study, we then set the frame-skip parameter as 0.7, to achieve a balance

between accuracy and energy trade-off. Tables 8.1 and 8.2 then summarize the performance of

the proposed NeuroViG models against benchmark STVG models on VidSTG and HC-STVG

datasets respectively. From our experiments, we observe that the AFS mechanism allows Neu-

roViG to select just about 35% of the video frames as anchor frames, enabling the remaining

frames to bypass the encoder-decoder blocks. However, this results in a minor drop in their ac-

curacy when compared to STCAT. The m vIoU of NeuroViG is just 1.08% shy of STCAT on the

human-centric HC-STVG dataset. On the more general VidSTG dataset, NeuroViG achieves an
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Table 8.1: Performance comparisons of the state-of-the-art on the VidSTG test set (%)

Methods
Declarative Sentences Interrogative Sentences

m tIoU m vIoU vIoU@0.3 vIoU@0.5
% frames
skipped m tIoU m vIoU vIoU@0.3 vIoU@0.5

% frames
skipped

Two-Stage:
STGVT [97] 21.62 29.80 18.94 0 - - - - 0
One-Stage:

STVGBert [93] 23.97 30.91 18.39 0 22.51 25.97 15.95 0
TubeDETR [114] 48.10 30.40 42.50 28.20 0 46.90 25.70 35.70 23.20 0

STCAT [48] 50.82 33.14 46.20 32.58 0 49.67 28.22 39.24 26.63 0
GRefExSel (Ours) 49.19 32.36 45.05 31.57 64 49.02 27.27 38.51 25.77 61
NeuroViG (Ours) 49.01 32.15 44.89 31.06 66 48.89 27.12 38.09 25.43 64

m vIoU that is just about 1.1% short of STCAT for the interrogative sentences and about 0.99%

short of STCAT for the declarative sentences. When compared to the TubeDETR, NeuroViG

is able to achieve higher m vIoU on all the benchmark tasks and also achieve multi-fold im-

provement in latency and energy (As shown in Table 8.3). Overall, we believe that this drop in

accuracy is tolerable in light of the fact that nearly 65% of the frames by-passed the RESNET

backbone, transformer encoder and were approximated with an event camera representation in-

stead of a conventional RGB input. We believe that this will translate into a significant savings

in latency, energy and memory requirements when dealing with longer untrimmed videos in

practical use-cases.

We then measured the average FPS, sensing and processing energy per frame on Jetson AGX

and compared them against STCAT and GRefExSel in table 8.3. We found that NeuroViG runs

3.82x faster, consumes 2.2x less sensing energy and 4.25x less processing energy than STCAT.

Overall, this results in NeuroViG being 4.08x energy efficient than the current state-of-the-art

STVG approach. Evidently, NeuroViG and GRefExSel have comparable accuracy, processing

energy and FPS , but NeuroViG runs with 2.2x less sensing energy than GRefExSel. This results

in a further ∼8.5% reduction in overall energy overhead compared to GRefExSel. Although

the overall energy gains when comparing GRefExSel and NeuroViG may seem marginal, we

believe that this 8.5% reduction could lead to a significant increase in usage time in a battery-

powered pervasive implementation of STVG. In Figure 8.5, we plot the latency of STCAT

against NeuroViG system and observe that the latency of each of these models increases steadily

with the number of frames. However, the rate of increase of latency for NeuroViG is signifi-

cantly lower than that of RGB-only natural language interface equipped with STCAT model.
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Table 8.2: Performance comparisons of the state-of-the-art on the HC-STVG test set (%)

Methods m tIoU m vIoU
vIoU
@0.3

vIoU
@0.5

% frames
skipped

Two-Stage:
STVGT - 18.15 26.81 9.48 0

One-Stage:
STVGBert - 20.42 29.37 11.31 0
TubeDETR 43.70 32.40 49.80 23.50 0

STCAT 49.44 35.09 57.67 30.09 0
GRefExSel 48.89 34.23 56.19 29.26 63
NeuroViG 48.65 34.01 56.12 28.91 65

Table 8.3: Accuracy vs FPS vs Energy trade-off for NeuroViG against other baseline STVG
systems

Model m vIoU FPS Energy per frame (J)
Sensing Processing Total

STCAT 30.54 2.2 0.22 4.59 4.81
GRefExSel 29.92 8.5 0.22 1.06 1.28
NeuroViG 29.63 8.4 0.10 1.08 1.18

Figure 8.5: Latency vs number of video frames for NeuroViG against STCAT
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8.3.3 Other variations of NeuroViG

We also considered a few additional variations of NeuroViG to evaluate the efficacy of our

hybrid sensing mechanism.

Random skipping: In this, instead of the weights predicting the anchor-frames, we randomly

picked 35% of the RGB frames from the video. Rest of the delta features from AFS remain the

same. We refer to this in table 8.4 as NeuroViG-Random

Event-only skipping: AFS takes both language and event data as input. This variation only

feeds event features to the AFS. Idea is to evaluate the performance when the AFS is only

capable of seeing scene changes, but not key-words found in language instructions. We refer

to this in table 8.4 as NeuroViG-Vision

Event-only STVG: Some may question the rationale behind employing a hybrid sensing

mechanism that incorporates two sensors (RGB and Event camera) for vision input, especially

when we could argue that an Event camera alone might suffice for STVG task.

Based on our observations, such a system would reduce the sensing overhead 4x. Thus, we

propose an event-based STVG (which does not utilize RGB frames at all) derived from STCAT.

In this variation, we simply replaced the RGB input with frame representation of the event

input. We refer to this as Event-STCAT.

Based on the table 8.4, it is evident that the performance of NeuroViG is significantly degraded

when selecting key-frames at random. This suggests that the careful selection of key-frames is

paramount to the performance of NeuroViG system. With NeuroViG-Vision, we seek to evaluate

whether just using visual feature on AFS is enough to identify key-frames. Just using visual

features limits the capability of AFS to make an early decision of when the target object appears

and only allows to perceive changes in scene. As shown in table 8.4, while the performance

degradation is not as dramatic as NeuroViG-Random, the drop in accuracy is still substantial

compared to NeuroViG . This demonstrate the importance of both language and visual features
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Table 8.4: Ablation study of NeuroViG
Methods m tIoU m vIoU vIoU@0.3 vIoU@0.5
NeuroViG 48.62 29.63 41.67 28.07

NeuroViG-Random 31.12 16.15 20.21 14.76
NeuroViG-Vision 40.14 22.98 33.54 21.12

STCAT-Event 34.17 19.76 28.16 17.19

in AFS to predict the key-frames in the video. With Event-STCAT, we seek to evaluate whether

the current STVG pipeline can be completely replaced with just using an event camera. While

such a system will reduce the sensing overhead by 4x, there is a significant degradation of

performance observed with such modification. This suggests that, while event cameras can

provide a good energy-aware approximation to traditional RGB cameras when applied to STVG

task, RGB/Event hybrid sensing system is paramount for accurate comprehension of STVG

instructions and queries.

8.4 Discussion

We introduced NeuroViG as a refinement to GRefExSel, building upon the concepts outlined in

the preceding chapter. Our primary objective was to leverage event-camera streams to identify

anchor moments, subsequently triggering the activation of the more power-intensive RGB cam-

era. Additionally, we outline the following strategies as potential future directions to enhance

the efficiency of STVG.

• Event-only STVG: One might argue that we could achieve greater savings in sensing

overhead by proposing an STVG model designed to work exclusively with an event

stream. In Table 8.4, we demonstrated that merely replacing the STCAT’s RGB input

with the frame representation of an event stream led to subpar accuracy. However, SNNs

are commonly used for processing event streams, and they have shown strong perfor-

mance in various vision-based tasks. Therefore, it is plausible to consider exploring a

dedicated STVG pipeline with SNNs in the future, which may lead to improved system

performance.
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• Gesture-enhanced STVG: Similar to GRefExSel, we anticipate that NeuroViG can

readily adapt to support the comprehension of human gestures, an integral aspect of nat-

ural human interactions. In such scenarios, event-based AFS can be tailored to capture

key frames of human gestures, providing significant data for the STVG pipeline.

8.4.1 Achieved Design Goals

In this chapter, we introduced NeuroViG, a refinement of GRefExSel from the previous chap-

ter. While neither NeuroViG nor GRefExSel has yet addressed the multi-modal sense-making

design goal, we specifically evaluated latency and energy performance on a pervasive device

for tackling more complex instruction requiring video data.

First, we evaluated the performance of GRefExSel and other STVG baseline models on a per-

vasive device. The results show that STCAT, GRefExSel, and NeuroViG have latencies of

454.55 ms, 117.65 ms, and 119.05 ms per frame, respectively. Considering that existing work

uses videos sampled at 5FPS for STVG, this means that STCAT, GRefExSel, and NeuroViG

can handle videos of length 0.44 seconds, 1.70 seconds, and 1.68 seconds, respectively, within

the desired 1-second comprehension latency. Thus, even with dynamic model optimizations,

the current approach is insufficient for continuous applications because these models utilize

transformer-based architectures that require the entire video sequence as input. As a result,

actual STVG comprehension can only occur after capturing the whole video sequence. To ad-

dress this limitation, we plan to extend these models to support long untrimmed videos and

streaming videos, allowing comprehension to happen simultaneously as the video data is cap-

tured. This extension will further enhance interactivity and help achieve the goal of low-latency

sense-making.

Regarding battery-powered sense-making, GRefExSel and NeuroViG have improved total en-

ergy consumption by 3.75x and 4.07x, respectively, compared to STCAT. This translates to

similar improvements in operating times for executing these models on pervasive devices, given

the computationally demanding nature of these models.
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8.5 Summary

In the previous chapter, we delved into GRefExSel, a dynamic model optimization approach

for Spatio-Temporal Video Grounding (STVG) tasks. While the FrameSkip approach enabled

GRefExSel to achieve significant reductions in latency, the evaluations were primarily con-

ducted on a server-grade computer. Therefore, in this chapter, we advance our exploration

with NeuroViG , an enhanced version of GRefExSel designed to operate efficiently even on

pervasive devices.

Our primary strategy involves leveraging an event camera as an alternative sensor for capturing

visual context and as a trigger sensor. This enables us to achieve low latency and low energy

overheads, even on pervasive devices, facilitating more sophisticated video-based instruction

understanding. We introduce further optimizations to the GRefExSel model to propose the

NeuroViG system, leveraging an event camera to intelligently trigger the more power-hungry

traditional RGB camera. To the best of our knowledge, NeuroViG represents the first system to

harness the capabilities of a neuromorphic event camera for efficient STVG.

In summary, we make the following key contributions.

• NeuroViG – an efficient system for STVG in a pervasive setting: We believe that

NeuroViG is the first system to execute the STVG task on a pervasive device (Jetson

AGX device), running at 8.2 FPS while consuming a total energy of 1.18J per frame.

This is ∼ 3.82x faster and 4.08x energy efficient than the state-of-the-art STCAT model

that uses only an RGB Camera. Our system thus demonstrates the benefits of using an

event camera for opportunistically triggering an a traditional RGB camera to perform

complex tasks such as STVG on pervasive devices. Notably, NeuroViG maintains an

accuracy that is just 0.81% short of STCAT on the human-centric HC-STVG [97] dataset

and 0.43% lower on the VidSTG dataset [126].

• Event camera based Adaptive Frame Selector: For NeuroViG, we have developed a

novel Adaptive Frame Selector that combines the event camera data with features from

PhD Thesis



8.5. Summary 160

the natural language instruction to identify ‘anchor-frames’. These anchor-frames denote

critical moments within the video that are pivotal for accurately grounding the natural

language instruction. Our modified loss function for the AFS enables us to choose be-

tween various levels of aggressive or conservative frame-skipping behaviour in the STVG

model to exploit the trade-off between accuracy and overall energy consumption (sensing

+ processing).
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Chapter 9

Conclusion and Future Directions

In this chapter, I conclude this dissertation by summarizing the main contributions and outlining

some of the possible extended use cases of the proposed technologies and key future directions.

9.1 Summary of Contributions

In this dissertation, I showcase the integration of Referring Expression Comprehension (REC)

models to support instruction understanding in Human-AI interactive tasks. To achieve this,

we focus on the object acquisition task as a prime example and propose REC models that are

multi-modal, real-time, and energy efficient.

A significant portion of the proposed approaches human instruction understanding in this thesis

revolves around the concept of dynamic model optimization which is motivated by the funda-

mental premise that natural human instructions are associated with comprehension tasks of

varying complexity. Here, our proposed methods fundamentally first perform quick and inex-

pensive estimation of the task context/complexity through a shallow DNN to dynamically route

the execution pathway, thereby achieving improvements in latency and energy overheads when

executing these models, even on pervasive devices.
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9.1.1 M2Gestic

In chapter 3, I introduced the M2Gestic system designed to comprehend object acquisition

task instructions through a combination of language and pointing gestures. While we were

yet to employ any dynamic model optimizations in this chapter, our primary evaluation of

M2Gestic aimed to assess the effectiveness of pointing gestures, particularly in ambiguous

environments where high object clutter or insufficient verbal instructions could hinder accurate

comprehension of the target object. To this end, we made the following key contributions.

• Developing a Multi-modal Target Selection Algorithm: We introduce M2Gestic (pro-

nounced ’majestic’), a technique based on knowledge graphs for understanding instruc-

tions. M2Gestic incorporates: (a) a neural approach (RNN-based) to generate machine-

understandable commands from natural language, (b) a vision-based clustering mecha-

nism to represent spatial relationships, and (c) a fusion mechanism to rank object suit-

ability based on spatial alignment with pointing locations.

• Demonstrating the Effectiveness of M2Gestic-based Comprehension, with and without

Pointing: Using a standard dataset, we first show that text-only instructions achieve

61.12% accuracy in target selection, compared to 73.64% for humans. Then, through

lab and crowd-sourced studies, we illustrate how incorporating pointing gestures en-

hances comprehension accuracy. Pointing from close distances improves human ac-

curacy to 77.5%, with a slight decrease as distance increases. For AI/robotic agents

using M2Gestic, comprehension accuracy improves from 61.12% to 74.75% when the

instructor is close to the objects. We also demonstrate how a distance-weighted variant

of M2Gestic ensures robustness, maintaining performance even at larger distances.

9.1.2 SoftSkip

SoftSkip introduced in chapter 4 was our first effort on incorporating dynamic model optimiza-

tions for language and vision based REC models. To showcase the practicality of dynamic
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model optimizations for REC tasks and to enable low latency and low power execution on per-

vasive devices, we introduced a SoftSkip mechanism. This led to the development of a novel

REC model called LGMDP. This approach targets to jointly reduce both latency and process-

ing energy with merely 1% loss in accuracy. Key to this approach is to use language features

as a pivot to dynamically choose the relevant computational blocks in the REC pipeline. In

summary we made the following key contributions.

• We present LGMDP, a novel run-time DNN optimization approach tailored for multi-

modal tasks like REC. LGMDP stands out as the pioneering model employing textual

features to streamline computations in visual processing and subsequent multi-modal

fusion stages. It introduces SoftSkip, a novel concept preserving features across vari-

ous visual scales by rapidly approximating computational blocks rather than completely

eliminating them.

• LGMDP is implemented alongside several competitive state-of-the-art (SOTA) alterna-

tives. Through evaluation on three benchmark datasets (ReferIt, RefCOCO, and Cops-

Ref), LGMDP demonstrates superior accuracy-latency tradeoff compared to alternatives.

Despite a mere 0.5% drop (from 65.3% to 64.6%) in comprehension accuracy compared

to the non-optimized RealGIN baseline, LGMDP achieves over 33% reduction in pro-

cessing latency on an NVIDIA Jetson TX2 device. Notably, LGMDP achieves 65.37%

accuracy at 220 ms latency, surpassing the best performing SOTA uni-modal pruning

alternative (58.31% accuracy at similar latency). Moreover, Section 4.3.2 delves into

LGMDP’s multi-scale SoftSkip mechanism leveraging appropriate textual cues.

• Additionally, we showcase how LGMDP’s SoftSkip-based approach synergizes with

standard static pruning for ultra-lightweight, real-time REC execution on the Jetson TX2.

While experiencing an 18% accuracy reduction compared to RealGIN baseline, the com-

bined model achieves a remarkable 2.75x reduction in latency and 7x reduction in mem-

ory overhead. This outperforms static pruning alone, which incurs a 17% accuracy loss

with 2.2x and 7x reduction in latency and memory, respectively.
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9.1.3 COSM2IC

Following the motivation of SoftSkip, our aim in chapter 5 was to integrate dynamic model

optimizations into language+vision+pointing gesture-based REC models. To achieve this goal,

we introduced the COSM2IC model, which intelligently switches among multiple available

models, each tailored to different levels of complexity across various modalities. We made the

following key contributions in this work.

• Multi-modal ego-centric instruction dataset: Our curated dataset comprises a vast col-

lection of multi-modal referring instructions, focusing on tabletop scenarios from a first-

person perspective captured through a head-mounted camera. We meticulously arrange

tabletop objects to introduce varying levels of ambiguity and multi-modal nuances. No-

tably, alongside other inputs, we include depth images primarily to capture pointing ges-

tures.

• Improved and diverse multi-modal comprehension models: In support of COSM2IC’s

dynamic model-switching paradigm, we develop a range of multi-modal models incor-

porating verbal, visual, and gestural elements with varying complexities. Enhancing the

RealGIN model, we replace its visual backbone with a ShuffleNet-based pipeline and ex-

tend attention modules to accommodate depth-image-based gesture input. The resulting

RealG(2)IN-Lite model exhibits approximately 2x improvement in processing latency

and consumes 7x less memory, with only a marginal 3% accuracy loss. To address com-

prehension in resource-constrained scenarios, we further devise two lightweight variants

of RealGIN-based models.

• COSM2IC paradigm for efficient multi-modal REC: We introduce COSM2IC, a novel

model-switching paradigm designed to slash instruction processing latency by three-

fold compared to RealGIN, while maintaining a target object identification accuracy of

76.13%, with only a slight 5.53% deviation from RealGIN. This efficiency is achieved

through a lightweight neural network-based model for Task Complexity Optimization

Procedure (TCOP), utilizing a blend of visual and language embedding features to clas-
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sify task complexity levels and select an appropriate multi-modal inference model for ex-

ecution. Notably, COSM2IC surpasses previous complexity-reduction methods, offering

approximately 12-16% higher comprehension accuracy under equivalent computational

complexity.

9.1.4 CAS

While COSM2IC demonstrated remarkable improvements in processing energy overheads and

latency, making it directly applicable to interactive human-AI collaborative tasks, it required

a LiDAR camera to capture pointing gestures. However, this additional modality significantly

increased sensing energy overheads. To address this limitation, in chapter 6, we introduced a

novel sensor triggering technique coupled with a dynamic model optimization, termed CAS for

multi-modal REC. Key to this approach is to utilize depth camera exclusively as an alternative

sensor for capturing visual context. It is triggered only when necessary through the dynamic

execution pipeline proposed in this approach. We made the following key contributions.

• CAS-Based, Multi-Branch Multi-modal Instruction Comprehension Model: Introducing

the CAS paradigm, our DNN-based model comprises multiple branches, each with in-

dependent heads of varying complexity, selectively executable. We propose an ”effi-

ciency” metric, balancing accuracy and energy tradeoffs, to identify a branch for early

task context estimation and subsequent branch switching. Demonstrating CAS with

RealGIN-MH, a modified version of RealG(2)In-Lite, we initially commit to a branch

using RGB camera data alone. The integrated complexity detector triggers the energy-

intensive depth camera only when necessary, achieving energy savings of approximately

12 times compared to COSM2IC.

• Reconstruction of Depth Image Keyframe: Despite significant energy savings from trig-

gered depth sensor activation, the startup-delay often leads to a 3-4% loss in comprehen-

sion accuracy. For this, we employ a lightweight neural network to regenerate the user’s
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unobserved pointing gesture, utilizing future depth frames. We show a median error of

only 36 pixels, effectively resolving the true pointing location.

• Demonstration of Performance Benefits: Implementing RealGIN-MH on a Nvidia Jetson

TX2 platform, equipped with an RGB camera, microphone, and Intel RealSense L515

LIDAR depth camera, we replay sensor data from the COSM2IC dataset. RealGIN-MH

achieves a significant reduction in energy overheads, approximately 12.6 times lower,

while maintaining comparable accuracy compared to both RealG(2)In-Lite and COSM2IC.

9.1.5 GRefExSel

We then shifted our focus to understanding video-based instructions which represent a more in-

tricate subset of human instructions not fully graspable through a single static image. Address-

ing this task necessitates the utilization of Spatio-Temporal Video Grounding (STVG) models.

However, these models pose significant resource demands, particularly when deployed on per-

vasive devices. They require processing a sequence of image frames and executing spatial and

temporal reasoning components within a single execution pipeline. Therefore, we contended

that the proposed dynamic model optimizations are crucial for enabling these models to operate

with low latency and minimal energy overheads. In GRefExSel, as proposed in Chapter 7, our

primary approach to dynamic model optimization is a concept termed FrameSkip. Here, we

identify a set of key moments in the video, termed anchor frames, which are predicted through

a shallow DNN module called the Adaptive Frame Selector (AFS). We made the following key

contributions in this work.

• Adaptive Frame Selector (AFS): We introduce a lightweight mechanism, AFS, which

employs a windowed local sub-attention approach to detect STVG anchor-frames in a

video. By leveraging multi-modal features and delta features, we demonstrate the abil-

ity to bypass computationally expensive transformer-based encoder-decoder blocks for

approximately 65% of frames, with minimal impact on overall accuracy. This principle,

termed FrameSkip, optimizes processing latency without compromising accuracy. Addi-

PhD Thesis



9.1. Summary of Contributions 167

tionally, through qualitative analysis, we identify key factors influencing the classification

of a frame as an anchor-frame.

• Modified Loss Function to Reward Frame Skipping: We propose a modification to the

standard STVG loss function to incentivize the network to skip video frames. This ad-

justable parameter allows for fine-tuning the FrameSkip behavior, enabling either aggres-

sive or conservative frame skipping strategies.

• GRefExSel Model for STVG: Presenting GRefExSel, an efficient STVG model, achiev-

ing approximately 4.4 - 5 times faster processing speed (in Frames Per Second) and con-

suming roughly 20% less memory compared to STCAT on the HC-STVG and VidSTG

datasets. Despite a slight accuracy reduction of only 0.55% on HC-STVG and ∼1%

on VidSTG compared to STCAT, GRefExSel incorporates the FrameSkip paradigm to

execute encoder-decoder blocks exclusively on selected anchor-frames. This strategy

significantly reduces latency and memory requirements. Unlike the two-stream approach

of TubeDETR, which exhibits fast(visual)-slow(multi-modal) processing, GRefExSel di-

rectly computes multi-modal delta features for non-anchor frames, bypassing the encoder-

decoder blocks altogether. As a result, GRefExSel’s inference latency scales more favourably

with increasing video length compared to STCAT and TubeDETR.

9.1.6 NeuroViG

In chapter 8, we introduce enhancements to GRefExSel by integrating a neuromorphic event

camera, aiming to jointly reduce latency, processing, and sensing energy overheads. Our spe-

cific approach involved leveraging a low-power event camera as an alternative sensor for cap-

turing visual context. We dynamically triggered the RGB camera only when necessary and

utilized features computed from the event camera to interpolate features for frames where the

RGB camera remained inactive. This optimized Spatio-Temporal Video Grounding (STVG)

model, termed NeuroViG , represents the initial endeavour to enable STVG on a pervasive de-

vice and also the first proposal of an RGB+Event-based model for STVG tasks. We make the
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following key contributions with NeuroViG system.

• NeuroViG - An Efficient System for STVG in a Pervasive Setting: NeuroViG marks a

significant advancement as the first system to execute the STVG task on a pervasive de-

vice, specifically the Jetson AGX, achieving a processing rate of 8.2 FPS with a total

energy consumption of 1.18J per frame. Compared to the state-of-the-art STCAT model

utilizing only an RGB camera, NeuroViG demonstrates approximately 3.82 times faster

processing speed and 4.08 times greater energy efficiency. This underscores the advan-

tages of leveraging an event camera to opportunistically trigger a traditional RGB camera

for complex tasks like STVG on pervasive devices. Notably, NeuroViG maintains a high

accuracy level, trailing STCAT by just 0.81% on the HC-STVG dataset and 0.43% on the

VidSTG dataset.

• Event Camera-based Adaptive Frame Selector: For NeuroViG , we introduce a ground-

breaking Adaptive Frame Selector that integrates event camera data with natural language

instruction features to identify ”anchor-frames.” These frames represent crucial moments

within the video essential for accurately grounding the natural language instruction. Our

modified loss function for AFS enables flexible adjustment between aggressive and con-

servative frame-skipping behaviors in the STVG model, effectively managing the trade-

off between accuracy and overall energy consumption (sensing + processing).

9.2 Future Directions

In this dissertation, we propose a range of solutions aimed at facilitating multi-modal sense-

making in Human-AI interaction tasks. The majority of the solutions outlined here center

around REC models optimized through dynamic model optimizations. Therefore, our primary

principle for facilitating optimized sense-making is to embrace dynamic model optimizations.

With a similar rationale, I will now outline some future directions and early explorations in this

domain.
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9.2.1 Dynamic model optimizations on Vision Language Models (VLM)

Since the release of GPT3.5 and GPT4 by OpenAI [5], a plethora of open-source implemen-

tations of VLMs [64, 102, 132] has surfaced. These models have demonstrated superior per-

formance, sparking discussion on their potential applicability to understanding object acquisi-

tion task instructions. However, it’s essential to note that VLMs are built upon transformers,

which inherently demand significant computational resources. In our exploration, detailed in

chapters 7 and 8, we investigate the application of dynamic model optimization techniques on

transformer-based models, introducing GRefExSel and NeuroViG. While we confirm the fea-

sibility of dynamic model optimization in transformer-based models, the pervasive deployment

of such models remains challenging due to their larger parameter size. Table 9.1 illustrates the

instruction comprehension accuracy of CogVLM [102], a prominent open-source VLM, on the

COSM2IC dataset relative to the number of parameters. It’s important to note that we utilized a

pre-trained CogVLM model for testing on the COSM2IC dataset, while the COSM2IC model

itself has been specifically trained on the COSM2IC dataset. Consequently, CogVLM exhibits

a relatively subpar performance of 47.2% compared to COSM2IC’s 76.1%. Despite the poten-

tial benefits of fine-tuning CogVLM on the COSM2IC dataset to improve accuracy, deploying

this model on pervasive devices poses a significant challenge due to its 345x higher parame-

ter count (17.64 billion parameters in CogVLM compared to just 51.26 million parameters in

COSM2IC) compared to off-the-shelf optimized REC models like COSM2IC.

Current efforts to deploy VLMs on pervasive devices primarily rely on model quantization [31]

techniques. This involves reducing the number of bits used to store each weight parameter, typi-

cally from 32 bits to 16, 8, or even 4 bits, thereby mitigating memory overhead to accommodate

resource-constrained devices. Several VLMs have been statically optimized for execution on

mobile devices [30, 11], albeit often at the expense of reduced accuracy. As part of our prelim-

inary investigation, we evaluated the feasibility of deploying a quantized Llava model [64] on

a Jetson AGX NX device. Table 9.2 presents a timing analysis of this quantized Llava model

on the Jetson AGX NX device. From the analysis, it’s evident that generating a single token,

even with a quantized VLM, requires a total time of 2.95 seconds. If this VLM is employed
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Table 9.1: Accuracy vs number of parameters of CogVLM and COSM2IC

Model Accuracy (%) No. of Params
COSM2IC 76.1 51.26M
CogVLM 47.2 17.64B

Table 9.2: Timing analysis of a quantized Llava model on a Jetson NX

Module in Llava Avg. latency (sec)
Vision + language encoder 1.74
Decoder (Latency
reported per generated token) 1.21

for REC tasks, which involve generating 4 tokens for bounding box coordinates, the average

time taken would be 1.74+4∗1.21 = 6.58 seconds. In contrast, COSM2IC accomplishes the

same task within 105msec yielding a ∼63x faster inference. In Human-AI collaborative tasks,

where interactivity and low latency are crucial, such prolonged inference times are far from

ideal. Thus, while static model optimization or quantization may offer a viable approach for

mobile deployment in future, an alternative research direction could involve exploring dynamic

model optimization, akin to the methodologies proposed in this dissertation, to further enhance

the performance of these VLMs on such devices.

9.2.2 Supporting long, untrimmed streaming videos for STVG

In our endeavor to enhance video-based instruction understanding, we proposed optimizing

existing STVG models with dynamic model optimizations. While our proposed techniques,

GRefExSel and NeuroViG , showcased in chapters 7 and 8, notably reduced the inference la-

tency per video frame, they, along with existing STVG models, require the entire video as input.

In cases where video lengths are relatively short, such as in benchmark datasets like VidSTG

and HC-STVG, which present trimmed videos of approximately 40 seconds, this requirement

poses no significant challenge. However, in real-world scenarios, video instructions often tend

to be lengthy, untrimmed and often acquired continuously from a camera. Consequently, load-

ing such long videos into the GPU memory of a pervasive device to run a transformer-based

model would inevitably lead to memory overflow issues. Table 9.3 illustrates the memory over-
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Table 9.3: Maximum number of frames supported by state-of-the-art STVG models on Jetson
AGX without memory overflow

Model Max. frames
STCAT 260
GRefExSel 390

flow issue, demonstrating that the Jetson AGX device encounters overflow beyond 260 frames

for STCAT. Although GRefExSel extends this limit to 390 frames, we may encounter much

longer videos in real-world applications. Moreover, considering that the video is continuously

acquired from a source, the STVG task necessitates execution without knowledge of future

frames and in a continuous streaming fashion.

To address this challenge, Gan et al. [36] introduced the concept of Temporal Video Grounding

in Streaming Videos (TSGSV), pioneering a streaming grounding model. Central to their ap-

proach is a TwinNet architecture for grounding without future frames, coupled with a language

query conditioned feature compressor that continuously compresses historical frames. How-

ever, their focus has been primarily on temporal grounding, leaving Spatio-Temporal Ground-

ing in Streaming Videos (STGSV) in a single-stage model architecture as an open challenge.

Additionally, while they have demonstrated that their proposed model can achieve grounding

without future frames, the videos in benchmark datasets used are still significantly shorter than

(less than 5mins) those anticipated in real-world scenarios.

As a potential future direction to address these limitations, we plan to investigate a windowed

transformer model designed for Spatio-Temporal Video Grounding (STVG). This model would

take a buffer of incoming video frames as input at each time step. However, implementing

such a windowed inferencing approach would necessitate a memory element to store anchor

moments in the streaming video, conditioned on the language query. In this context, we could

leverage our proposed AFS mechanism to identify anchor moments in the video and generate

the memory representation based on these frames. This approach could enable more efficient

and accurate processing of streaming videos for STVG tasks.
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9.2.3 Accommodating additional modalities like gaze and gestures in STVG

In our exploration of natural human interaction, we acknowledge that communication extends

beyond language and visual cues to encompass modalities such as gaze and hand gestures, as

discussed in Section 1.2. While our study has delved into incorporating pointing gestures into

REC tasks in chapters 3, 5, and 6, these have primarily focused on static pointing gestures

captured through a single key-frame image. Additionally, we operated under the assumption

that users only point at a single target object. Consequently, these simpler static pointing ges-

tures align well with the capabilities of image-based REC models analyzed throughout this

dissertation.

However, considering more complex pointing gestures as an example, instructions may not

span the entire video but rather be temporally limited. Moreover, users may point at multi-

ple objects during the instruction, necessitating adaptations to STVG models to comprehend

such gestures. In this context, anchor frames could refer to frames capturing the user steadily

pointing at objects, offering valuable information for visual grounding. Our AFS module could

leverage this additional information to classify these frames as anchor frames, enhancing per-

formance.

Beyond pointing gestures, dynamic hand gestures present another facet of human interaction

that cannot be adequately captured through a single static image, underscoring the importance

of STVG in accommodating such gestures. Regarding gaze, users typically follow the target

object with their gaze while issuing instructions. Thus, minor variations in gaze patterns could

be integrated as an additional delta feature, akin to the approach proposed in the GRefExSel

method.
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