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Implementation and Evaluation of AI-based Citizen 

Question-Answer Recommender (ACQAR) to Enhance 

Citizen Service Delivery in Singapore Public Sector: A 

Case Study 

 
Alvina LEE 

 

Abstract 
 

Government agencies prioritize citizen service delivery to foster trust with the public. 

Technological advancements, particularly in Artificial Intelligence (AI), hold promise 

for improving service provision and aligning government operations with citizens' 

needs. Yet the inherent inflexibility of Service Level Agreements (SLAs) often 

overlooks the nuances of human emotions and the varied nature of citizen inquiries, 

exacerbated by a lack of tools to guide appropriate responses. This dissertation aims to 

address the gaps of overlook of human emotions and non-support for appropriate 

responses, by exploring the following questions: (1) Can a predictive model 

incorporating both numeric and textual data effectively forecast SLAs? (2) How does 

emotion analysis impact the predictive model's efficacy? (3) Does integrating a 

question-answer recommender, augmented with ChatGPT, improve citizen satisfaction 

and the efficiency of customer service officers? 

 

To investigate these questions, a final pilot system known as AI Based Citizen Question-

Answer Recommender (ACQAR) was developed, employing techniques such as Latent 

Dirichlet Allocation (LDA), Logistic Regression, use of Empath Library, and ChatGPT.  

 

This dissertation further dive into the AI Based Citizen Question-Answer Recommender 

(ACQAR) system's implementation within a Singaporean government agency to 

enhance service delivery. ACQAR attempts to generate contextually aware responses for 
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customer service officers. The study aims to optimize government-citizen interactions in 

the digital age, where citizens expect efficient, personalized, and empathetic services. 

The findings of this pilot system shed light on the potential of the AI-based Citizen 

Question-Answer Recommender (ACQAR) in improving the efficiency of Citizen 

Service Officers (CSOs) in government agencies. The pilot trial revealed a notable 

decrease in average resolution time for CSOs after the implementation of ACQAR, 

suggesting enhanced responsiveness in addressing citizen inquiries. Additionally, the 

post-service survey data indicated an improvement in citizen satisfaction, particularly in 

the understanding of concerns and the overall experience. 

 

The study's contributions lie in its novel approach to bridging the gap between SLAs and 

human emotions in citizen inquiries, shedding light on the potential of AI integration in 

government service delivery to deliver not only prompt responses, but also appropriate 

replies. It further offers insights into the practical challenges and implications of AI 

adoption, proposing strategies for smoother integration and risk mitigation within 

government agencies. 

 

It is to note that the content of this dissertation is organised with the identification of 

gaps via the literature review in Chapter 2. This chapter examines AI's evolution in 

service delivery, emphasizing its potential to transform government services. Research 

gaps such as traditional use of SLA was unable to detect human emotions in citizen 

inquiries and guide appropriate responses, lack of AI readiness framework and AI 

Explainability (XAI) for government agencies were identified. 

 

Chapter 3 presents the case study background. Chapter 4 depicts the first version of the 

pilot system built which was known as Empath X SLA predictor. Findings showed that 

the inclusion of human-centric indicators to represent human emotions in the prediction 
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of SLAs does not affect accuracy, in fact it introduces texture to such traditional 

indicator of citizen delivery standards. Chapter 5 shares about the second version of the 

pilot system built which was known as Citizen Question Answer System (CQAS). While 

the accuracy of this second pilot system was not optimal, it sheds light on areas of 

improvement for such a system, leading to the eventual successful build of ACQAR in 

Chapter 6.  

 

Chapter 6 outlines ACQAR's design and implementation, including integration details 

and pilot implementation within the Singaporean government agency. Findings revealed 

that the pilot system does shorten the time taken by a customer service officer to respond 

to the citizens’ inquiries, while improving citizen satisfaction rates. However, the 

implementation also revealed that a framework to improve explainable AI (XAI) is 

required.  

 

Considering the challenges in AI adoption highlighted previously, Chapter 7 assesses a 

government agency’s readiness for AI adoption and proposes a framework for smoother 

integration and risk mitigation for government agencies. This framework was 

implemented within the case study and with that, suggested countermeasures were 

shared.  

 

The dissertation concludes with a summary of findings, contributions, limitations, and 

recommendations for future research and practice. The research done in this dissertation 

will contribute to understanding AI's role in public administration, offering insights into 

practical implementation and challenges associated with AI adoption in the public 

sector. 
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Chapter 1  
 

1. Introduction 

The landscape of citizen service is undergoing a paradigm shift, driven by the relentless 

march of technological advancements [2]. Amidst all these, Citizen service delivery 

must still be prompt and appropriate to ensure efficient governance, meet citizens' needs 

effectively, and uphold public trust [199]. Further, unprecedented data collection 

capabilities have opened new avenues for research, prompting a re-evaluation of 

traditional boundaries in this critical domain to overcome the problem of prompt and 

appropriate citizen service delivery [103]. One traditional boundary that had always 

been of consideration will be the use of Service Level Agreements (SLAs). What exactly 

is SLAs?  A Service Level Agreement (SLA) is a formal contract or agreement between 

a service provider and a customer (in the context of the government agencies, this will 

refer to citizen) that outlines the specific level of service expected, including quality, 

availability, responsibilities, and metrics for measuring performance. As shared by 

Comuzzi et al., SLAs are commonly used in various industries, including Information 

Technology, telecommunications, and customer service, to ensure that services meet 

agreed-upon standards and to establish accountability between the parties involved [22]. 

For example, in Singapore, if a citizen sent an email to inquire about a particular 

government initiative, the SLA would be within 3 working days from the date of receipt 

of the inquiry [145]. 

 

While Service Level Agreements (SLAs) have long served as the cornerstone for 

measuring service quality, their limitations are becoming increasingly evident [22]. 

Citizen service no longer focuses on promptness of service delivery, but as well as 
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appropriateness of the service provided by the government agencies. Hence there is a 

need to explore alternative approaches that leverage the power of Artificial Intelligence 

(AI) to address these limitations and usher in a new era of citizen-centric service 

delivery. 

 

1.1.  The Urgency of Rethinking Citizen Service 

While Service Level Agreements (SLAs) play a crucial role in shaping citizen-

government interactions, they often fall short of expectations for various reasons such as 

predominantly focus on end-to-end duration and frequency of failed service requests 

without considering the nature of the request or inquiry [1][2][108]. These shortcomings 

not only lead to dissatisfaction and eroded trust but also hinder government agencies' 

ability to effectively serve their constituents. Moreover, literature review in Chapter 2 

revealed that the inherent inflexibility of SLAs fails to account for the complexities of 

human emotions and the diverse nature of citizen inquiries. The first research gap of 

failure to account for human emotions is meant to be addressed by our first pilot system, 

the Empath X SLA predictor. A key innovation of this system lies in its departure from 

traditional approaches to SLA computation, which rely solely on structured, numerical 

data. Instead, it incorporates the dimension of human sentiment, thereby ensuring that 

citizen delivery is not only timely but also sensitive to emotional nuances. This will be 

further discussed in Chapter 4.  

 

1.2.  The Rise of AI in Citizen Service 

As defined by Stone (2018), AI aims to imbue machines with intelligence, mimicking 

human responses with minimal intervention [3]. This rapid progression, fuelled by the 

proliferation of data and advancements in computing power, has led to groundbreaking 
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applications across diverse sectors. From AlphaGo's strategic acumen to IBM Watson's 

cognitive prowess, AI has convincingly rivalled or surpassed human capabilities in areas 

previously deemed exclusive to human cognition [4][5][6]. Consequently, there has been 

a widespread adoption of AI technologies, evident in the recommendation engines of 

Amazon and Netflix, Samsung's inventory management systems, and DBS's queue 

management solutions [7][8]. These applications not only enhance customer experiences 

but also yield cost savings. Governments worldwide are recognizing the transformative 

potential of AI, with the Singapore Government's digital blueprint serving as a notable 

example [9]. 

 

Amidst the burgeoning influence of AI in citizen service, the focus has extended beyond 

Service Level Agreements (SLAs) to encompass question-answer systems that aim to 

expedite information retrieval based on citizens' attributes. Chapter 2 highlights the other 

research gap whereby SLA can be used to nudge promptness of replies by the service 

provider, it does not guarantee the appropriateness of replies. The development of the 

pilot system, Citizen Question-Answer System (CQAS) in Chapter 5 is directed towards 

closing this research gap by targeting the appropriateness of responses provided by 

Customer Service Officers (CSOs) to citizens. Serving as an AI enabler, CQAS assists 

in recommending answers tailored to citizens' inquiries for CSOs' reference. This aims 

to ensure that citizen service delivery is executed proficiently, thereby enhancing the 

government agency's public image. Further elaboration on this aspect will be provided in 

Chapter 5. 

 

1.3.  ACQAR: A Pilot System for Enhanced Citizen Service 

Incorporating insights from prior pilot systems that integrated lexicon libraries like 

Empath in SLA prediction [10][11][12] or utilize Question-Answer models, the final 
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pilot system, AI-Based Citizen Question-Answer Recommender System (ACQAR) 

merges the Empath X SLA predictor with a refined Citizen Question Answer System 

(CQAS) into a cohesive interface. This system is considered AI-based because of the 

inclusion of advanced AI technology like ChatGPT. It harnesses the capabilities of 

advanced large language models, specifically ChatGPT, to craft personalized and precise 

responses tailored to each citizen's query, considering predicted human sentiment 

categories and expected service timelines. Because the Question-Answer recommender 

model within the system is built using the citizens’ case data from the case study, the 

term “Citizen Question Answer Recommender” was used.  

 

Notably, ACQAR adopts a human-in-the-loop approach, ensuring that customer service 

officers (CSOs) retain decision-making authority in response delivery, thereby 

upholding transparency and accountability while harnessing the potential of AI. The 

purpose of ACQAR is to support customer service officers to reply promptly and 

appropriately to citizens when inquiries are sent in. This final pilot system represents the 

culmination of these efforts and will undergo trials at the selected Singapore government 

agency's customer service centre. Chapter 6 will delve into the methodology and results 

of these trials, while Chapter 3 will provide background on the selected case study. 

 

1.4.  Challenges and Opportunities of AI in Government 

The adoption of AI in government operations presents both exciting possibilities and 

significant challenges. Possibilities included the improvement of operational efficiency 

using AI chatbot and using data to deliver personalised services or responses [146][147]. 

Yet these are not without challenges that generally branches into the domain of 

accountability and transparency, in the midst of citizens’ concerns about their data 

privacy and security [148][149][150]. To navigate these challenges and leverage AI 
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effectively, agencies require a robust tool to assess their AI readiness before 

implementation. Critical questions as follows must be asked: 

1. How can we assess a government agency's readiness to adopt AI-enabled citizen 

service technologies? 

2. What corrective measures can be implemented if an agency is not yet ready for AI 

adoption? 

 

These questions hold immense value for governments worldwide as they grapple with 

the budgetary and return-on-investment challenges associated with AI implementation. 

Chapter 7 provides answers to the above questions and proposes a framework for AI 

readiness assessment while outlining corrective measures. Such a framework aims to 

empower governments to make informed decisions about leveraging AI to deliver 

citizen-centric services that meet the expectations of their constituents. 

 

1.5.  Need for Explainable AI (XAI) 

The adoption of AI in government operations necessitates careful consideration of 

potential challenges such as data opacity, misinformation, and occasional errors. Several 

researchers such as Hutson, Lipton etc., have highlighted the challenges associated with 

data opacity and misinformation in AI systems [151][152][153]. Data opacity refers to 

the lack of transparency regarding the source, quality, and biases present in the data used 

to train AI models [151]. Misinformation can arise when AI algorithms make decisions 

based on incomplete or biased data, leading to inaccurate predictions or 

recommendations [153]. Due to these challenges, the concept of explainable AI (XAI) 

appears. XAI refers to the capability of artificial intelligence systems to provide 

explanations for their decisions or outputs, particularly in situations where transparency 

and understanding are crucial [86]. 
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To mitigate these concerns as per the definition of XAI and align with core public 

administration values, this dissertation proposes strategies like prompt engineering and 

interpretability tools like SHAP (SHapley Additive exPlanations) and LIME (Local 

Interpretable Model-agnostic Explanations) to enhance the explainability of AI models 

within the unique context of government operations [13][14]. SHAP and LIME provide 

post-hoc explanations for AI predictions, allowing users to understand the factors 

driving a particular decision or outcome [154][155]. By ensuring transparency and 

understanding, we can harness the power of AI responsibly and ethically to deliver 

exceptional citizen service experiences. 

 

To illustrate the flow of the entire dissertation content, Figure 1 below depicts the 

progression of ideas and discussions across the chapters. 

 

Figure 1 Dissertation Flow 

 

This dissertation delves deeper into these themes via the adaptation of design research 

guidelines that Hevner et al. (2004) and Bloom et. Al (2004) had advocated in 2004 
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[198][200]. As per Table 1, we started off with problem relevance in Chapter 1 and with 

design as an artefact and research rigor, Chapter 4 to Chapter 6 explore the potential of 

various AI-powered citizen service solutions like Empath X SLA, CQAR and ACQAR 

while addressing the critical questions of readiness and responsible implementation. As 

part of design evaluation, we further evaluate the ACQAR by actual implementation in a 

real-life government agency that is discussed in Chapter 3. Ultimately, we aim to 

contribute to a future where AI serves as a valuable tool for enhancing citizen 

engagement, trust, and satisfaction with government services. The research outcomes of 

these chapters were respectively presented and published at various research conferences 

under the themes of applied AI and digital government as depicted in Publications 

Section of this dissertation.  

Table 1 Design Science Guidelines 

Guidelines Description [200] Used in this study 

Design as an artifact Design science research must 

produce a viable artifact in the form 

of a construct, a model, a method, 

or an instantiation 

The design artefact in this 

dissertation is the creation of a final 

pilot system, ACQAR (Chapter 6) 

and proposed AI readiness 

framework (Chapter 7) to support 

the research problem and questions 

stated.  

Problem relevance Design science research focuses on 

developing technology-based 

solutions to important and relevant 

business problems. 

We focused on creating pilot 

systems to resolve the research 

problem of the challenges faced by 

government agencies to deliver 

citizen services in a prompt and 

appropriate manner as indicated in 

Chapter 1.  

Design evaluation One must rigorously demonstrate 

the utility, quality, and efficacy of a 

We evaluated the final pilot system, 

ACQAR and proposed AI readiness 

framework by deploying it to trials 
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design artifact via a well-executed 

evaluation method. 

in the selected case study depicted 

in (Chapter 3).   

Research contributions Effective design science research 

must provide clear and verifiable 

contributions in the areas of the 

design artifact, design foundations, 

and/or design methodologies. 

We applied the well established 

TOE frameworks, as well as prior 

predictive algorithms into our own 

research outputs to form a final 

product, ACQAR that had been 

used by the selected case study and 

the agency is moving forward with 

such AI-enabled system.  

Research rigor Design science research relies on  

applying rigorous methods in both  

constructing and evaluating the 

design artifact. 

We evaluated a total of 4 predictive 

algorithms and 2 natural language 

process models respectively in 

Chapter 4 and 5.  

Communication of research One must present design science  

research effectively both to 

technology-oriented and 

management-oriented audiences. 

We published at 6 different applied 

AI and digital government related 

conferences to discuss the pilot 

systems built and frameworks 

proposed.  
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Chapter 2 

2. Literature Review 

In the pursuit of enhancing citizen service delivery, it is imperative to comprehensively 

review and understand various components shaping the landscape of modern 

governance. From SLA research to the implementation of advanced AI technologies and 

finally to AI readiness and explainability, each facet contributes to the intricate tapestry 

of citizen-government interactions. Therefore, in the following sections, we embark on a 

journey through literature, exploring past research that underpins each facet. By 

examining the research that has been done thus far, we aim to glean insights that not 

only inform how we build the various pilot systems, but also inform strategic decision-

making and foster innovation in how government agencies could improve their citizen 

service delivery. 

 

2.1. Peering into the SLA research 

In citizen service delivery, integrating data and analytics into a singular unit to drive 

service enhancement is a critical area that governments are looking into. This is 

especially true when better service delivery is key to establishing trust between citizens 

and government [11][16][17]. SLA monitoring is a sub-set of this field, where research 

is done to enhance the SLA process, in turn improving the relationship between 

government and citizens. SLA is the most common mechanism used to establish 

agreements or expectations on the quality of service between the government who is 

now like the service provider and the citizens who are customers. Hence its importance 

cannot be underestimated [18].  
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A key component in SLA research is the SLA prediction process, which uses available 

data to forecast the possible end-to-end SLA duration that a particular service will take 

to complete. SLA prediction started mainly considering only statistical computation or 

system tracking [19][20]. With these as a basis, SLA design frameworks have been 

proposed over the years [21]. Concrete variables such as time, frequency, and number of 

cases resolved were the key factors used for establishing SLA [22]. An example of such 

an SLA design framework was the one developed by Comuzzi et al. [22]. This highly 

cited framework states that four roles, namely service customer, software provider, 

service provider and infrastructure provider and three layers, namely business, software, 

and infrastructure management, are to be examined. However, despite the fact that the 

roles and layers are broadly human-centric, the conception of relevant basic data entities 

covers only design-time and run-time data. These data entities remained the only inputs 

to the SLA predictive model.  

 

However, with advancements in data analytics, machine learning techniques provide 

opportunities for further enhancing SLA prediction. This allows the prediction to go 

beyond the current practice of statistical computation or system tracking, or simply put, 

forecasting [24]. Slowly more research has surfaced on using analytics to make a 

prediction, whereby unlabelled data points could be parsed through a predictive model 

to derive its SLA duration [25][26][27][28][29]. However, the limitation is that such 

works still focus only on the numerical variables of the dataset, such as end-to-end 

duration and frequency of failed service requests, which in turn is narrow and limits the 

insights that an SLA predictive model can provide.  

 

Since SLA is an essential factor in determining service quality that will impact citizens 

purely relying on the numeric approach to predict SLA has several weaknesses [30][31]. 
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Firstly, based on the time factor and the number of cases resolved, we will not be able to 

understand why the case ticket fails its SLA [30]. For example, if a citizen sent in an 

email that uses angry words, one would expect the citizen is not going to be patient to 

wait for days for his issue to be resolved. Hence, purely using numerical variables, it 

will not be possible to analyse such human-centric indicators in an SLA prediction 

model. Secondly, considering that an IT system is built for humans to use, be it the 

government as the service provider or the citizens, key quality service indicators must go 

beyond numerical measurements and include textual data as a variable to introduce the 

human element into the prediction. This is why tools like Empath are developed, so that 

researchers can leverage upon Empath to elicit the human element from the textual data 

[11]. Such tools also make incorporating human of human element easier into SLA 

prediction.  

 

By considering the more human-centred variables such as feelings that include attitude, 

emotions, moods, and other affectual states by analysing the text contained in the service 

ticket or case details submitted by the customers, it is possible to gain better insights into 

the human element of the collected data [31]. Empath library is such a tool that can be 

used in this study. It can generate and validate new lexical categories on demand from a 

small set of seed terms. Hence it can be used to help assist in text processing and then in 

introducing human-centred variables into the SLA prediction model.  

 

In the past, SLA predictive models had not considered such human behaviour aspects, 

probably due to limitations of available text analytics algorithms and technology 

limitations in the collection of such textual data. However, with the capability made 

available by technological advancement, such textual data that could impact the 

resolution duration can now be included as variables in the prediction process. 
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Addressing this gap and proposing an SLA predictive model that considers text data is 

the goal of Chapter 4 – Pilot System 1 – Empath X SLA Predictor. 

 

2.2. Unravelling Question Answer Systems 

Question Answering (QA) systems allow users to ask questions and retrieve answers for 

them automatically, rather than browse through documents or FAQs to find answers. 

Because of the potential value that it could bring to society, the QA system has evolved 

into a fast-growing research area that brings together research techniques from 

Information Retrieval, Natural Language Processing, and Information Extraction [32]. 

Research work started by Simmon in 1965[33] and Waltz in 1978[34] whereby they 

both tried to build a question answering system using an English language relational 

database, to current research works that not only propose novel approaches to the 

creation of QA system [35], but also the attempt to build QA systems based on different 

languages [36]. While it has huge potential, the complexity is that these research 

techniques cut across multiple research domains, making it hard for researchers to apply 

these techniques when building a QA system [37]. This further explains why the real-

world QA systems such as virtual assistants or knowledge management libraries that are 

embedded within a Customer Relationship Management System (CRM) would not be 

able to deploy all the techniques. The more pragmatic approach must be to consider 

which technique would be more suitable based on the context within which the QA 

system is being deployed and the structure of the documents within the chosen domain 

[38][39][40].  

 

2.2.1. Structure and Types of QA Systems 

A QA system structure comprises three components [41]: question classification, 
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information retrieval and answer extraction. Question classification focuses on ensuring 

the questions are first processed and classified according to the different topics of 

relevance [157]. Information retrieval focuses on finding the most relevant documents 

within the collections of documents that could be mapped to the topic that the question 

falls under [156]. Finally, answer extraction focuses on assembling the answer to the 

question asked [166].  

 

To better understand the types of QA systems that are built using the above structure so 

that we can decide on the QA type for our pilot system, we draw insights from existing 

QA research based on the four main types of QA systems suggested by Soares and 

Parreiras (2020)[42], i.e. (i) Information Retrieval QA, (ii) Natural Language Processing 

QA, (iii) Knowledge based QA and (iv) Hybrid QA. 

 

2.2.2. Information Retrieval QA 

This type of QA system uses search engines to retrieve answers, apply filters, rank the 

answers, and recommend the answer to the user [43]. The strength of this type of QA 

system is to process enormous amount of information content [41][158]. However, the 

downside of relying only on information retrieval to build QA systems is that using only 

cosine similarity between the documents and inquiries may lead to documents being 

retrieved even when not all keywords in the question are present in the document. This 

is often referred to as the term mismatch issue [44][159].  Hence the subsequent ranking 

of the answers might not be accurate [45][46]. For example, when we consider the 

following question posted to a QA system:  

Question: "How long is the AABB initiative"? 

The information retrieval could have only focused on the cosine similarity for the 

keyword "AABB" and searched for all documents containing "AABB" on the Internet. 
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Hence it might return a ranked answer unrelated to the duration. 

 

2.2.3. Natural Language Processing QA 

This type of QA system uses linguistic intuitions and machine learning methods to 

extract answers. The questions presented to such QA systems are usually analysed using 

NLP techniques, which are then used to construct a standard database query. The 

strength of this type of QA system is that it leverages sophisticated algorithms to go 

down to the level of syntax and semantics of questions [47]. That said, there are still 

limitations to this approach, whereby the knowledge stored in the structured database 

can only answer questions asked within the restricted domain [160][161]. On the flip 

side, such a QA system will be good for handling specific contexts [48]. Using the same 

example question: 

Question: "How long is the AABB initiative"? 

Repeated training of questions with the term "AABB" in an NLP QA system will allow 

the QA system to build a database catered solely for the AABB initiative. This approach 

can increase the accuracy of the answers extracted to reply to the questions related to 

this topic. Hence an alternative question such as the following will likely return the same 

correct answer as the previous question: 

Question: "How many months will the AABB initiative last"? 

 

2.2.4. Knowledge-Based QA 

This type of QA system retrieves answers based on a structured data source and standard 

database queries used to replace word-based searches. It is meant to leverage the use of 

ontologies, on top of NLP QA approaches [49]. The strength of such QA system is that 

it would be able to handle complex reasoning and retrieve required information if the 



21 

 

 

SMU Classification: Restricted 

metamodel is already in place [50].  However, this also means the natural 

incompleteness of a knowledge-based QA system limits the question scope that it can 

answer, hence the high reliance on the person who develops it to update its data source 

and database of queries [51][162][163]. However, this limitation also guarantees the 

quality of the answer so long the question can be found in the database. Taking the same 

question as an example: 

Question: “How long is the AABB initiative”? 

If the structured data source has various differently phrased questions but with the same 

meaning, the answers provided to all these questions will be correct. 

 

2.2.5. Hybrid QA 

This type of QA combines the techniques from the three types of QA systems namely 

Information Retrieval, Natural Language Processing and Knowledge Based to enrich the 

answers generated for the inquiry. Such hybrid QA helps overcome some of the 

limitations of the previously discussed QA systems [164][165]. An example of such a 

QA system is IBM Watson [52], whereby deepQA techniques are used and 

experimented with “Jeopardy”. The system has proven to have high accuracy in 

answering the questions asked. Another example is using the same question: 

Question: "How long is the AABB initiative"? 

Within a hybrid QA system, the question will be processed with natural language 

processing to derive the context that the question is set in, while knowledge-based 

processing and information retrieval techniques will be further combined to retrieve 

possible answers from various data sources. The outcome will be a list of ranked 

recommended answers to the same question, allowing one to consider various answers 

to one question. 
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However, a basic requirement for building such Hybrid QA is the availability of 

multiple sources of data in different formats. 

 

Based on the analysis of the literature review, Hybrid QA was chosen as the preferred 

approach for building the Citizen Question Answer System (CQAS) described in 

Chapter 5 due to the following reasons: 

• The hybrid QA provides higher accuracy when answering questions to user 

queries. 

• The data requirements for building a hybrid QA are satisfied through the 

availability of a collection of policy documents in different formats along 

with case details of past citizen inquiries that were recorded by the customer 

service officers verbatim. 

 

2.3. Exploring the Landscape of ChatGPT 

In the landscape of public administration, the utilization of artificial intelligence (AI) 

and natural language processing (NLP) technologies has gained prominence as a 

potential catalyst for enhancing the provision of citizen services within government 

agencies. Among these, ChatGPT which debuted in late 2022, stands out as a versatile 

AI-powered conversational agent with the capacity to reshape the dynamics of 

government-citizen interactions [52][53]. This section examines the role of ChatGPT in 

citizen service delivery, emphasizing its prospective advantages and delineating the 

associated challenges that necessitate comprehensive consideration for its effective 

implementation. 

 

The current research on ChatGPT within the public sector is still lean, yet rapidly 
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evolving. Since OpenAI first launched ChatGPT in Nov 2022, till Sept 2023, in 11 

months, a quick search on various research search engines, using key statements such as 

“ChatGPT and Government”, “ChatGPT in Public administration”, “ChatGPT and 

citizen service delivery” and “ChatGPT and policies” yielded the following results: 

 

Table 2 Outcomes from Research Search Engines (as of Sept 2023) 

Search Terms Google Scholar Science 

Direct 

Scopus JSTOR 

ChatGPT and Government 10,300 206 10 39 

ChatGPT in Public Administration 11,200 158 10 7 

ChatGPT and citizen service delivery 1,450 22 1 1 

ChatGPT and policies 22,500 418 283 22 

 

As we examine the search results, the research relating to ChatGPT and its use in the 

public sector can be grouped as follows: 

1. Using ChatGPT as a replacement for existing chatbot/information retrieval engine 

[55][56] 

2. Discussions about the use of government data and the implications [57][58][59] 

3. Ethical implications and impact on policies [60][61][62][63] 

 

Based on the above and Table 3 below, it is clear that the role of ChatGPT in citizen 

service delivery has yet to be fully explored beyond being an enhanced chatbot or search 

engine. The potential use of ChatGPT to enhance citizen service delivery could be 

extrapolated from current research done in the private sector for customer service 

[64][65]. These two papers concluded from twenty-one research papers that micro, 

small, and medium enterprises could benefit from the implementation of ChatGPT for 

better customer service.  
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Table 3 Use Cases derived from current research papers 

Use Cases Countries Research 

Using of ChatGPT as a replacement for existing chatbot/information 

retrieval engine 

USA [66] 

Government using ChatGPT to tackle transport challenges USA & Canada [67] 

Optimise EFL tool/ Materials UK [68] 

Using ChatGPT with government open data NA [57],[58] 

Paving way for Medical AI China [69] 

Military Iran etc [59], [70] 

ChatGPT in Education Strategies UAE [71] 

AI Act- Internet Policy Review Netherlands [72] 

ChatGPT for e-Tourism Italy [73] 

Balancing ChatGPT and Data Protection Germany [63] 

ChatGPT for Finance research Ireland [74] 

Marketing with ChatGPT USA 

 

[75] 

 

 While ChatGPT's rapid response capacity in addressing frequently asked questions 

streamlines information dissemination, potentially reducing wait times for citizens and 

improving the efficiency of government responses, there is the chief challenge of it 

hallucinating [76]. This is of exigent concern as such responses from ChatGPT could 

impact citizens’ trust in governments.  

 

To address this concern, in Chapter 7, we introduce human-in-the-loop by developing 

the pilot system, known as ACQAR, for CSOs to leverage upon ChatGPT’s capability to 

reply to citizens and not go with the approach of using ChatGPT as a replacement for the 

existing chatbot for citizens to interact with directly. CSOs as the human-in-the-loop 

will help to re-craft the response from ChatGPT and ensure the chief challenge of 
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hallucination does not affect citizen delivery. This will establish a win-win situation in 

that we can incorporate the plus points of ChatGPT while mitigating the downside.   

 

2.4  Existing Frameworks in Assessment of AI Readiness 

In information systems (IS) research, readiness has always been a topic of discussion 

[77]. Chatterjee, Ghosh, and Nguyen (2019) define digital readiness as ‘the degree to 

which an organisation is ready to transform the current organisation digitally’[77]. As 

AI is classified as a digital technology, we can learn from the digital readiness 

frameworks developed for other earlier digital technologies.  

 

The Technology Acceptance Model (TAM) was first introduced as a framework by 

Davis (1985) to leverage the user acceptance process to assess the successful 

implementation of IS [79]. However, the limitation of TAM is that it lacks consideration 

of the business context and environment dimensions, hence is more suitable for 

individual use rather than organisational use [80]. The Technology-Organisations-

Environment (TOE) framework was later proposed by Tornatzky et al. (1990) to cover 

the limitations of TAM, as it analyses a firm from three different dimensions: 

technology, organisation, and environment[81]. The technological dimension includes 

all the relevant technologies available within and outside the firm. The organisational 

dimension describes business characteristics and resources that might influence the 

adoption process, such as firm size, managerial structure, decision-making, and 

communication. The environmental dimension refers to the industry’s structure, 

including the firm's competitors, suppliers, customers, and regulatory environment. The 

versatile nature of the TOE framework was created due to the use of three different 

dimensions, allowing the flexibility for researchers to apply the framework in their 
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respective domains while studying the possible components that can fall under each 

dimension that is applicable to the business context or industry.  

 

Although the TOE framework is widely used in research due to its versatile nature, the 

framework has its limitations as it could be affected by the element of bias due to 

companies’ self-assessments. AlSheibani (2018) proposed an enhanced version of the 

framework by including the components of relative advantage and compatibility of the 

AI technology with the organisation [82]. Nortje & Grobbelaar (2020) had seven other 

components, such as employee culture, strategy, security, etc., on top of the TOE 

framework to assess AI readiness [83]. This is like Jöhnk et al. (2021), who proposed an 

AI readiness framework that incorporated the components of culture and strategy [84]. 

Subsequently, there were even researchers that proposed a TAM-TOE framework to 

overcome such limitations [167]. But the hybrid framework was not widely adopted by 

companies or researchers that wanted to look into AI-enabled systems and hence most 

returned to the use of TOE framework alone and further modified upon it [168]. 

 

In the area of AI-enabled CRM systems, Chatterjee et al. (2019) proposed a conceptual 

readiness framework upon TOE framework that considered integration, auditing, 

analysis, and regularisation that were not considered in the frameworks proposed by 

Nortje & Grobbelaar (2020) and Johnk et al. (2021) [77][83][84]. These newly added 

components are crucial in the current context, just as mentioned in section 2.2, the 

explainable element, XAI and trusted tech component are essential in AI adoption by 

organisations, especially government agencies, and will require such components to 

ensure transparency and accountability. 

 

Further, the component of integration proposed by Chatterjee et al. (2019) is key to an 
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AI readiness framework used by government agencies when citizens are looking for a 

one-stop portal to complete all their transactions with the government [77].  

 

Currently, there are existing AI readiness frameworks in place that leveraged upon TOE 

framework. The most notable framework will be AI Readiness Assessment Framework 

(ARAF) developed by European Commission Joint Research Centre (2021). It 

incorporates TOE dimensions to evaluate factors such as technological complexity, 

organizational readiness, and regulatory environment, providing actionable insights to 

guide AI adoption strategies [169]. The rest of the AI readiness frameworks are 

generally discussed by researchers in their respective context but not as well established 

as ARAF [170][171][172][173][174]. 

 

In summary, components such as integration, explainable elements, etc., were also not 

proposed by Stirling et al. (2017), which indicates that the proposed AI readiness index 

might require modification to meet the current climate that the public sector is in [85].  

Hence, prior to the final implementation of ACQAR, the need to understand the 

readiness of the organization in the case study in terms of using AI enabled capabilities 

was necessary. The process of discovering the readiness of the case study gives birth to a 

proposed AI readiness framework that will be discussed in Chapter 7.  
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2.5. Understanding Explainable AI (XAI) 

The increasing utilization of Artificial Intelligence (AI) across various domains has 

brought to light the crucial need for explainability and interpretability in these systems. 

This has led to the emergence of Explainable AI (XAI) as a vital area of research, 

focusing on methods and techniques that make AI models understandable and 

transparent [175]. This literature review explores the key aspects of XAI, highlighting its 

importance, methods, applications, and ongoing challenges.  

 

What exactly is Explainable AI? As defined by Scott et al. (1977), XAI refers to the 

capability of artificial intelligence systems to provide explanations for their decisions or 

outputs, particularly in situations where transparency and understanding are crucial [86]. 

From the early days of AI research, there has been a persistent discourse among 

scientists advocating for intelligent systems to elucidate their reasoning processes [87]. 

This emphasis on explanation becomes especially pertinent in contexts involving 

decision-making. 

 

For instance, consider a scenario where a citizen visits a government agency's website 

and is presented with recommended content. In such cases, it is imperative for the 

agency to understand the underlying factors and parameters that influenced the selection 

of this content for the citizen. By having insight into how the recommended information 

was derived and the criteria involved in prioritizing certain content, agencies can ensure 

transparency and accountability in their interactions with citizens. This aligns with the 

fundamental principle of XAI, which aims to enhance the interpretability and 

trustworthiness of AI systems by shedding light on their decision-making mechanisms. 
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Subsequently, as we transitioned from rule-based and feature-based algorithms such as 

decision trees, linear/logistic regression etc., to contemporary deep learning methods (a 

subset of machine learning that focuses on learning representations of data through the 

use of artificial neural networks with multiple layers of abstraction[180]) like neural 

networks which are complex computational models inspired by the structure and 

function of the human brain [176][177], Explainable AI (XAI) regained prominence as a 

central research focus. However, unlike earlier approaches, many of today's deep 

learning models lack inherent explanatory mechanisms that even the developers of the 

models cannot explain [178]. This presents a significant challenge, as neither the models 

themselves nor external components can adequately explain their outputs [179]. 

Consequently, when deployed, these models often offer limited insights into their 

decision-making processes, with researchers frequently attributing outcomes to the 

characteristics of the input data. Neural network is one example of this [88]. 

Consequently, the emergence of AI "black boxes" became increasingly prevalent, with 

inference processes remaining opaque to observers and lacking interpretability for 

humans [89]. Within a black box, there are always opportunities for the element of bias 

to manifest within yet remain undetected [90]. This challenge was exacerbated with the 

advent of Large Language Models, including technologies such as ChatGPT and Bard 

AI, further underscoring the need for transparent and interpretable AI systems 

[91][92][93]. 

 

While Explainable AI (XAI) holds significance, numerous research studies have 

underscored a trade-off between model explainability and prediction capability [94]. 

However, this does not necessarily imply a direct impact on human decision-making 

abilities. Studies have indicated that even with highly explainable models, individuals 
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lacking domain expertise may not experience improved understanding of outcomes, 

recognition of uncertainty, or calibration of trust in the model [95]. Thus, it becomes 

evident that the influence of XAI is largely confined to those familiar with the domain 

and model intricacies. Despite this, researchers continue to prioritize the development of 

an array of XAI methods. This endeavour aims to assure stakeholders implementing 

models for widespread use by providing means to explain outputs comprehensively, 

thereby addressing potential queries or concerns from consumers in the future. 

XAI methods primarily can be approached from two perspectives: Interpretability and 

Model Specific/Agnostic Techniques.  

2.5.1. Interpretability 

- Local Interpretability: Local interpretability offers a focused examination of 

individual predictions, offering insights into the rationale behind a particular 

output. Widely employed techniques in this domain include LIME (Local 

Interpretable Model-Agnostic Explanations) and SHAP (SHapley Additive 

exPlanations). LIME operates by approximating the model's behaviour in the 

vicinity of a specific prediction, constructing simpler, more interpretable models 

to elucidate its reasoning. Conversely, SHAP assigns credit for the prediction 

across various features, elucidating their distinct contributions to the outcome. 

These methods contribute to a deeper understanding of model outputs at a 

granular level, facilitating informed decision-making and fostering trust in AI 

systems [96]. 

- Global Interpretability: Global interpretability provides a comprehensive 

perspective by analysing the overarching behaviour of the model. Techniques 

such as feature importance analysis shed light on the relative influence of 

different features on the model's predictions, offering insights into the factors 
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driving its overall performance [97]. Decision rules, on the other hand, present a 

structured representation of the decision-making process akin to a flowchart, 

thereby simplifying intricate models into easily understandable steps for human 

interpretation. By elucidating the broader patterns and decision-making 

mechanisms inherent in the model, these methods facilitate a deeper 

comprehension of its functioning and enhance transparency, thus fostering trust 

and confidence in AI applications. 

- Counterfactual Explanation: Counterfactual explanations delve into alternative 

scenarios to discern how modifications in input data could impact the model's 

output, thereby facilitating an understanding of its reasoning and the detection of 

potential biases. Techniques such as "What-if" explanations prompt the model to 

predict outcomes for hypothetical situations, enabling insights into how changes 

in input variables influence predictions [98]. Meanwhile, counterfactual 

examples generate alternative inputs that would yield divergent outputs, offering 

a tangible exploration of the model's decision-making process. By probing into 

counterfactual scenarios, these methods not only enhance interpretability but also 

aid in uncovering underlying model dynamics and ensuring fairness and 

robustness in AI systems. 

2.5.2. Model-Specific vs Model-Agnostic Techniques 

 
- Model-Specific: Model-specific techniques capitalize on understanding the 

unique architecture and internal mechanisms of a particular model to offer 

nuanced insights. For example, within decision trees, it is possible to directly 

delineate the sequence of decisions leading to a specific prediction [99]. 

Similarly, in linear models, the coefficients assigned to each feature directly 

signify their impact on the resulting prediction. While these approaches furnish 
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detailed explanations tailored to the intricacies of specific model types, they are 

constrained by their applicability solely to those models and may not seamlessly 

translate to others [100]. Thus, while effective within their scope, these 

techniques necessitate consideration of their limitations and compatibility with 

diverse modelling frameworks. 

- Model-Agnostic Techniques: Model-agnostic techniques encompass approaches 

that operate across various models, irrespective of their internal structures, 

rendering them broadly applicable across diverse contexts [101]. Despite their 

versatility, these methods may provide explanations that are less granular and 

tailored to the specific intricacies of individual models. Prominent among these 

techniques are LIME (Local Interpretable Model-Agnostic Explanations), which 

constructs simplified, interpretable models surrounding a particular prediction to 

elucidate its rationale, and SHAP (SHapley Additive exPlanations), which 

allocates credit for predictions across different features, delineating their 

respective contributions. Additionally, feature importance analysis ranks feature 

according to their influence on model predictions, thereby furnishing a global 

comprehension of the model's behaviour. While model-agnostic techniques offer 

broad utility and accessibility, their explanations may lack the depth and 

specificity inherent in model-specific approaches, necessitating a balanced 

consideration of their trade-offs in interpretability and applicability across 

various modelling scenarios. 

2.6. Conclusion 
 

The literature review spanning from Service Level Agreement (SLA) research to 

Explainable AI serves as the foundational basis for the development of several 

frameworks, including the AI Readiness Framework, the 4-Steps Framework for 
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utilizing ChatGPT in government agencies. SLA and QA research provide the 

groundwork for the creation of Empath X SLA predictor and CQAS (ChatGPT QA 

System), which are subsequently refined and integrated into the ACQAR framework. 

Additionally, AI readiness research contributes to a comprehensive examination of this 

dissertation's scope, encompassing aspects ranging from people and processes to the 

eventual implementation of pilot systems. Lastly, research on Explainable AI offers 

valuable insights into ensuring the transparency and comprehensibility of ACQAR, 

particularly with the inclusion of ChatGPT technology, for the government agencies 

utilizing it. 
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Chapter 3 

3. Background of the Selected Case Study  

All the pilot systems and proposed framework were built based on real-world data and 

with feedback from a selected government agency in Singapore. This government 

agency manages training-related programmes and uses an external customer service 

centre to address individuals’ and companies’ enquiries about these programmes. The 

agency also rolled out grants and training allowances to support initiatives so that 

citizens can upskill, reskill to either perform better in their current job or make a career 

switch.  

 

3.1. Case Logging and Resolution Process 

In the following Figure 2 for anonymity, we use Org-A to represent the Government 

Agency and ES-B for the External Citizen Service Centre. 

 

Cases are filed when an inquiry from the citizen comes in via a channel such as walk-in, 

email, letter, telephone, or from web (See Figure 2). The Level 1 customer service 

officer (L1 CSO) attends to the inquiry and creates it as a case in the customer 

relationship management system that belongs to Org-A. Based on the nature of the case, 

the L1 CSO will either resolve it and close the case or escalate it to Level 2 Subject 

Matter Experts (L2 SME) who will resolve and close the case. The SLA is triggered the 

moment the case is created in the customer relationship management system when the 

citizen submits the inquiry.   
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Figure 2 Case Logging and Resolution Process 

The customer service centre belongs to a third-party service provider (ES-B), an 

outsourced vendor of the government agency (ORG-A). Therefore, there is an existing 

service level agreement (SLA) between the customer service centre and the government 

agency to specify the terms of service provisioning. The SLA between the customer 

service centre and the government agency includes the service level objectives (SLO) 

that state the maximum duration each case category can take to resolve. For example, 

case records categorised as normal should be resolved within 3 working days, while case 

records classified as complex should be resolved within 21 working days. The L1 CSO 

will be the one who categorises the case records for this tiered SLA treatment when the 

cases are being filed. A case is categorised as normal when a simple inquiry is received 

that can be resolved via existing information contained in frequently asked questions 

(FAQs) provided to the CSOs. In contrast, a case will be categorised as complex if it 

consists of more than two enquiries or more than two L2 SMEs are involved in 

providing the resolution. Violations of SLAs could result in Org-A imposing penalties 

on ES-B.  

 

The current situation for Org-A and ES-B is that with the surge in inquiries, the CSOs 
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and sometimes even L2 SMEs are either unable to resolve the inquiries within SLA or 

unable to resolve the inquiries as per what the citizens might expect. The primary 

reasons are as follows: 

1. Difficulties in prioritization of the cases, other than nature of the case type. For 

example, a case could be of a normal case type, but because the citizen is impatient 

and hence within 1-2 working days, decided to escalate his/her inquiry to the senior 

management of Org A.  

2. Challenges in locating information about the inquiry, resulting in more time and 

resources required. 

3. Time and effort required to draft appropriate and helpful responses to citizens and 

enterprise representatives.  

 

3.2. Dataset used 

The dataset used in this research is the case records collected by the Customer Service 

Centre (ES-B) for the organisation Org-A. It consists of 832,324 records and a total 

number of 16 variables, as indicated in Table 4. 

Table 4 Data Dictionary 

Variables Description 

Case ID Unique ID for each case 

Customer Type Indicates whether the case pertains to an individual or organisation 

Description Brief general description of the case 

Status Indicates the status of the case, such as whether it is Open, Closed, Pending etc. 

Incoming Channel 

Indicates the channel through which the case was reported, such as Customer Walk In, Email, 

Letter, Telephone Call, Web Channel 

Categorisation 

Indicates the categories and subcategories of the case, such as IT Technical issue or 

Programme enquiry etc. 
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Case Type 

Indicates whether the case involves an Appeal, Complaint, Compliment, Enquiry, Feedback or 

Request etc. 

Case Priority Indicates the importance of the case such as normal, complex etc. 

Escalated / Non-Escalated Indicates whether the case was escalated or not to L2 SME 

Created on The date the case was reported on 

Last updated on/at The date and time the case was last updated 

Actual Resolution Date Indicates the date of the case's resolution (If the case has been resolved or not) 

Problem Description A more detailed description of the case 

Clarification/Solution 

Contains updates & instructions if the case has not yet been resolved and contains the solution 

& resolution to the case if it has been resolved 

Update from Customer Updates regarding the case in the form of messages from the customer 

 

A mock-up of the sample case is depicted in Table 5. 

Table 5 Mocked-up Data 

Variables Sample Input 

Case ID 80001234 

Customer Type Individual 

Description Unable to login to the portal 

Status Closed 

Incoming Channel Web Channel 

Categorization IT Technical Issue 

Case Type Complaint 

Case Priority Normal 

Escalated / Non-Escalated Escalated 

Created on 09/08/2020 

Last updated on/at 15/08/2020 

Actual Resolution Date 15/08/2020 

Problem Description 

Since August, after I received an email to say I can login to the portal. I had tried logging 

in to the portal. However, despite resetting my password, I am still unable to login. I had 

also tried to login using different browsers. This is ridiculous that I received such an 

email, and yet I cannot login. Please advise asap! 
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Clarification/Solution 

A troubleshooting session was arranged with the customer to walk through her login 

process. She was instructed to clear cache, and she could now login.  

Update from Customer Just want to say thank you for the assistance, as I can login now.  

  

Based on the current SLA adhered by the customer service centre, we computed two 

other variables from the existing variables, namely "SLA exceeded" and "Resolution 

Duration", as described in Table 6. These variables will serve as the "ground truth" or 

actual labels for evaluating how "accurate" the models are and to help with selecting the 

most suitable model. 

Table 6 Derived Data 

Derived Variables Description 

SLA Exceeded Binary values, with 1 representing "exceeding SLA" and 0 representing "kept within SLA" 

Resolution Duration 

Indicates the number of days taken to provide a resolution to the customer. This is computed 

by taking the difference between the variables: "Created on" and "Actual Resolution Date" 
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Chapter 4 

4. Introduction 

Technological advances have enabled the collection of enormous amounts of data during 

service operations. Given the ubiquitous role of data and analytics in this time and age, 

citizen service research can be examined beyond mere internal process improvements 

and allow additional insights via text analytics to inform provisions of new service 

requirements, thus creating a competitive advantage in enhancing citizen relationships 

with the government [102][103][104][105]. With the service analysis informed by data 

analytics, service operations such as Service Level Agreement (SLA) monitoring can be 

further examined. SLA plays a significant role in the relationship between citizens and 

the government bodies [1]. It stipulates the quality levels required for the meaningful 

interaction between two parties. For example, if SLA is adhered, citizens would be 

satisfied with the service rendered by the government bodies, resulting in the former to 

be willing to continue to engage the services and enhance trust in the government. 

However, if SLA was breached, frustration could kick in, resulting in lower trust in 

whatever the government is promoting or advocating. Therefore, SLA monitoring is a 

critical process that governments around the world would pay attention to.  

 

A typical data-driven approach in SLA monitoring is the application of machine learning 

techniques on collected data to determine if SLAs are achieved or breached [106][22]. 

This is usually done via SLA prediction, which is part of the SLA monitoring process. 

SLA prediction is of interest to government bodies and citizens because SLA indirectly 

defines that breach of trust that adversely impacts both the government bodies and the 
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citizens. Therefore, a government would like to know what the citizens’ expected SLA 

would be, so that the officers can attempt to meet expectations and hence not potentially 

affect the impression of the government, that a citizen could have [107].  

 

Most past efforts to predict SLAs have predominantly focused on the end-to-end 

duration and frequency of failed service requests; there has been very little research on 

the analysis of unstructured data such as textual details of service tickets or case records 

in the SLA prediction process [108]. As a result, rich information is lost during the SLA 

monitoring process. Part of my research aims to address this gap in SLA monitoring and 

prediction by including the text contained in the service ticket when predicting SLAs. 

This is done via the use of text analytics. The outcome of addressing the gap will help 

government officers to understand and analyse deeper citizen characteristics that could 

impact the SLA prediction process. 

 

We first incorporated unsupervised learning algorithms in SLA prediction, on top of the 

use of text analytics [10]. Secondly, we included the use of lexicon libraries with 

human-validated categories such as Empath. Lexicon libraries such as Empath, have 

created room for us to analyse human language rich in subtle signs, and help pick up on 

citizens’ feelings that include attitude, emotions, moods, and other affectual states, thus 

enriching SLA service analysis [11]. 

 

In our research, we used text analytics to derive features from the service tickets’ textual 

data. Then we evaluated four different algorithms used in our building of the SLA 

predictive model that included the features derived using text analytics. From there, we 

selected the best performing SLA predictive model. After that, we proposed an SLA 
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predictive model using Empath and evaluated it against real-world business process data 

from the case study government customer service centre based in Singapore.  

This chapter is organised as follows: Section 4.1 introduces the research questions, and 

Section 4.2 depicts the methodology used. The dataset used in the experiment and the 

outcomes will be discussed in Section 4.3. Section 4.4 concludes and discusses the 

possible future direction of the work reported in this chapter.  

 

Our work contributes to the body of knowledge in SLA prediction and citizen service 

delivery, by proposing a predictive model that incorporates text analytics and Empath 

library to derive human attributes drawn from unstructured data contained in the service 

tickets or case reports. To the best of the authors' knowledge, there has not been other 

similar work that uses text analytics and Empath library in SLA predictions. Using the 

proposed model, government bodies can consider including text analytics in their citizen 

relationship management systems to enhance their SLA prediction.
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4.1. Research Questions 

Considering that the current SLA treatment at Org-A is not the best approach for the 

customer service centre, a new SLA predictive model was considered as an option to 

support service analysis. Further, as discussed previously, indicators of service 

delivery quality should go beyond numerical variables to paint a more accurate picture 

of the customer when making SLA predictions. Hence given the current technological 

advancement and the existence of rich textual data, text analytics can be scoped into 

the predictive model, coupled with the use of the Empath library.  

 

To achieve the above, the following research questions are formulated: 

4.1.1. Can an effective model be built using both numeric and textual data to 

help predict the SLA of the case? 

4.1.2. Does the use of the emotion analysis impact the effectiveness of the 

SLA predictive model adversely? 

Via the research questions, we aim to achieve the following outcomes: 

1. Identify a suitable topic modelling algorithm to derive the features from 

the textual data. 

2. Select a predictive model that can use textual attributes in conjunction 

with other numeric parameters of the case record, such as resolution 

duration etc., to help predict the SLA. 

3. Incorporate the Empath library so that more human-centric attributes can 

be included in the SLA predictive model. 

4.2. Methodology 

This section describes our methodology as shown in Figure 3, to help answer the above 

research questions The methodology comprises three processes namely Text Analytics 
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Process, Predictive Modelling Process, and Empath Scoring Process. These three 

processes are sequential. Text Analytics Process will need to be implemented first so 

that features from textual data can be derived and included into the Predictive Modelling 

Process. After the best model is selected from the Predictive Modelling Process, Empath 

Scoring Process can be implemented so that there can be a comparison between the first 

predictive model and the predictive model that had incorporated Empath library. The 

following is a description of each process.  

 

4.2.1. Text Analytics Process 
 

The inclusion of unstructured data (i.e., the variables: Problem Description, Update from 

Customer) will require additional steps to help prepare the data to enable the different 

algorithms to derive the features from the processed text. For example, text processing 

steps are necessary to remove irrelevant words such as "is", "to", "the", etc., (Step 1a) 

and convert some texts into bi-gram and trigrams (Step 1b). 

 

Two different algorithms (Latent Dirichlet Allocation (LDA) and Latent Semantic 

Analysis (LSI/LSA)) are applied to the processed text (Step 1c). Subsequently, a 

Figure 3 Methodology to derive and build Empath X SLA Predictor 
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comparison is made to decide the final algorithm. The selected algorithm helps to extract 

the relevant features from the textual description of the case record (Step 4). 

4.2.2. Predictive Modelling Process 
 

Within the dataset, sixteen variables were available. After excluding those variables that 

will be used in text analytics, and other irrelevant variables such as "date" besides "Case 

ID", a total of six variables remained (see Figure 4). We conduct statistical comparisons 

between variables before considering them to be included in the predictive model 

[29][30]. 

A correlation matrix (see Figure 4) is formed between these six variables and the unique 

identifier to establish a data table representing the correlations between each variable 

and the identifier (Step 2a). 

 

Only those that have a positive score when computing correlation are selected. Hence a 

total of four variables which are "Customer Type", "Case Priority", "Incoming Channel", 

and "Case Type", are chosen to be included in the SLA predictive model, which is then 

combined with the features output by the text analytics process and subsequently 

psychometric outputs from the Empath library. 

 

Regression algorithms are used to build the predictive model for SLA. To facilitate this, 

the chosen variables undergo hot encoding, where the variables are encoded as binary 

vectors (Step 2b). A total of four different algorithms namely Logistic Regression, 

Figure 4 Correlation Matrix 
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Linear Regression, Multinomial Naive Bayes, and Random Forest are used and defined 

as per Table 7 below. These models are compared based on their accuracy level which is 

done using scikit-learn library in Python. The process involves splitting the dataset into 

training and testing sets, training the model on the training set, making predictions on 

the testing set, and then evaluating the accuracy of the predictions for each of the 

algorithms. 

Table 7 Summary of Algorithms chosen 

Algorithms chosen Definition Rationale to the choice 

Logistic Regression A statistical method used for binary 

classification tasks. It models the 

probability that a given input belongs to a 

particular class using a logistic function 

[182]. 

Logistic Regression is a widely 

used method for binary 

classification tasks, making it 

suitable for predicting binary 

outcomes such as whether a 

particular case will meet the SLA or 

not. It produces coefficients that can 

be interpreted to understand the 

impact of each feature on the 

predicted outcome, providing 

insights into the factors influencing 

SLA compliance [181]. 

Linear Regression A statistical method used for regression 

tasks. It models the relationship between a 

dependent variable and one or more 

independent variables by fitting a linear 

equation to the observed data points [183]. 

Linear Regression is a 

straightforward method for 

regression tasks, which could be 

useful if the research involves 

predicting continuous variables 

related to SLA performance. It 

provides coefficients that indicate 

the strength and direction of the 

relationship between input features 

and the predicted outcome, offering 
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insights into the factors affecting 

SLA performance [184]. 

Multinomial Naive Bayes A probabilistic classification algorithm 

based on Bayes' theorem. It is commonly 

used for text classification tasks, 

particularly when the features are 

categorical [185]. 

Multinomial Naive Bayes is 

commonly used for text 

classification tasks, making it 

suitable if the research involves 

analysing textual data related to 

SLA inquiries or documents. While 

Naive Bayes models are less 

interpretable compared to linear 

models, they can still provide 

insights into the probability 

distribution of different classes 

given the input features [186].  

Random Forest An ensemble learning method that 

constructs a multitude of decision trees 

during training and outputs the mode of the 

classes for classification tasks or the mean 

prediction for regression tasks [187]. 

Random Forest is an ensemble 

learning method known for its 

robustness and flexibility, making it 

suitable for a wide range of 

classification tasks, including 

complex ones with nonlinear 

relationships. While Random Forest 

models are less interpretable 

compared to linear models, 

techniques such as feature 

importance can provide insights into 

the relative importance of different 

features in predicting SLA 

compliance [188]. 

 

The algorithms are used to build the base model that includes the chosen variables and 

the features from the text analytics process. In Stage 1, the model with the highest 

accuracy is selected as the proposed SLA predictive model. The evaluation of the 
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selected model is also done by comparing its accuracy to the accuracy of the majority 

class in the primary classifier derived from the actual labels, i.e., "Resolution Duration" 

and "SLA exceeded" (Step 5). 

 

4.2.3. Empath Scoring Process 
 

To include the human element, the Empath library is deployed on the unstructured data 

(i.e., in the variables: Problem Description, Update from Customer) to derive both the 

Empath numerical scores and Empath categories (Step 3a – 3c). For example, a case 

record with the words such as "funding", "allowance", "money" will be sorted into the 

category of "business". This sheds light that the customer who has initiated this service 

request is looking into seeking financial assistance. 

The four regression models are rerun with these outputs, and the accuracy scores are 

compared to derive the selected model (Step 6 - 9). 

 

4.3. Results and Discussion 
 

Text pre-processing (Step 1a and 1b) and feature selection are essential steps when 

dealing with unstructured data such as text. They can help handle the reduction of data 

dimensionality. Data dimensionality is a constant challenge for models that attempt to 

include textual data in their data frame. This is because the inclusion of the original 

textual data generally will increase data dimensionality, in turn increasing the data 

frame, leading to it being too massive for processing [109].  

To manage the data dimensionality issue brought about by textual data, LDA and 

LSI/LSA algorithms are being used to ensure that features are derived, yet meaningful 

predictive modelling can still occur later (Step 1c). A coherence score is used to assess 

the quality of the learned topics by the two algorithms. The algorithm with the higher 
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coherence score can be considered the better approach to topic modelling [110].  

 

 

Figure 5 Coherence Outcomes LDA (left) vs LSI/LSA (right) 

Using the two variables in the real-world dataset (i.e., Problem Description, Update from 

Customer), the textual data had been processed and prepared via NLTK Library and 

Spacy Package in Python (Steps 1a & 1b). After which, the processed data is further 

processed by two topic modelling algorithms: LDA and LSI/LSA (Step 1c). The LDA 

model has a higher coherence value than the LSI/LSA model as shown in Figure 5. The 

higher the coherence score, the more similar the words are within a topic, indicating that 

the text analytics algorithm works well hence, indicating that the features derived from 

this algorithm will be more accurate. Hence, based on this dataset, LDA is the better 

algorithm to be used for text analytics on this data. This answers the first research 

question, whereby for a dataset that contains textual data on case description LDA is the 

proposed topic modelling algorithm to derive the features. 

 

As depicted in Figure 3 (Stage 1: Regression Modelling (Step5), four different 

regression models namely Logistic Regression, Linear Regression, Multinomial Naive 

Bayes and Random Forest are used to build the predictive model to predict the end-to-

end case duration. The input variables include "Customer Type", "Incoming Channel", 

"Status", "Case Type", and the feature identified from the text analytics process namely 
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"Total Sentences". This feature represents the weighted list of words derived for each 

case record. This output can be used to represent the original textual data in the SLA 

predictive model, while not allowing the issue of data dimensionality to affect the 

modelling. Hence the use of "Total Sentences", a feature derived from the LDA, a text 

analytics process, will allow the linguistic aspect of each case record to be included in 

the prediction of SLA. This will help address the gap in current service analysis research 

as highlighted in Chapter 2.1.  

 

Since that the predicted SLA duration is a continuous output, hence, for this pilot 

system, regression models are considered instead of classification models. The business 

requirement of ES-B and Org-A is to know the predicted duration and not whether the 

case will pass or fail SLA, hence regression model will be a better fit in this study (Tang 

and Tang, 2014). Using the above variables as the inputs, the outcomes of the models 

are as follows: 1. Logistic Regression – Accuracy 75.13%, 2. Linear Regression – 

Accuracy 74.86%, 3. Multinomial NB – Accuracy 70.24% and 4. Random Forest 

Classifier – Accuracy 71.68%. 

 

The accuracy score for Logistic Regression is the highest. This means that in 

comparison against the gold standard (i.e. Resolution Duration stated in Table 5), the 

SLA predictive model built using logistic regression has an accuracy of 75.13%. Hence 

it is the best regression model to be used for the SLA predictive model among the 4 

models, after the predicted output is compared against the actual real resolution duration. 

To further validate this, a receiver operating characteristic curve (ROC Curve) is plotted 

to show the performance of a regression model at all regression thresholds. For the 

logistic regression model used in this Chapter, the X and Y-axis of the ROC curve (the 
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blue line) are based on two parameters: True Positive Rate and False Positive Rate (See 

Figure 5). The best-case scenario is depicted by the ROC curve being at a perfect 90-

degree angle, whereby our model (shown as the blue line) is very close to being at a 90-

degree angle (depicted by the red line), as indicated in Figure 6.  

 

Figure 6 ROC Curve of Stage 1 Logistic Regression. 

 

 

Therefore, it can be concluded that logistic regression modelling is the better model to 

build the SLA predictive model for the given data set. This answers our first research 

question that even if we include textual data into the SLA prediction model, a good 

accuracy is obtained.  

 

Pre-validated human elements that are made available by tools such as Empath, provide 

the opportunity for researchers or service providers to link daily words to a broad array 

of real-world behaviours [111]. For example, researchers had run Empath on truthful 

and deceptive reviews to identify words that would shed light if the human behind the 

review is being truthful or deceptive. In the world of today, where citizens can leave 

reviews on services that they obtained via government bodies, this will help 

governments to identify the reviews that they should really pay attention to. This will 

increase operational effectiveness as one need not sift through the massive number of 

reviews, but just pick up the truthful ones and work from there on enhancing their 
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citizen services. This is like how customers leave product reviews. The human element 

is introduced to enrich the SLA predictive model by using the Empath library to further 

enhance the insights gained from the two text-heavy variables (i.e., Problem 

Description, Update from Customer). By including Empath in the SLA prediction 

model, we can determine the SLA holistically by taking into consideration the 

customer's emotions and personal behaviour [112].  

 

Empath library can analyse text across 194 built-in, pre-human validated categories. 

These categories are highly correlated (r=0.906) with the similar categories in LIWC 

[11]. As indicated in Figure 3 (Empath Scoring Process), the Empath library uses the 

processed text as input to derive two outputs, namely Empath Scores (Step 3b) and 

Empath Categories (Step 3c). Empath Scores are the granular scoring for each topic. At 

the same time, Empath Categories help to summarise the two variables and place them 

into the pre-validated categories that are defined in the Empath library using human 

input. For example, a case record with words such as "irritating", “useless”, “shut up”, 

"threatening", is placed under the Empath Category of "Aggression". This is indicative 

that this case is probably associated with an angry customer. Therefore, one would 

expect case records in this category to have a shorter SLA duration.    

 

The four regression models are rerun with either Empath Scores or Empath Categories, 

coupled with the other chosen variables (Stage 2 – Step 6, Stage 3 – Step 7). From the 

outcomes, using only Empath Categories, an accuracy of 0.7512 was attained. For only 

Empath Scores, an accuracy of 0.7511 was achieved. Thus, inclusion of psychometric 

elements had not adversely impacted the accuracy of the SLA predictive model, which 

previously had an accuracy score of 0.7513. See Figure 7 and Table 8 for full 
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comparison.  

 

Figure 7 Re-run scores with Empath Scores and Categories 

 
Table 8 Comparison of Accuracy Scores 

Algorithms With no Empath With Empath Scores With Empath Categories 

Logistic 

Regression 

0.751341 0.751172 0.75122 

Linear 

Regression 

0.748573 0.747909 0.747448 

Multinomial NB 0.702359 0.7027 0.702011 

Random Forest 0.71676 0.717132 0.714541 

 

Given the above outcomes, the second research question is answered, whereby the 

Empath library in the SLA predictive model does not adversely impact the accuracy. 

This is likely because, unlike topic modelling which derives only the list of weighted 

words under each key topic, Empath derives the human-related features, and hence it 

does not contradict the features from topic modelling. It introduces another dimension 

that helps the SLA prediction to be more human-centric. As stated in Chapters 2.1 and 

3.1, the human element can potentially help inform SLA since it is a critical factor in a 

service industry. 

 

Additionally, the recommendation would be to incorporate Empath Categories only in 

the SLA predictive model since it is more accurate than Empath Scores. Furthermore, 

when the predictive model is used in citizen service platform development, a categorical 

outcome will be more useful for the customer service officers or government officers to 
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understand rather than providing numerical values. For example, showing an Empath 

value of 0.8 means nothing to a CSO. However, an Empath category of "Aggression" 

will alert the CSO that this customer will require the case to be closed as soon as 

possible before they turn aggressive. 

 

4.3.1. Optimisation of the Chosen Empath X SLA Predictor 

To ensure that the model that had been built is the best feasible solution to the business 

problem that ES-B and Org-A are facing, we attempt to optimise the accuracy of the 

SLA predictive model from Stage 1 by using 2 other approaches (see Figure 3 – Step 

10), i.e., binning, and weighted approaches. The binning approach, also known as 

discretization, involves dividing continuous numerical features into discrete bins or 

categories. This can help simplify the model and capture non-linear relationships 

between the features and the target variable [189]. In this instance, what we do here is to 

bin the Y, the actual label (i.e., Resolution Duration) into a range such as 4-5 days is 

labelled as 1, 6-10 days labelled as 2 etc.  

 

Although with this approach, accuracy had improved tremendously to 0.90. However, 

when the ROC curve (blue line) in Figure 8 is compared to Figure 6, it could be 

observed that the SLA predictive model that incorporated binning approach is further 

away from the best-case curve of 90 degrees. Hence this shows that the model is 

receiving more false-positive outcomes than the original SLA predictive model, even 

though the latter has an accuracy of 0.75. 
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Figure 8 Outcome of Binning Approach used on Y 

In the real-world dataset, the percentage of case records fulfilling SLA is approximately 

70% compared to only 30% not fulfilling SLA. The second approach helps to tackle this 

imbalance in the real-world dataset. Hence, we rerun the model using a weighted 

approach (which involves assigning different weights to individual data points or 

features based on their importance or relevance to the prediction task. This can help 

improve the model's performance by giving more emphasis to informative or critical 

data points [190]), whereby in this instance, the majority class "0" (i.e., "fulfilling SLA") 

was given the weightage of 0.3 to balance up with the minority class "1" (i.e., "not 

fulfilling SLA") The outcome of an accuracy of 0.748 is derived. Comparing this 

accuracy score to the accuracy score of the original model (0.75), the original model is 

still the better option (Step 11). This addresses the final research question and proves 

that the binning or weighted approach does not optimise the selected SLA predictive 

model. 

 

4.3.2. Summary of Results 
 

At Stage 1 (see Figure 4), we computed the accuracy scores for different regression 

models based on the variables with positive correlation and features derived from the 

topic modelling process. The outcome is that logistic regression has the highest 

accuracy. A further comparison of the accuracy of this SLA predictive model is made 
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against the accuracy of the primary classifier, which is the frequency of the majority 

class based on the actual label, i.e., "Resolution Duration". This will help to assess if the 

accuracy of SLA predictive model is good enough for deployment.  

 

Accuracy of Basic Classifier = (Total number of Case Records that falls within majority 

class)/ (Total number of Case Records)   

 

It was observed that the first derived SLA predictive model that was built using logistic 

regression (accuracy of 75.13%, see Figure 8) had an improvement of 7%, as the 

accuracy of the basic classifier is only 68%.  

 

For the model that incorporated Empath Categories, the accuracy was 75.12%. 

However, the accuracy of the primary classifier for the majority class is 45%. Therefore, 

the final SLA predictive model proposed in this chapter has an improvement of 30% 

accuracy. 

 

4.4. Conclusion 

 
Chapter 4 adds to the body of research work done in SLA prediction by proposing an 

SLA predictive model that incorporates lexical features from textual data contained in 

the case records. The experimental evaluation confirmed that an SLA predictive model 

built using logistic regression provides the best accuracy. Coupled with the use of 

Empath, the SLA prediction process can be made more human-centric, which is at the 

heart of service level agreement arrangements [113].  

 

The key contributions from this research are as follows: 
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1. The study outcomes demonstrate that SLA prediction can go beyond the current 

practice of statistical computation or system tracking to include textual data by using 

text analytical approaches such as LDA. This allows the consideration of the nature 

of inquiry to be considered during prediction.  

2. Empath allows the SLA prediction model to consider the human context and 

emotions when making predictions without impacting the accuracy of the model 

[114]. In the long run, governments can pick up cases with certain predicted SLA 

duration in relation with the Empath scoring and categories, to understand the 

citizens who are sending in the inquiries better. In turn, governments can potentially 

refine SLA requirements in accordance with citizen archetypes derived from the 

predicted outcomes.  

 

The work presented can be extended in several ways. Firstly, citizen segmentation can 

be done in conjunction with the proposed SLA predictive model. This will allow 

government bodies to understand their citizens better and decide if there is a need to 

have segmented SLA for different citizen clusters. Secondly, researchers can consider 

the inclusion of such predictive models in SLA renegotiation frameworks. 
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Chapter 5 

5. Introduction 

The Digital Government Blueprint (2020) that the Singapore Government has advocated 

since 2018 strongly emphasized the need to enhance citizen satisfaction rate by 

leveraging data and technology to respond to citizens' needs promptly and efficiently 

[9]. COVID-19 further propelled various government agencies in Singapore to 

accelerate the use of data and technology aligned with the message of "Digital to the 

Core and Serve with Heart" [115][116]. The roll-out of various COVID-19 initiatives by 

the Singapore Government resulted in more incoming inquiries from citizens to 

respective agencies through telephone, in-person, and email. Even with frequently asked 

questions (FAQs) published on government websites, the number of inquiries still 

surged. This surge overwhelmed the Customer Service Officers (CSOs), and they were 

unable to meet the demands of the citizens. Creating a government chatbot such as 

AskJamie that is developed and used widely by Singapore Government is one of the 

solutions to increase citizen satisfaction rate [115][116]. However, such chatbot 

solutions were not always very successful due to incorrect and inappropriate answers 

given to citizen inquiries [117][118]. Therefore, a more viable solution is through the 

introduction of a self-service element for the CSOs, where instead of having to approach 

subject matter experts to retrieve answers, a software system can help the CSOs respond 

to citizen inquiries [119][120]. Thus, the respective government agencies began to 

consider the use of question answering (QA) systems to assist the customer service 

officers (CSOs) in handling the citizens' surge in inquiries.  
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With the greater push for citizen engagement and satisfaction, there is a pressing need 

for governments worldwide to leverage QA systems as part of their digital 

transformation [121][122][123]. QA systems involve the analysis of a question phrased 

in natural human speech and then locating a recommended answer to that question 

within a database of documents [124]. With such systems in place, there is potential 

operational effectiveness that can be achieved within a customer or citizen service 

setting. CSOs using the QA system would likely reply more promptly and appropriately 

to the customers or citizens. This improvement in response speed, in turn, will increase 

customer or citizen satisfaction rates.  

 

Although the QA system is a widely researched area, the system's effectiveness depends 

a lot on what data is being input into the system. In the current context of the 

government agency, data is available in several forms namely frequently asked questions 

(FAQ) articles, government policies, support documents and citizen inquiries in the form 

of case records. The challenge is that these are not crafted in the same structure, yet 

nevertheless, all are needed for developing the knowledge base of a QA system. For 

example, citizens tend to send in inquiries in the form of long writing, while government 

policies or support documents tend to be lengthy to ensure details are not missed out. In 

such situations, it is prudent to use an incremental trial and test approach when 

developing the QA system in a government context so that citizen service can be 

delivered promptly and appropriately.  

 

The overarching goal of this research is to elicit the potential issues and possible 

solutions when implementing a hybrid question answering system (CQAS) that 

combines techniques of Information Retrieval QA, Natural Language Processing QA 

and Knowledge Based QA. The data is based on a collection of documents provided to 
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the customer service officers in a government agency. This collection includes website 

information, FAQs, and policy documents in word, pdf or PowerPoint format. The 

outcomes of this research will serve as a pre-empt to the government agencies before 

they embark on QA systems.   

5.1. Methodology 
 

The CQAS is built using the Hybrid QA technique. Figure 9 depicts the different 

techniques used. A brief explanation of how the techniques is applied follows and an 

example of the complete process flow using sample data is presented in Figure 10. 

 

Figure 9 Overview of the Hybrid QA Technique used in CQAS. 

 
Figure 10 Example showing how the Hybrid QA Technique is applied. 
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5.1.1. Question Classification (Natural Language Processing 

Technique): Step 1 

CSOs record the citizen inquiries as case records verbatim in text format. This 

unstructured data, comprising the "Description and Problem Description", as shown in 

Tables 3 and 4 is processed using Natural Language Processing algorithms to prepare 

the data and derive the features from the processed text. For example, text pre-

processing is necessary to remove irrelevant words such as "is", "to", "the", etc., and 

convert some texts into bi-gram and trigrams. The reason for using n-grams and 

tokenization is because some words might not have meaning on their own, however, 

when combined with other words, the meaning is revealed. For example, the word 

“stood” is just stand, but the 2-gram phrase of “stood up” has a totally different 

meaning.  It is after preprocessing, then Latent Dirichlet Allocation (LDA) is applied to 

the processed text to extract the relevant features from the textual description of the case 

records. 

5.1.2. Feature Extraction (Knowledge Based Technique): Step 2 
 

Given that the collections of documents are in several formats including word 

documents, PDF and PowerPoint, there is a need to restructure these documents into a 

structured data source. Hence Python script is used for extraction of the relevant textual 

information from the documents and then structure them as Question-Answer pairs. The 

question-answers pairs are then processed to derive relevant features that can be used 

during matching at the answer extraction step. 

 

5.1.3. Answer Extraction (Information Retrieval Technique): Step 3 

The features derived from the question classification step are matched to the features 

derived from the feature extraction step using a word-based and cosine similarity 
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approach. After a match is detected, the corresponding ranked recommended answers 

are then extracted from the structured data source and shown to the CSO. The CSO uses 

this ranked list of answers to reply to the customer and subsequently updates the case 

record. 

5.2. Results and Discussion 

Before trying out CQAS on the full data set, an initial test was conducted with a total of 

50 case records and the complete set of 168 questions with recommended answers was 

used to test the CQAS. Out of 50, 40 case records had the correct recommended answers 

matched, giving a very high accuracy of 80%. Subsequently, a total of 261,811 case 

records submitted by the citizens in 2020 were used for the Question Classification 

Stage. The same complete set of 168 questions with recommended answers created from 

the collections of documents was processed at the Feature Extraction and Answer 

Extraction stages. 

5.2.1. Accuracy of CQAS 

Despite the original accuracy of 80% for the test model, the final pilot model built using 

the full set of case records and structured data source only had an accuracy of 33%. To 

determine the cause for the low model accuracy, a preliminary manual screening was 

done to see if the recommended answer matched the case records after being processed 

by CQAS. The outcomes were split into three categories: Accurate, Relevant, and 

Irrelevant. Examples of the categories are shown in Table 8. This also helps to ascertain 

if the use of knowledge-based QA approaches had really helped to handle the 

complexity in the case details database as stated in Section 2.1.3 as key strength of this 

type of QA system.  

 

The establishment of the "Relevant" category is important to future assessment of CQAS 
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as it will reveal how many of the case records had been matched as "close but not 

accurate" answers. This category could indicate that while feature matching had done its 

job, there might not have been ample questions and recommended answer pairs to 

provide an accurate answer. The preliminary manual evaluation indicated that there were 

many data points that did fall under the "relevant" category. This also implied that while 

the use of knowledge-based QA approach had helped to handle this to a certain level, 

there is need to further review this aspect. Hence, future work will be directed at using 

the CSOs to assess the recommended answers that fall under the "Relevant" category 

from the CQAS and then apply human judgement and prepare an appropriate reply to 

the citizen's inquiry. Such an approach will work in the context of the research 

undertaken in this chapter since we are not using a chatbot to directly interact with the 

citizen, but rather the CQAS supports the human, namely CSO, to help answer the 

inquiry posted by the citizen. 

Table 9 Examples of outcomes to ascertain accuracy of CQAS 

Problem Description in Case Records Recommended Answer from CQAS 

Accurate – Recommended Answer will be able to answer the inquiry by the citizen 

Customer enquired on the credit claim that was rejected for 

the course that he had submitted. 

If you have already made an initial self-payment for 

a course in full, you will not be able to use the 

Credit for this course. If you had been rejected, 

there is no appeal. You may use your Credit for 

subsequent courses. 

Relevant – Recommended Answer belongs to the same collection of documents that the inquiry is based on 

Customer enquired on the full certificate in his digital X 

cert Passport. Customer mentioned that the Training 

Provider has submitted the assessment to the agency on 8 

January 2020. 

Information provided in the company approved 

training organization/non-X cert training 

organization's profile affects the funding your 

company/ training organization is eligible to 

receive 

Irrelevant – Recommended Answer does not address the inquiry, neither belongs to the same collection of 

documents 

Customer enquired on how her client can make XXX 

payment online. Customer mentioned that the client has 

foreign employees. 

Disbursement records from ABC Support Grant 

payment details are interfaced on-demand.  

 

5.2.2. Accuracy at Question Classification stage is not sufficient to 

ensure Accuracy of CQAS 

It was observed that the coherence score for the question classification stage was 71%, 

which means that the number of topics extracted to represent each case record has a 71% 
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accuracy. The topics are likely to reflect the content of the inquiry from the citizens. 

Despite this, the accuracy at the answer extraction stage was still not ideal since only 

33% matched correctly to the case records. A possible reason for this is that there could 

be more inquiries beyond the collections of documents, i.e., 168 questions with 

recommended answers. These collections of documents generally only get updated 

within the first three months of implementing the new initiatives rolled out by the 

agency. Subsequent inquiries from citizens that are not found within these documents 

are generally not included as there is currently no systematic approach to capture this 

source of answers. Further as discussed in Chapter 2.2.2, the virtue of information 

retrieval QA system, it ideally should have an enormous database to do term matching, 

hence with the inquiries going beyond the question-answer pairs, accuracy is bound to 

go down.  

 

To better handle this issue, we propose having a loopback component in the QA system, 

which allows CSOs to key in their final resolution into the structured data source at the 

Feature Extraction stage so that matches can be enhanced with new recommended 

answers. Further mechanisms to tag the case records to the recommended answers can 

be implemented at the Answer Extraction stage to help train the QA system. 

 

5.2.3. Presence of feedback-related statements increased complexity of 

CQAS. 

Upon reviewing the case records that had fallen within irrelevant or relevant categories 

(refer to Table 9), we observed that the case records were generally not a clear-cut 

textual value of only questions but also included feedback. An example is depicted 

below: 
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Case Record: “We have received your claim, however you have submitted the claim for 

the wrong course reference number. As the course has started, I will be grateful if the 

error can be amended, and my claim can be successful”. 

 

As we can see in the example, feedback-related statements such as "I will be grateful", 

etc., are found. When included in the question classification stage, such a statement is 

likely to lead to the questions being wrongly identified [125]. A proposed approach to 

handling this issue will be through introducing a task for CSOs to manually identify the 

question being asked or allow the CSOs to read the case and then key in the question 

instead. This approach might facilitate better accuracy during answer extraction later if 

the question was elicited correctly [126][127]. 

 

5.2.4. Review of Typology for Questions that had failed. 

Additionally, to better understand how the low accuracy of CQAS comes about, we also 

studied the typology of the questions that had failed to get an accurate recommended 

answer. Generally, questions can be defined by the type of answers expected. Based on 

this school of thought, there are four key question types: factoid, list, definition, and 

complex question [45]. Going by the definition of a complex question, which is about 

information in a context and the answer required, will likely be a merge of retrieved 

passages [128]. Many of the case records that had failed to get an accurate answer fall 

into this category of complex questions. 

 

We further investigated this by classifying these case records in accordance with the 

typology proposed by Shah et al. (2012) so that it can help to elicit insights on proposed 

solutions to deal with the different question types [129]. Examples of the case records 
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and proposed solutions are presented in Table 10 below. 

Table 10 Question Typology for Failed Case Records and Proposed Solutions 

Category  Definition [ Example of a Case Record Proposed solution 

Ambiguity Question is too vague or too 

broad, and for this reason, is 

misunderstood or causes 

multiple interpretations. 

"Appeal for course" Create a minimal word count or 

maximum word count on the input 

field for the citizen so that overly 

broad or vague inquiry can be 

minimized. 

Lack of 

information 

Not enough information exists 

to identify the asker's intended 

information-seeking goal. 

"I would like to re-appeal for my 

previous case" 

Implement an additional feature in the 

inquiry portal so that when the citizen 

submits the inquiry, the system can 

prompt the citizen to indicate his or 

her case number.  

Poor syntax Question syntax is ill formed, 

has typos, or has Internet slang 

that hampers understanding. 

"I have een rying to caim credit 

for a cours but just cannot 

because system not working. Can 

you pls assist?" 

Introduce autocorrect feature on the 

portal to help the citizen amend the 

typos in the inquiry. 

Too complex 

and/or 

overly broad 

Question is too complicated, 

and a few people have the 

ability and/or the resources 

necessary to provide answers, 

even though enough details are 

provided to identify the asker's 

intended information-seeking 

goal. 

"I was refunded in full, but I have 

not yet received my certificate 

and two weeks have already 

passed. Has my appeal been 

approved? Also why is my school 

not paid yet?" 

Introduce an additional dialogue 

management feature in CQAS to store 

and split the sentences until 

individual questions are being elicit. 

Relatedness Title and/or content poses more 

than one question (although 

they are related), so the 

respondent may be confused in 

interpreting the asker's 

intended information-seeking 

goal. 

"Can I find out how to appeal for 

AB765 course? Can I also know 

how I can use my credit for it?" 

Introduce a local and general label to 

the collections of documents so that 

inter-connected questions with its 

corresponding answers can be 

surfaced when such question types 

are sent by citizens. 

 

5.3. Conclusion 

In this chapter, using real-world data sets, we presented our experience in building and 

evaluating a pilot QA system, CQAS for a government agency's customer service centre. 

This system uses a collection of documents and case records from the domain of 

training-related government initiatives. CQAS is a hybrid QA system that combines 

techniques from Natural Language Process QA, Knowledge based QA and Information 

Retrieval QA. 

 

Our initial assessment showed that despite the high coherence value at the question 

classification stage, the overall accuracy of CQAS was significantly lower. We did a 

deep dive into both the case records and the collections of documents and presented the 
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following four key learnings which can be considered for future research work when 

further enhancing CQAS QA systems: 

1. Rather than relying purely on the category "Accurate", it is important to establish an 

additional category named "Relevant" for the case records when assessing the 

accuracy of a QA system, as it can help to draw insights if the questions and 

recommended answers pairs are sufficient though they are not accurate. This is 

particularly significant in QA systems that have a human in the middle before 

responding to the customer. The decision to adopt the "Relevant" answers is left to 

the human, in this instance, the CSO. 

2. Inclusion of a feedback loop system so that CSOs can indicate their resolution to 

inquiries and tag them as recommended answers. This will help to build a more 

robust QA system, rather than building one based on a legacy dataset. This is 

specifically significant since the questions and recommended answers pairs are 

derived from FAQ documents which are meant for human consumption and not 

machine consumption. Therefore, inclusion of such feedback loop system will help 

to restructure answers in a format that is for machine consumption. 

3. Inclusion of manual question classification mechanism so that CSOs can indicate 

within the system which part of the case record is a question and thus improve the 

question classification capability of the QA system. 

4. Establishing a question typology for the failed questions that did not have an 

accurate answer could be recommended as a reply to citizens. This will help the 

people developing the QA system to further enhance it to specifically cater to the 

different question types (e.g., ambiguity, poor syntax, etc.) that the CSOs might 

encounter. 

 

The research done in this chapter contributes to the body of AI applied research in 
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digital government and more specifically, to QA systems to support CSOs responding to 

citizen inquiries. 
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Chapter 6 

6. Introduction 

Technological advancements have ushered in an era characterized by unprecedented 

data collection capabilities, prompting a re-evaluation of traditional boundaries in citizen 

service research. Instead of solely focusing on internal process improvements for 

Service Level Agreement (SLA) compliance, there is an opportunity to expand research 

into uncharted territories by leveraging lexicon libraries, such as Empath, Question-

Answer models, and large language models like ChatGPT [102][103][104][105]. SLAs 

play a pivotal role in shaping interactions between citizens and government entities, 

influencing satisfaction and trust in governmental operations [1]. Despite their 

significance, SLAs can fail due to various factors, hindering government agencies' 

ability to meet citizens' expectations [2]. 

 

In this context, we introduce the blueprint of a pilot system, AI-based Citizen Question-

Answer Recommender (ACQAR), designed to address SLA deficiencies within a 

Singaporean government agency's customer service centre. Leveraging insights from 

Chapter 4 and 5, which involved the integration of lexicon libraries like Empath in SLA 

prediction [10][11][12] and Cosine similarity in CQAS, ACQAR incorporates Empath X 

SLA predictor and a refined Citizen Question Answer System (CQAS) within a unified 

interface. From there, the outputs are passed to ChatGPT to draft the proposed response 

for the customer service officers to use for replying to citizens.  

With consideration that ChatGPT might run into misinformation or hallucinations, 

human-in-the-loop (HITL) methodology was adopted by having the CSO reviewing the 

output before sending out to the citizens. What is HITL? The Human-in-the-Loop 
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(HITL) approach is a methodology that integrates human intelligence and oversight into 

automated systems or algorithms [191][1920. In HITL systems, humans are actively 

involved in the decision-making process, providing feedback, guidance, and supervision 

to improve the performance and reliability of AI-driven processes [193][194]. This 

approach leverages human expertise, in our instance, the CSO, to handle complex or 

ambiguous situations, ensure ethical and responsible decision-making, and enhance the 

overall quality of outcomes [195]. 

 

By involving CSOs in the loop, ACQAR ensures that human judgment and expertise are 

applied to augment and refine AI-generated responses, fostering trust, empathy, and 

efficiency in citizen service delivery, while considering citizens’ sentiments, expected 

service timelines, and recommended answers from official government documents.  

 

Simultaneously, the adoption of advanced language models like ChatGPT in 

government operations has become increasingly prevalent, promising more personalized 

and accurate responses [4][5][6]. However, challenges such as data opacity, potential 

misinformation, and occasional errors must be addressed to align with core public 

administration values of transparency and accountability [13]. This chapter proposes 

strategies, including prompt engineering and the use of interpretability tools like 

SHapley Additive exPlanations (SHAP) and Local Interpretable Model-agnostic 

Explanations (LIME), to enhance ChatGPT's explainability within the unique context of 

government operations [14]. 

 

Overall, this research attempts to answer the following research question:  

• Does integrating a question-answer recommender, augmented with ChatGPT, 

improve citizen satisfaction and the efficiency of customer service officers? 
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The answer to the question contributes a holistic approach to citizen service delivery, 

introducing the innovative ACQAR system design and addressing the challenges 

associated with the adoption of generative AI capabilities such as ChatGPT in 

government operations. 

6.1. Refinements to CQAS 

Our prior research in Chapter 5 delves into the practical implementation and insights 

derived from a hybrid Citizen Question Answering System (CQAS) in the context of 

government service delivery. Combining Information Retrieval QA, Natural Language 

Processing QA, and Knowledge-Based QA techniques, the CQAS aims to improve 

citizen engagement and satisfaction in digital government services [136]. This initiative 

is driven by the evolving landscape of government-citizen interactions, exemplified by 

the Singaporean government's Digital Government Blueprint (2020), emphasizing the 

importance of leveraging data and technology to promptly address citizen needs [9]. 

 

Utilizing real-world data from a government agency's customer service centre, the 

research incorporates a diverse range of document types, including Frequently Asked 

Questions (FAQs) in the form of government policies, support documents, and case 

records. Key insights from the pilot implementation include the proposal to redefine 

accuracy assessment by introducing a "Relevant" category for case records. This 

nuanced approach recognizes the importance of responses that, while not entirely 

accurate, remain relevant and informative. Furthermore, the study emphasizes the 

involvement of Customer Service Officers (CSOs) in system improvement through 

feedback loops, such as indicating the categories under which citizens' inquiries may 

fall—an invaluable step in adapting QA systems to the complex nature of citizen 

queries. Additionally, manual question classification mechanisms, like restructuring the 
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FAQ dataset, are proposed to enhance the system's capabilities. Lastly, the establishment 

of question typologies is suggested to address various query types, tackling issues such 

as ambiguity and poor syntax commonly encountered by CSOs. 

 

With the insights derived from Chapter 5, the revised CQAR used in the setup of 

ACQAR has been refined via the following methods: 

1. FAQ dataset had been rewritten to avoid the issues such as ambiguity and poor 

syntax. 

2. The dataset was then further restructured in a standard format of question-answer 

pairs and consolidated using the agency’s new Customer Relationship Management 

(CRM)System.  

3. Categories were tagged to all question-answer pairs and a filtering mechanism 

was incorporated into the new CQAS to increase accuracy from 33% to 76%. 

 

6.2. Incorporating ChatGPT  

The design of ACQAR was completed with Empath X SLA predictor, enhanced CQAS, 

and ChatGPT, and trained using a real-world dataset from a Singapore government 

agency’s customer service centre.  This government agency manages training-related 

programmes and uses an external customer service centre to address individuals’ and 

companies’ inquiries about these programmes [137]. 

 

The consideration of incorporating generative AI technologies is due to its potential to 

transform unstructured data into intelligently crafted replies. With AI, faster decision 

making can be fostered [138] and ChatGPT can act as an efficient digital assistant. 

Further, within the realm of public administration, the adoption of artificial intelligence 
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(AI) and natural language processing (NLP) technologies has emerged as a significant 

driver with the potential to elevate the delivery of citizen services within government 

agencies. Notably, ChatGPT, introduced in late 2022, has garnered attention as a 

versatile AI-powered conversational agent capable of transforming the dynamics of 

government-citizen interactions [53][54]. This section critically analyses the role of 

ChatGPT in citizen service delivery, highlighting its anticipated benefits and outlining 

the challenges that demand thorough consideration for its successful implementation. 

 

While ChatGPT's ability to swiftly address frequently asked questions, streamline 

information dissemination, potentially decrease wait times for citizens and enhance the 

efficiency of government responses, there is still a significant challenge that arises in the 

form of hallucinations [55]. This poses a pressing concern, as responses generated by 

ChatGPT may impact citizens' trust in government due to the potential inaccuracies or 

misrepresentations.  

 

In response to this concern, we implement a human-in-the-loop approach through the 

development of ACQAR, so that Customer Service Officers (CSOs) can utilize 

ChatGPT's capabilities in a more measured approach while responding to citizens. This 

approach deviates from using ChatGPT as a direct replacement for the existing chatbot 

in citizen interactions. By having CSOs act as the human-in-the-loop, they play a crucial 

role in refining ChatGPT's responses, ensuring that the prominent challenge of 

hallucination does not adversely impact citizen service delivery. This strategy aims to 

create a mutually beneficial scenario, enabling the incorporation of ChatGPT's strengths 

while effectively mitigating its potential drawbacks. 
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The overall design of ACQAR is indicated in Figure 11 below: 

 

Figure 11 ACQAR System Design 

ACQAR consists of four main components: 1. A backend Question-Answer model that 

recommends answers based on input (citizens’ inquiries) and outputs from Empath X 

SLA predictor, providing predicted categories such as "Agitated" and a 3-day SLA 

prediction; 2. A database capturing input, output, and the duration taken for the 

Customer Service Officer (CSO) to close or escalate a case (citizens’ inquiry); 3. 

Integration with ChatGPT Turbo 4.0; and 4. A frontend user interface for CSO input and 

output. 
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The frontend user interface is depicted Figure 12 – 14 below. Figure 12 shows the 

landing page that the CSOs will see the moment they login ACQAR. It was designed to 

look similar to the Salesforce CRM that they are using, with the Category 1-3 that they 

will always be referring to or allocating to each citizen’s inquiry whenever they received 

them.  

 

Figure 12 Landing Page 
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Figure 13 below shows the page whereby after the CSOs had keyed in the citizen’s 

inquiry at the landing page and click “Search”, the Question-Answer recommender will 

breaks the inquiry down into features and based on the similarity scores and 

recommends the top 10 Frequently Asked Questions (FAQ) to the CSOs. Only if the 

answers recommended does not fit the inquiry, the CSOs will click escalate button to 

pass on the case to the next level SME to handle.  

 

Figure 13 QA Page as an example 
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Figure 14 below shows the generated answer after the chosen recommended answer and 

the category of citizen had been input. From here, the CSO will copy and paste the draft 

reply into Salesforce CRM to further revise before sending to the citizen.  

 

Figure 14 ChatGPT page with prompt template that has recommended answer and empath category 

The pilot system enables a CSO to input a citizen’s inquiry and select relevant inquiry 

categories. As discussed previously, ACQAR is built upon the new CQAS, whose 

accuracy is enhanced by incorporating a category filter. Consequently, the pilot system 

allows the CSO to input categories to activate CQAS through the interface. After the 

CSO submits the inquiry, the backend CQAS returns the top 10 recommended 

Frequently Asked Questions (FAQs) related to the current citizen’s inquiry, while the 

Empath X SLA predictor provides the corresponding Empath category and predicted 

SLA. 

 

As the human-in-the-loop for ACQAR, the CSO acts as a second layer to filter the 
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recommended FAQ list, choosing the answer most relevant to the citizen’s inquiry. After 

selecting the FAQ, the CSO proceeds to the next stage, where the recommended answer 

is pre-populated as prompt input into ChatGPT Turbo 4.0. The CSO can further refine 

the inputs in the input box with the Empath category before using ChatGPT to generate 

the answer. 

 

A “Prompt framework” is implemented to ensure CSOs optimize the use of ChatGPT's 

capabilities. In the case of citizen service delivery, a combination of context control and 

output customization is considered. In this context, the recommended answer contributes 

to context control, while the Empath category serves as part of output customization, 

resembling a Persona Pattern. An example of a prompt input for a citizen inquiry is 

illustrated in Table 11 below: 

Table 11 Example of how ACQAR works with context control and output customized framework for prompt input 

structure. 

Citizen’s inquiry Can I know right now whether I am entitled to extra training funds if I am 40 years old 

and above? Please get back to me immediately as you all always take so long, and it is 

irritating! 

Empath X SLA Predictor 

Output 

Empath Category: Agitated 

Predicted SLA: 3 days 

New CQAS output A one-off training credit of $500 will be provided to every Singapore Citizen aged 40 

to 60 (inclusive) as of 31 December 2020. This will be on top of the training credit 

top-up for Singapore Citizens aged 25 and above. 

Prompt Input  

Note: 

Underlined: context control 

Italic and underlined: output 

customization - Persona 

Please craft me an email reply from the standpoint of a customer service officer from 

XX agency to an agitated citizen with this content: A one-off training credit of $500 

will be provided to every Singapore Citizen aged 40 to 60 (inclusive) as of 31 

December 2020. This will be on top of the training credit top-up for Singapore 

Citizens aged 25 and above. 

ChatGPT Turbo 4.0 Output 

 

 



78 

 

 

SMU Classification: Restricted 

6.3. Results and Discussion 
 

This pilot trial aimed to assess the impact of the human-in-the-loop AI system, ACQAR, 

on the efficiency and satisfaction of citizen interactions within a government agency call 

centre. Two Customer Service Officers (CSOs) with 1-2 years of experience participated 

in a trial in November 2023, and the trial tested two primary hypotheses: 1) ACQAR 

would lead to a decrease in average resolution time, and 2) citizen satisfaction would 

improve compared to relying solely on operational CRM systems. Institutional Review 

Board’s approval had been sought for the participation of the 2 CSOs, coupled with the 

clearance of the survey questions and questions used for focus group discussion (FGD).  

 

The trial involved two phases: Baseline (Phase 1) and Intervention (Phase 2). During 

Phase 1, CSOs responded to citizen queries using the existing operational CRM system, 

without ACQAR assistance. In Phase 2, CSOs used ACQAR alongside the CRM system 

to handle citizen queries. The average resolution time data revealed noteworthy 

improvements: 

1. Agent A's average resolution time decreased from 14 hours 28 minutes to 11 

hours 15 minutes. 

2. Agent B's average resolution time decreased from 11 hours 29 minutes to 11 

hours 13 minutes. 

These findings suggest a considerable decrease in average resolution time for both CSOs 

after the introduction of ACQAR. 

 

Further, post-service survey was implemented for the cases that both agents had resolved 

in October 2023 and during the trial in November 2023. The post-service survey by the 

agency had a total of 3 questions stated below: 
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1. How well did we understand your concern? 

2. How well did we address your issue? 

3. How well was your overall experience with our service? 

 

Citizens were to rate “poor”, “fair” and “good” for these 3 questions. The outcomes are 

as indicated in Table 12 below: 

Table 12 Outcomes of Post-Service Survey 

 Oct 2023 Nov 2023 

Questions 1 2 3 1 2 3 

Agent A Poor - 3 

Fair – 15 

Good - 17 

Poor - 5 

Fair – 18 

Good - 12 

Poor - 5 

Fair – 19 

Good - 11 

Poor - 3 

Fair – 12 

Good - 20 

Poor - 4 

Fair – 10 

Good - 21 

Poor - 4 

Fair – 12 

Good - 19 

Agent B Poor - 2 

Fair – 16 

Good - 16 

Poor - 3 

Fair – 15 

Good - 17 

Poor - 4 

Fair – 18 

Good - 13 

Poor - 2 

Fair – 12 

Good - 21 

Poor - 3 

Fair – 11 

Good – 21 

Poor - 3 

Fair – 12 

Good - 20 

Upon analysing the post-service survey data for Agents A and B, several notable trends 

emerge. Overall, both agents experienced an enhancement in citizen satisfaction across 

all three questions during the trial period in November 2023 compared to October 2023. 

The November data revealed minimal "poor" ratings, indicating a general satisfaction 

with the performance of both agents. Notably, "fair" ratings decreased, while "good" 

ratings exhibited a substantial increase. Agent B received marginally higher "good" 

ratings than Agent A across all questions and time periods. 

 

Examining specific categories, both agents demonstrated a consistent decrease in "fair" 

ratings and an increase in "good" ratings for understanding citizen concerns. The most 

substantial improvement was observed in the "Addressing Issue" category, with a 

significant decline in "fair" ratings and a corresponding rise in "good" ratings. Similarly, 

both agents displayed notable progress in garnering "good" ratings for the overall citizen 

experience. All in all, this answers the research question that integrating a question-

answer recommender, augmented with ChatGPT, can improve citizen satisfaction and 
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the efficiency of customer service officers.  

 

Potential explanations for this improvement include the use of ACQAR, which may 

have facilitated superior information retrieval, enhancing the agents' capacity to 

comprehend and address citizen concerns effectively. The increased efficiency gained 

through ACQAR could have contributed to shorter resolution times, thereby fostering a 

more positive overall experience for citizens. However, it is essential to acknowledge 

the limitations of the survey results, as the observed improvements may not be solely 

attributable to ACQAR, and external factors could have influenced citizen satisfaction 

during the trial period. 

 

Finally, a Focus Group Discussion (FGD) with the participating CSOs was conducted 

after the trial. It covers the following questions that was designed in accordance with the 

TOE-TAM framework that other researchers when conducting interviews for adoption 

of technological tools had used [196]. Each group of questions are based on the 

following [197]: 

1. Perceived Usefulness - refers to the degree to which an individual believes that 

using a particular technology would enhance their job performance or productivity. It 

assesses the user's subjective perception of the benefits and advantages associated with 

adopting the technology. 

2. Perceived ease of use - Perceived ease of use refers to the extent to which an 

individual believes that using a particular technology would be free from effort or 

difficulty. It assesses the user's perception of the simplicity, intuitiveness, and user-

friendliness of the technology. 

3. Relative advantage - Relative advantage refers to the degree to which a new 

technology is perceived as superior to existing alternatives or practices. 
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4. Compatibility - Compatibility refers to the extent to which a new technology is 

perceived to be consistent with existing organizational practices, values, and norms. It 

assesses the alignment between the technology and the organizational context, including 

technical infrastructure, workflows, and cultural factors. 

5. Complicatedness - Complicatedness refers to the perceived complexity or 

difficulty associated with understanding and using a new technology. It evaluates the 

user's perception of the learning curve, training requirements, and potential challenges in 

mastering the technology. 

There is no scoring matrix and the analysis of the recorded outputs in the form of 

transcript is based on manual identification of themes in the form of area of concerns as 

depicted in Table 13.   

Table 13 FGD Questions 

 Introduction 1. Can you share your overall 

experience with the pilot system, 

including how well you think you've 

been using it and your general 

impressions? 

Perceived Usefulness 

 

Technology Integration and Use 2. Describe how you incorporated the 

pilot system's auto-recommendation of 

FAQs and ChatGPT into your daily 

interactions with citizens. What were 

the main benefits you observed? 

Perceived Usefulness 

 

Impact on Workflow 3. How has the pilot system influenced 

the efficiency of your work and the 

effectiveness of your responses to 

citizen inquiries? 

Complicatedness Challenges and Limitations 4. Were there any challenges or 

limitations you encountered when using 

the pilot system? Can you provide 

examples of situations where the 

technology fell short or presented 

difficulties? 

Compatibility User Feedback and Improvement 5. Did you have opportunities to 

provide feedback on the pilot system 

and its features during the experiment? 

Were there any suggestions or 

recommendations you shared with the 

team? 

Complicatedness Training and Adaptation 6. Reflect on the training and support 

you received during the experiment. 
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How well-prepared did you feel when 

starting to use the new system? 

Perceived Usefulness 

 

Long-Term Adoption 8. Do you see the pilot system, 

including auto-recommendations and 

ChatGPT, becoming a permanent part 

of your workflow for assisting citizens? 

Why or why not? 

Perceived ease of use Overall Satisfaction 9. On a scale from 1 to 10, how satisfied 

are you with the pilot system and its 

features for citizen service? Please 

explain your rating. 

Relative advantage Future Technology Considerations 10. What lessons have we learned from 

this experiment, and how can similar 

technology be improved for your work 

in the future? 

Compatibility Conclusion 11. Is there anything else you'd like to 

share about your experience with the 

pilot system and the impact it had on 

your role in serving citizens? Any final 

thoughts or insights you'd like to 

provide? 

The key highlights of the FGD revealed that design and data used to train, and prior 

training are key considerations when it comes to the use of AI capabilities. The 

participants are of the view that while the AI capabilities will benefit their work but may 

not necessarily boost their efficiency if not design properly. Furthermore, if there is no 

proper training, even with the presence of generative AI capabilities like ChatGPT, 

mistakes can still happen or the output from using the system would not be ideal.  

 

In terms of the system design of ACQAR, selecting FAQs before input into the AI 

system (ChatGPT) might be less effective than training a large language model (LLM) 

and using it directly. This is coupled with the feedback that the prompt template used by 

the system may need to be revised to provide more accurate and helpful outputs. 

Quotations from Agent A and Agent B that depicts the concerns are indicated in Table 

14: 

Table 14 Quotations from Agents during FGD 

Areas of concern Quotations from Agent A and B during their Focus Group Discussion 
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Not design 

properly 

Agent A: “I have to cut and paste the answers into CRM after generated. This one slows me 

down.” 

Agent B: “The system should be inside CRM then we can directly have it show inside the 

email box to reply to citizens. So, need to design this better.” 

Data inputs to 

ACQAR 

Agent A: “The drafting is good, but there are times that answers recommended not answering 

inquiries.” 

Agent B: “Ya, if there is no such answer, then draft also no use. End up also we had to 

google.” 

Agent A: “why the answer recommender cannot be directly inside ChatGPT? Then save one 

step?” 

Training related Agent A: “not everyone know how to ask the ChatGPT to draft properly. So, the template 

given is good.” 

Agent B: “true that. If the template is made available like in this pilot system, then people 

might use it better. Else I think hor many of us not trained enough to ask the ChatGPT the 

right questions to get good answers.” 

 

In summary, the data indicates that ACQAR has the potential to enhance the efficiency 

of CSOs in resolving citizen inquiries and enhance citizen satisfaction rate. However, it's 

crucial to note that the sample size was small, and the study duration was limited. 

Therefore, these findings should be interpreted with caution. The FGD highlights areas 

for improvement in the design and implementation of ACQAR, including the potential 

effectiveness of training a large language model directly and refining the prompt 

template for better guidance to the AI system. Further research with a larger sample size 

and an extended duration is recommended to validate and build upon these initial 

findings. 

 

6.4. Implications of Using ChatGPT 

In the context of the agency's case study, a series of challenges emerged during the trial 

of ACQAR, shedding light on significant issues related to the use of ChatGPT. Three 
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key challenges were particularly pronounced. Firstly, the issue of data opacity surfaced, 

encompassing concerns about how data is stored and potentially accessed. This is 

followed by feedback from the two Citizen Service Officers (CSOs) who raised 

concerns about potential hallucinations, prompting a request for an improved prompt 

template. Lastly, the incorporation of internet resources in ChatGPT's training led to the 

issue of misinformation. 

 

In the agency's attempt to utilize OpenAI's ChatGPT directly, the challenge of data 

opacity became apparent. There was uncertainty about where the data would be stored, 

and the agency faced difficulties in discerning the origin and processing of the ChatGPT 

output. To address this, the agency collaborated with the central government's 

technology agency to develop an internal ChatGPT product, ensuring clarity on data 

storage and the exact dataset used for training. 

 

The agency also grappled with hallucinations from ChatGPT, particularly concerning 

the drafting of responses to citizens, whereby recommended FAQ and the Empath 

category of the inquiry was served as inputs to ChatGPT. The unsupervised learning 

nature of ChatGPT allowed it to self-generate data, sometimes resulting in information 

extrapolation or guessing issues not present in the training data, leading to occasional 

misjudgements. 

 

Furthermore, the agency observed instances of misinformation during the trial 

experiment. This issue was exacerbated when outdated data was ingested by the model, 

with no mechanism for reversal, resulting in factually inaccurate outputs that could 

potentially undermine the agency's reputation, if not for the human-in-the-loop nature of 

ACQAR. 
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These three challenges underscore the crucial need for AI explainability in ChatGPT's 

implementation. In the subsequent section, we will propose a 4-Steps framework 

integrating strategies aimed at enhancing AI explainability, addressing the intricacies 

posed by data opacity, hallucinations, and misinformation. 

6.5. Use Cases based on Case Study 

The adoption of ChatGPT in government agencies brings immense potential, yet 

challenges related to transparency and accountability must be navigated for responsible 

AI integration. Similarly for the case study in Chapter 3, the government agency is 

exploring various use cases where ChatGPT can be leveraged. 

6.5.1. Use Case 1 – Drafting replies to Citizens as per ACQAR 

Since the agency works closely with the citizens and organizations on the ground by 

promoting numerous training initiatives and programs, there is always a lot of inquiries 

incoming from citizens. This surge in inquiries coupled with the complexity of the 

information that must be shared with citizens, often resulted in the agency unable to 

attain a high citizen satisfaction rate. As such, the agency planned to leverage upon 

ChatGPT to assist in faster crafting of responses to citizens.   

6.5.2. Use Case 2 – Faster Creation of Documentation  

As a government agency, the number of documents created for the purpose of 

documentation is alarmingly large. That is why many agencies had put in place 

document repository systems to facilitate the storage of such documents [139]. The 

agency in the case study is no stranger to this. The government officers of the agency 

must create documents ranging from notes of meetings to budget papers. Yet the writing 

of such documents can be tedious and time consuming. As such, the agency currently is 

training an internal ChatGPT system for its officers to expedite the drafting of respective 
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documents faster by leveraging past documents as training data for this internal 

ChatGPT system. 

6.5.3. Use Case 3 – Summarisation capability 

As the agency leading adult learning and training ecosystem in Singapore, it interacts 

and governs all the training providers. This also means that the training programmes and 

courses under this agency’s purview are at a record high. Therefore, it is tedious for the 

agency officers to be screening through numerous programmes or course curriculum to 

ensure that the training courses offered to citizens are indeed aligned to what the training 

providers are marketing. ChatGPT proved to be useful when it can easily summarise the 

lengthy course or programme curriculum and allow the officers to screen and compare 

with the training providers’ marketing content in a more efficient manner. This will 

minimize the chance that misinformation is provided by the training providers as 

compared to the actual curriculum that the citizens will undertake. 

6.5.4. Learnings from the Use Cases 

During the implementation of the respective use cases, 3 key issues were highlighted. 

First, was the issue of data opacity. When the agency wanted to use Open AI’s ChatGPT 

directly, there was no way to find out where the data would be stored, and which data 

would exactly be used by the Open AI product. This also means that the agency will 

face challenges in discerning the origin of the data that the ChatGPT output is based on, 

or how it has been processed. To overcome this, the agency worked with central 

government’s technology agency to come up with an internal ChatGPT product so that 

they will know where the data is stored, and which exact dataset was used to train the 

ChatGPT.  

 

Second, the agency encountered hallucinations from ChatGPT. As an unsupervised 
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learning model, ChatGPT is capable of self-generating new data. While this enhances 

ChatGPT’s human-like responses, the challenge comes about when the model 

extrapolates or guesses information that it hasn't seen in its training data. This poses a 

problem for the agency, especially for use case 3, when a large amount of curriculum 

was fed into the model, and itself generates at times information that was not found 

within the actual curriculum. This led to occasional misjudgement.  

 

Lastly, the agency during implementation of the use cases, observed that sometimes 

misinformation can occur. This is especially so when outdated data was ingested by the 

model already and there is no way to reverse. Hence the output turned out to be factually 

inaccurate. This could potentially undermine the reputation of the agency. 

 

All the 3 issues pointed to the need for explainable AI (XAI) during the implementation 

of ChatGPT. In Section 6.6, we will be proposing a 4-Steps framework that incorporates 

strategies that could enhance this aspect. 

6.6. Proposed 4-Steps Framework 

The adoption of ChatGPT in government agencies holds great promise but also presents 

challenges related to transparency and accountability. To ensure responsible AI 

integration, this framework proposes strategies to enhance AI explainability within the 

unique context of government operations. The overview of the framework is depicted in 

Figure 15 below: 
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Figure 15 Proposed 4-Steps Framework 

6.6.1. Step 1: Data Governance 

All AI models relied heavily on the data. Hence the fundamental to enhance AI 

explainability should start with the focus on data. Considering that government data tend 

to be of confidential and sensitive nature, there is a need to examine the governing 

policy of the use of data for ChatGPT [140]. It is proposed that the data governance 

framework for the use of ChatGPT should include at least 3 key components: 

1. Data Quality - Implement rigorous data quality checks and validation procedures 

to ensure that the data used to train and fine-tune ChatGPT is accurate, up-to-date, 

and reliable. 

2. Data Provenance – We should maintain clear records of data sources, data 

transformations, and preprocessing steps, allowing government agencies to trace 

the data legacy and lineage used by ChatGPT.  

3. Data Documentation – Creation of comprehensive metadata, data entity 

relationship diagram and dictionary for datasets should be in place.  

4. Data Classification - Streamlining the various datasets into different classification 

from Official Open, Official Closed, Restricted, Confidential and Secret, will 

ensure that only certain data is being used within the models based on where the 

data residency is located.  

Step 1: Data Governance:

Data Quality 

Data Provenance 

Data Documentation 

Data Classification 

Step 2 - Prompt Engineering

Standardised Prompts 

Prompt Design Guidelines

Step 3 - Human-in-the-loop

Human Review

Feedback Loop

Step 4 - Model Transparency

SHAP

LIME
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6.6.2. Step 2: Prompt Engineering 

Since ChatGPT’s output responses can be varied by prompt inputs, this presents a 

window of opportunity that government agencies could align the structure of prompt 

inputs based on the use cases, so that further investigation can take place should any 

issues occur [141]. 

Two key components can be of consideration in this aspect: 

1. Standardised Prompts – The agency can put in place a standard structure for 

prompt inputs for common government tasks or inquiries to ensure that 

ChatGPT provides consistent and reliable responses. 

2. Prompt Design Guidelines: Create guidelines for designing effective prompts 

that yield informative and unbiased answers from ChatGPT. 

 

6.6.3. Step 3: Human-in-the-loop 

Since ChatGPT can potentially hallucinate, introducing human-in-the-loop can help to 

provide the expert oversight the responses from ChatGPT before the government 

officers use them [142].   

Two key components can be incorporated: 

1. Human Review: Implement a human-in-the-loop review system where 

government experts periodically assess ChatGPT's responses for accuracy and 

ethical considerations. 

2. Feedback Loop: Establish a mechanism for government administrators to 

provide feedback on model performance and address issues promptly. 

 

6.6.4. Step 4: Model Transparency 
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Since ChatGPT can potentially provide misinformation, an attempt to make the model 

more transparent via the use of SHAP or Lime, can assist to know which are the features 

that contributed to the output response. This will enhance AI explainability of ChatGPT 

[143][144].   

6.7. Conclusion 

In conclusion, the findings of this final pilot system shed light on the potential of the AI-

based Citizen Question-Answer Recommender (ACQAR) in improving the efficiency of 

Citizen Service Officers (CSOs) in government agencies. The pilot trial revealed a 

notable decrease in average resolution time for CSOs after the implementation of 

ACQAR, suggesting enhanced responsiveness in addressing citizen inquiries. 

Additionally, the post-service survey data indicated an improvement in citizen 

satisfaction, particularly in the understanding of concerns and the overall experience. 

 

However, it is crucial to approach these findings with caution due to the small sample 

size and limited study duration. The insights gleaned from the Focus Group Discussion 

(FGD) underscored areas for improvement in the design and implementation of 

ACQAR, including the potential effectiveness of training a large language model 

directly and refining the prompt template for more accurate outputs. 

 

As with any innovative system, ACQAR has its limitations. The issues of potential 

hallucinations and misinformation, inherent to ChatGPT's capabilities, were observed 

during the study. Moreover, the reliance on data from the internet for ChatGPT training 

and where the data is stored, raises concerns about data opacity and privacy, 

necessitating careful data governance measures. 
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The proposed 4-Steps framework, while offering valuable strategies for enhancing AI 

explainability in government operations, also has limitations. The framework suggests 

the use of SHapley Additive exPlanations (SHAP) or Local Interpretable Model-

agnostic Explanations (LIME) for model transparency. However, the effectiveness of 

these tools needs empirical validation, and future work should include building SHAP 

into ACQAR and comparing it against another implementation of LIME into ACQAR. 

 

In future research, there is intention to roll out this to a larger sample size. However, 

with that, it means that the case study should consider implementing a framework to 

assess the AI readiness of her officers before the mass roll-out of ACQAR. Refining the 

prompt templates and the model of ACQAR will also be a priority, with a specific focus 

on incorporating SHAP or LIME for increased model transparency. This iterative 

approach aims to enhance the system's accuracy, reliability, and ethical considerations, 

paving the way for more robust and responsible AI integration in government agencies. 
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Chapter 7  

7. Introduction 

As mentioned in Chapter 1.2 and 1.4, AI has demonstrated its capabilities to match up 

or, in some situations, surpass humans in what was thought to be uniquely human 

qualities – strategic thinking and decision making. This has led to the mass adoption of 

AI technologies, coupled with predictions by many researchers to eventually outperform 

rule-based recommendation or human activities in the upcoming years [130]. This is 

especially so when AI is founded upon the basis that every aspect of learning or any 

other feature of intelligence can in principle be so precisely described that a machine can 

be made to simulate it [131]. Hence many are of the belief that AI has the potential to 

become superior to current rule-based recommendations.  

 

This school of thought is also true of the public sector, whereby citizen service is vital.  

In utilising government budgets, prudence must be monitored to ensure the ‘best value 

for money’. So, what do citizens look out for in government services? According to 

Chen (2010), online transactions with the government and feedback channels are the 

common activities that citizens will participate in [132]. An example of an online 

transaction with the government agencies will be the application of government relief, 

while an example of feedback channels will be like Reach-Singapore, whereby citizens 

are polled regularly on national initiatives to elicit feedback from the ground. One or 

more government agencies may be involved in handling these citizen-related activities. 

Yet, Kubicek and Hagen (2000) showed via research that citizens prefer to have a one-

stop portal or channel for all the services across government agencies [133]. Further, 

citizens are looking out for more one-stop citizen-centric services whereby they can 
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interact with any government agency. The latter will be able to cater with a good 

understanding of the citizens’ interaction with the government. Therefore, with such 

expectations by citizens regarding the provision of services by the government, the 

adoption of AI will be on the radar of each government to investigate leveraging AI to 

meet citizens’ expectations in the aspect of citizen-centric services.  

 

Hence to leverage AI as part of an agency's digital blueprint, to meet citizens’ 

expectations, agencies will be pressed to have a tool to assess their own AI readiness 

before they take a leap of faith to implement AI as one of their IT enablers. Coupled 

with the learning lessons taken from the implementation of ACQAR as indicated in 

Chapter 6, such tool will be useful prior to the mass implementation of ACQAR to 

assess the readiness of the case study’s officers.  

7.1. Proposed Readiness Framework for Public Sector 

From the literature review done in Chapter 2.4, it is established that the TOE framework, 

because of its versatile nature, continues to be applicable in today's settings. Hence, the 

framework that we propose for implementation in the public sector will be based on 

TOE. However, the uniqueness of the public sector, such as the presence of highly 

integrated intranets, robust data governance framework, stringent requirements for 

security protocols, etc., differentiates the agencies in the public sector from many 

organisations in the private sector. Hence, the framework applied in the public sector 

context will have to consider additional sub-criteria under the TOE framework on top of 

those used in the private sector.  

 

To help identify the sub-criteria that need to be added to the TOE framework in 

assessing AI readiness in the public sector, a survey protocol was prepared to gather 
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inputs from ICT and operations officers from the case study as indicated in Chapter 3. 

This is how we derive the proposed AI readiness framework that will later be discussed 

under Chapter 7.3 and subsequently trial on an actual use case implemented in the case 

study. From there, this same framework will be deployed prior to the mass 

implementation of ACQAR. 

7.2. Methodology 

Data collection occurred between May 2020 and October 2021, whereby officers 

belonging to the case study that is currently working on the implementation of two 

projects, i.e., an AI-enabled customer data platform and an AI-enabled customer 

relationship management system, were surveyed on their future business requirements, 

experience with current systems and business outcomes for AI-enabled technologies.  

The inputs were gathered and organised by significant business functions and manually 

differentiated using themes to form the sub-criteria for the TOE framework. This 

framework can be further extended to other agencies as it is based on a generic context 

of citizen service delivery that is a common denominator across the board. 

7.2.1. Target Participants 

A total of 15 officers from 7 different divisions were surveyed based on their knowledge 

and experience using the agency's existing marketing platform and CRM system. Their 

years of service with the agency range from 1 year to 20 years. The average number of 

years of service is five. Considering their varying work scope, they were able to provide 

valuable insights into the agency's business landscape and technology landscape from 

multiple contexts. The work scope of the seven divisions is indicated in Table 15 below: 
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Table 15 Participants' Profile and Relevance 

Division Name Specific Work scope Relevance 

Division 1 Engagement with citizens on their learning and 

driving life-long learning initiatives 

The participants are part of delivering 

citizen services and hence will often 

have to handle citizens’ inquiries. They 

must be aware of what could support 

their operations better on behalf of the 

organisation.  

Division 2 Engagement with citizens on their upskilling and 

individual-related initiatives 

Division 3 Engagement with Enterprises on the training of 

their employees 

Division 4 Branding and marketing of the agency at the 

national level 

The participants market the agency’s 

citizen services and will be the 

responsible party to draft formal reply to 

citizens for escalated inquiries. They 

must be acutely aware of the 

environmental landscape that the agency 

is in.  

Division 5 Supporting the citizen service delivery by 

catering to all the inquiries from citizens 

The participants are the first point of 

contact whenever citizens’ inquiries 

come in. They must be aware of what 

could support their operations better on 

behalf of the organisation. 

Division 6 Implementing and maintaining the IT systems 

for the agency 

The participants are generally the 

implementation team for the AI 

capability. Hence would be better to 

provide insights into the technological 

context.   

Division 7 Supporting the agency in terms of IT 

infrastructure and aligning the agency's 

infrastructure with national IT governance 

 

7.2.2. Survey Design 

A total of 12 open-ended questions were used to survey the participants. The survey 

questions were designed and grouped according to the three contexts of the TOE 

framework as indicated in Table 16. The description of each context is respectively 

defined in Chapter 7.3.1, 7.3.3 and 7.3.5. 

Table 16 List of survey questions under 3 contexts 

Technological Context Organizational Context Environmental Context 

Have you taken data analytics 

courses? Please share details of the 

course, if so.  

Can you list down in order of 

priority what will be the support 

required to implement AI-enabled 

CDP and CRM? 

What are some of the AI use cases 

that you know in the market and can 

be applicable to our agency? 

Have you done a data project before 

to understand the citizens better? 

Please share details of the project, if 

so.  

What are the current business 

processes that are not supported by 

the existing systems and why? 

What do you think are the obstacles 

to implementing AI in the agency? 

Have you been involved in projects 

that deploy analytical models in IT 

systems? 

What AI capability do you think 

would be required to help you 

understand the citizen better? 

Do you think the agency is 

comparable to the private sector in 

terms of technology and why? 

How can the current infrastructure 

or technological systems be adapted 

to help you do your job better? 

Do you think the agency is ready for 

the implementation of AI and why? 

What are the other ways that we 

could engage citizens more 

effectively? 

 

 

7.3. Discussion 
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The survey results were collated in the form of qualitative feedback. Each participant 

had provided their responses based on the open-ended survey questions. From there, 

stop words such as ‘is, are’ etc are removed. The remaining words were then analysed 

based on term frequency to identify the possible terms or related concepts when 

reviewed in accordance with that term. For example, ‘data’ is a term that has appeared 

many times. Hence it is listed as one of the sub-criteria shared in Chapter 6.3.2. When 

going through the detailed feedback that contains the term ‘data,’ we observed that ten 

out of fifteen officers related it to data sources to support analytics. Five out of fifteen 

officers mentioned the term ‘data’ in relation to data analytics training. With this input, 

the term ‘data’ is translated to a sub-criterion under technological context under the TOE 

framework. Next, we will describe the different contexts used in the framework. 

7.3.1. Technological Context 

The technological context covers both the internal and external technology context in the 

TOE framework. Internal context refers to the existing technology stack that the agency 

is already using. In contrast, external technology context refers to the technology made 

available in the market not yet adopted by the agency. The government agency’s internal 

context is an important consideration for readiness assessment for the same reason as a 

company in the private sector. The reason is that internal context estimates how much an 

agency, or a company can undertake in terms of technology scope and change. Further, 

the existing technology stack also influences how readily the agency or company will 

adopt AI. Given that sunk costs are in place and being mindful of budget and cost, both 

a government agency and its technology partner company will need to justify the 

monetary benefits that adoption of AI can bring about to offset the sunk costs of the 

existing technology stack if the latter is to be replaced or enhanced.  
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AI-enabled systems will likely be found in the external context; however, such new 

technologies are generally provisioned in tiers within this setting. For example, Amazon 

web services provide different subscription tiers to cater to other organisations in 

different stages of analytics readiness. Another example is Salesforce CRM, which also 

offers tiered CRM solutions based on whether the organisation is at the initial phase of 

dabbling in predictive insights or at the advanced stage with AI built in to provide 

recommendations in the form of a subsequent call to action. The presence of such tiered 

technologies available in the external context is an indication to a government agency or 

a company that the assessment of readiness is dependent on whether many others in the 

same sector are adopting the corresponding tier of the new technologies. 

7.3.2. Proposed sub-criteria under the Technological Context 

From the qualitative data gathered and comparison to existing literature, the results are 

depicted in Table 17 below. In summary, skillset, infrastructure, data, integration, and 

security are the key terms that had been constantly used by the participants as they 

responded to questions under this context. 

Table 17 sub-criteria under Technological Context 

Sub-Criteria under 

Technological Context 

Definition  Assessment if meet criteria 

ICT Expertise 

 

Terms: AI, training, 

analytics 

ICT expertise is defined as the agency 

level of specialized ICT knowledge 

and skills to provide reliable support 

in using AI-enabled technologies. The 

agency is likely to have higher 

readiness if such expertise is available. 

[Lin and Lee, 2005] 

The agency can assess the percentage of 

its ICT officers that have taken up AI and 

data analytics-related training. Further, 

the agency can also assess the percentage 

of its officers in terms of request for 

retraining in AI and data analytics-related 

training. The higher the percentage, the 

more ready the agency is [Wang et al., 

2019]. This is because it reflects the 

willingness of the officers to be trained in 

this aspect.  

ICT Infrastructure 

 

Terms: cloud, database 

ICT infrastructure in a government 

agency is defined as the physical 

technology resources, including server 

rooms, shared government 

commercial cloud, and shared private 

government cloud, which provide the 

foundation to deploy the AI-enabled 

technologies. Agency will likely 

deploy such technology if its 

infrastructure is sophisticated enough 

[Kowtha and Choon, 2001]. Currently, 

taking the Singapore government 

The agency can assess its readiness by 

obtaining the number of analytical 

models deployed within her current ICT 

infrastructure. If there is none or a low 

number of such deployments, there are 

likely challenges to deploying AI-

enabled technologies within the existing 

infrastructure.  

 

The agency can also assess its readiness 

by obtaining the number of officers who 

are keen to maintain the models deployed 
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Sub-Criteria under 

Technological Context 

Definition  Assessment if meet criteria 

agency as an example, the shared 

government commercial cloud will 

require python or R libraries to be re-

packaged and deployed into the 

environment before deploying AI 

algorithms. Hence, resources are 

required for such effort, which 

translates into the challenges to the 

agency's readiness. 

within her current ICT infrastructure. 

The higher the number, the likely it is 

able to be maintained in the long run 

(Düdder et al., 2021).  

Data 

 

Terms: Data 

Data in the government agency is 

defined as the data of the citizens and 

enterprises that had interactions with 

the agency, such as transactional data, 

digital web footprints captured from 

the front-end sites belonging to the 

agency, etc. Agency with high volume 

and high variety of data sources are 

more likely to adopt AI-enabled 

technologies [Sharman et al., 2022] 

The agency can assess its readiness by 

doing an environment scan of the current 

data sources and the volume of data 

available to the agency.  

Security & Privacy Risks 

 

Terms: Security, Privacy 

Security and Privacy risks in the 

government agency are defined as 

risks associated with data hosting, 

firewalls, virtualized and shared 

resources, and data transfer over the 

internet and intranet to ensure that 

data privacy cannot be compromised 

by hacking. Agency with low security 

and privacy risks are more likely to be 

ready to adopt AI-enabled 

technologies [Subashini and Kavitha, 

2011] 

The agency can assess its readiness to 

adopt AI-enabled systems by reviewing 

its current digital environment regarding 

security and privacy support.  

Integration 

 

Terms: cross-agency, system 

integration, single-sign-on 

Integration in the government agency 

is defined as integrating systems 

within an agency and across agencies, 

be it via JSON or API. The more 

integrated the systems are for an 

agency, the more likely the agency 

will adopt AI-enabled technologies 

[Themistocleous & Irani, 2001] 

The agency can assess its readiness by 

reviewing its enterprise architecture 

blueprint to determine how integrated its 

systems are within the agency and with 

the systems of other agencies.  

Audit requirements (IT) 

 

Terms: Audit, tracking 

IT Audit requirements in the 

government agency are defined as the 

log trails captured for every change or 

adjustment made within the system. 

The more stringent this is, the longer 

it takes to deploy AI-enabled 

technologies [Brundage et al., 2020] 

The agency can assess its readiness by 

reviewing the number of required IT 

audits per year.  

 

 

7.3.3. Organisation Context 

The organisational context refers to the characteristics and resources of the organisation 

that impact the implementation decision of the new technology. Examples will be 

product champions and the presence of a cross-functional task force. Suppose the 

organisation has champions that are well versed or familiar with AI-enabled 

technologies in the market. In that case, the organisation will likely be made aware of 
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the possibilities of such technologies. Further, an organisation that has many silo 

workstreams is unlikely to be able to foster AI innovation, as shared by Najdawi and 

Shaheed (2021) [134]. This is probably why companies like Netflix, Facebook, etc., 

encourage the formation of cross-functional teams to drive innovation, in turn driving 

the faster adoption of AI.  

7.3.4. Proposed sub-criteria under the Organisational Context 

Under the organisational context, participants tend to use terms such as ‘management, 

support, processes, audit’ etc. This highlights that under this context, operations to 

leverage AI capabilities in the view of the participants that are employees of a 

government agency, tend to believe that implementation of such capabilities would be 

smooth with the endorsement of the management, coupled with their business processes 

being taken care of. The results for this context are presented in Table 18. 

Table 18 sub-criteria under Organisational Context 

Sub-Criteria under 

Organisational Context 

Definition  Assessment if meet criteria 

Senior Management Support 

 

Terms: management, 

forums, approval 

Senior management support is defined as the 

extent to which the management of the 

government agency will actively support the 

implementation and management of AI-

enabled technologies. This usually comes in 

the form of approval of budgets, updates 

required at agency-level forums, and 

articulation of goals and vision for such 

technology implementation. The higher the 

support level, the more likely the agency will 

implement AI-enabled technologies. 

The agency can assess her 

readiness by knowing the number 

of approval forums required 

before procurement of AI-enabled 

technologies can be achieved. 

Further, if there is an agency-level 

forum where the project updates 

will be reported, the agency is 

likely ready to embrace this new 

technology.  

Business processes and 

explainable nature 

 

Terms: workflows, 

operations, processes 

Business processes are defined as the 

operational workflows that a government 

agency has in place to deliver services to its 

citizens. The more complex such processes 

are, the more challenges that the agency will 

face in translating such processes into the AI-

enabled technologies [Clarke, 2019] 

The agency can assess its 

readiness by reviewing the current 

business processes and derive the 

percentage of processes that could 

be translated using AI-enabled 

technologies with transparency 

and explainable nature 

maintained.  

Extent of coordination 

 

Terms: teamwork, the 

taskforce 

Extend of coordination is defined as the use 

of different coordination mechanisms while 

using AI-enabled technologies, such as 

forming a steering committee to monitor the 

implementation of such technologies 

[Pudjianto et al., 2011]. The higher the extent 

of coordination, the more likely the agency 

will adopt such technologies [Chatterjee et 

al., 2019] 

The agency can assess its 

readiness by reviewing the 

number of cross-functional teams 

in the agency.  

Audit requirements 

(Business) 

 

Business audit requirements are defined as 

the audit process of the soundness of the 

business processes and if measures had been 

The agency can assess its 

readiness by reviewing the steps 

required in business processes as 
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Sub-Criteria under 

Organisational Context 

Definition  Assessment if meet criteria 

Terms: Audit, tracking taken to avoid fraud etc. The more stringent 

this is, the longer it takes to deploy AI-

enabled technologies [Brundage et al., 2020] 

part of audit requirements. The 

more steps there are, the more 

likely the agency is not ready to 

adopt AI-enabled technologies.  

 

 

7.3.5. Environmental Context 

The environmental context refers to how the organisation conducts its business, such as 

industry nature, competitors, regulations, etc. For a private sector, it is likely to be 

impacted by concept of the industry life cycle, as mentioned by Baker (2012) [135]. An 

example is the textile industry, which is at a maturing stage; innovation might not be as 

clear-cut as a technology industry. However, the industry life cycle concept does not 

apply to the public sector. It is more susceptible to innovations in other sectors and the 

dynamics of global issues. 

7.3.6. Proposed sub-criteria under the Environmental Context 

Terms such as ‘IM8, blueprint, social media’ etc are being used frequently in the 

responses of the participants in relation to the survey questions in this context. It reflects 

that as government officers, there is acute awareness of the existing regulatory 

frameworks governing the use of AI. Results for this context are depicted in Table 19 

below. 

Table 19 sub-criteria for Environmental Context 

Sub-Criteria under 

Environmental Context 

Definition  Assessment if meet criteria 

Regulatory Environment 

 

Terms: IM8, data 

classification 

Governance refers to the regulatory 

environment that the government agency has 

to comply with. With proper and supportive 

governance, the agency will likely be more 

ready to implement AI-enabled technologies 

[Pudjianto et al., 2011]. 

The agency can assess its 

readiness by reviewing the AI-

enabled technologies that the 

agency is keen to adopt that are 

compliant with regulations.  

Nation Mandate 

 

Terms: Digital blueprint, 

IMDA, Govtech 

Nation Mandate refers to the overall direction 

that the nation or country is moving towards. 

If the whole government is moving towards 

digitalization and adoption of AI-enabled 

technologies, the agency is likely to 

implement such technologies. 

The agency can assess its 

readiness by reviewing if there 

is a structured national mandate 

in place.  

Competitive environment 

 

Competitive environment is defined as the 

landscape that the agency is in. If the private 

sector implements more AI-enabled 

The agency can assess its 

readiness by comparing its 

current technology stack against 
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Sub-Criteria under 

Environmental Context 

Definition  Assessment if meet criteria 

Terms: private, new 

technology, blockchain 

technologies, this will accelerate the 

government agency to consider adopting such 

innovations [Zhu et al., 2003] 

the technology products 

available in the market.  

Social Approach 

 

Terms: social media 

The social approach is defined as the social 

media platforms present in the current 

environment. The more such platforms exist, 

the more likely the government agency will 

consider implementing AI-enabled 

technologies to reach out to the citizens as an 

effective way to increase the target base of 

the organization [[Chatterjee et al., 2019] 

The agency can assess its 

readiness by reviewing the 

number of social platforms that 

the government agency is 

engaging its citizens. The higher 

the number of the social 

platforms, the higher the 

probability that her officers are 

savvy enough to consider AI-

enabled technologies.  

 

 

 

7.4. Application of the Proposed Framework 

In this section, we describe how the TOE Framework with the various sub-criteria was 

applied to assess the AI readiness of the case study stated in Chapter 3, for the 

government agency’s project titled ‘AI-Enabled Customer Data Platform’. The AI-

enabled customer data platform is a system that unifies different data sources, such as 

cookie data, social media data, etc., for a single individual. With that data, the system 

can further leverage AI capabilities to recommend content to that individual based on 

past browsing history or social chatter when the individual landed on the agency’s 

website. This technology will empower the agency to provide personalised and targeted 

information to the citizens through automated analysis of legacy data to find out possible 

preference trends and to then mass disseminate that information. However, the agency 

would like to know if their officers are ready for such implementation of an AI-enabled 

system. Hence, this proposed framework was used to assess the AI readiness of the 

agency. 

7.4.1. AI Readiness for Case Study 

Prior to project implementation, using the above framework, the project team is looking 

to implement an AI-enabled Customer Data Platform and review the agency's readiness 
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for AI by checking against the sub-criteria as per Table 20 below: 

Table 20 Review under 3 Contexts 

Technological Context 

Sub-Criteria What was observed Assessment 

ICT Expertise 80% of the agency's ICT officers 

had taken and completed the 

mandate data analytics training, 

which touches on the application of 

AI in the public sector.  

The higher percentage indicated that 

the agency is likely to be ready to 

look into AI-enabled systems.  

ICT Infrastructure Currently, the agency has 60% of its 

IT applications deployed on the 

government commercial cloud. Out 

of the 60%, 100% of the 

applications involved deploying 

analytical models, from blockchain 

technology to fraud detection.  

The high percentage indicates that 

the ICT officers are familiar with 

analytics-related deployment and 

will likely face fewer challenges 

when looking into the deployment 

of machine learning models in AI-

enabled systems.  

Data Currently, the agency has a data 

lake in place, which helps to 

consolidate all its data sources in 

one place to support analytics. 

Further, considering that the agency 

manages individual-related 

initiatives, it has a rich data source 

with a substantial volume of at least 

3 million individuals in Singapore.  

The presence of different data 

sources and high volume is likely to 

support the data requirements of AI-

enabled systems, which generally 

require a wide variety and volume 

of data.  

Security & Risks The agency hosted her 

infrastructure on either government 

commercial cloud (a form of 

national private cloud with 

substantial penetration tests done 

regularly) or on-premises. The 

servers are under lock and key.  

Due to the sensitive nature of the 

agency’s data, there are potential 

risks involved should a data leak 

incident occur. Considering that an 

effective AI-enabled system will be 

best deployed on the public cloud, 

as mentioned in Section 3.2.1, this 

poses an issue for the agency when 

assessing AI readiness.  

Integration While the systems within the 

agency are fully integrated, these 

systems are only integrated with 

two other agencies and no external 

systems.  

It is assessed that integration 

between systems is a norm for the 

agency. The presence of the AI-

enabled customer data platform will 

allow the agency to integrate with a 

centralized web analytics system, 

i.e., WOGAA (Whole-of-

Government Application Analytics - 

wogaa. sg), to obtain more data. 

Further, the integration of the 

platform with other social media 

platforms will eventually enrich the 

agency's data sources to better 

support AI initiatives. 

Audit Requirements (IT) There are strict audit requirements 

for the agency, and this is 

conducted twice a year.  

It is assessed that given the regular 

IT audits, the agency is familiar and 

equipped to know how to take steps 

to ensure that the AI-enabled 

customer data platform has logs 

activated to support such audit 

activities.  

Organizational Context 

Senior Management Support The leadership group of the agency 

supported the project as they 

wanted to streamline the 

engagement approach and ensure 

personalized and targeted content 

was recommended to citizens. 

Further, a specific forum is set up to 

track the project closely.   

This is a strong indication that there 

will be support for such AI 

implementation by the agency. 
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Business Processes and Explainable 

Nature 

Current business processes to track 

web data and social media activities 

are in silos. As a government 

agency, there might be a need to 

explain if citizens enquired about 

the personalized content that 

surfaced when they landed on the 

agency's website. 

It is assessed that the agency will 

have to think of alternatives to 

handle the streamlining of business 

processes and explain the nature of 

the personalised outreach.  

Extent of Coordination A cross-functional task force for 

this project was set up.  

Since the task force is cross-

functional, it will be easier to 

implement such projects.  

Audit Requirements (Business) The agency’s business processes are 

audited every five years. There is an 

existing audit framework within the 

agency to review its business 

processes internally.  

The agency can ensure that the 

existing framework reviews the 

business processes impacted by the 

project before implementation.  

Environmental Context 

Regulatory Environment There is transparent governance set 

up by Govtech, the centralized 

technology arm of the Singapore 

government, about the 

implementation of cloud solutions 

and AI.  

The agency is assessed to be 

compliant with the solutioning of 

the AI-enabled customer data 

platform, based on the current 

Singapore regulatory governance, 

such as the Instructional Manual 

(IM8) and Risk Assessment of 

Software-as-a-service (SaaS) 

products.  

Nation Mandate There is the overall direction for 

Singapore to move towards the 

ideal state of a smart nation.  

Implementing an AI-enabled 

customer data project will propel the 

agency in the same direction as the 

smart nation mandate.  

Competitive Environment In recent years, AI-enabled 

technologies have been 

implemented in the private sector.  

Considering that the agency has 

partnerships with many companies, 

including Microsoft and salesforce 

in the private sector, to roll out its 

initiatives, it is aware of the latest 

developments. It compares its 

current technology stack against the 

technology available in the market. 

Social Approach The agency currently owns social 

media accounts across five different 

social media platforms. Citizens are 

active across different platforms.  

The multiple numbers of social 

media platforms that the agency 

needs to manage to show that it will 

have a higher AI readiness. It would 

be familiar with such platforms and 

require AI-enabled technologies to 

support citizen engagement across 

all social media platforms.  

 

7.4.2. Discussion of the outcomes from the Case Study 

Out of the 14 sub-criteria under the three contexts, the case study had a fairly high score 

of 12 for AI readiness, as indicated in Table 21 below: 

Table 21 Overall AI Readiness Score 

 Technological Context Organizational 

Context 

Environmental Context 

Meeting Criteria 5/6 3/4 4/4 

Not Meeting Criteria 1/6 1/4 0/4 

 

Although there are three sub-criteria that the project team had assessed that could lead to 
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the agency not being ready for AI-enabled technologies, corrective measures could be 

taken to address these sub-criteria. Hence the project eventually obtained the budget for 

the AI-enabled system and awarded the vendor to implement the solution in April 2022. 

The corrective measures that have been taken are indicated in Table 22 below.  

The rationale to include corrective measures based on the proposed framework 

conducted on an actual case study, is to allow other government agencies to consider 

such measures and not be deterred by the outcomes of the assessment on their own AI 

readiness. 

Table 22 Corrective Measures that could be taken 

Sub-criteria Corrective Measures 

Security & Risks If the agency would like to leverage AI, they will have to take steps to review 

the data and only allow datasets that have a lower risk to be stored in AI-

enabled systems. For this project, the agency had gone with only storing IP 

addresses, email addresses, and public social media data in the AI-enabled 

systems.  

Business Processes and 

Explainable Nature 

To make sure that the citizens realize that their web data is being used to 

provide personalized content as they land on the agency's website, a cookie 

collection clause will prompt for acceptance to allow personalized, targeted 

content recommendations when the citizens land on the page. If the citizens do 

not accept it, the personalized content will be removed. In this way, the 

transparency between the agency and the citizens is maintained. The 

explainable nature of the AI-enabled customer data platform is also made clear 

as the citizens will realize that content is recommended based on their 

agreement to allow the agency to collect their cookie data that helps in 

providing personalized content as they land on the website of the agency.   

 

7.5. Conclusion 

With the pressing need to better serve the citizens by meeting their expectations of 

service delivery from government agencies, leveraging on AI is one of the key strategies 

on the radar of each government. In this chapter, we introduced the TOE framework and 

a survey approach to propose the sub-criteria under each context in this framework 

applicable to the public sector. This framework aims to assist government agencies in 

self-assessing AI readiness before adopting AI-enabled technologies.  

We used a case study in Singapore that leveraged this framework to demonstrate how 

this framework can be implemented to assess AI readiness. We also, via the case study, 
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discussed the corrective measures that the agency could take if it is not ready.  

 

The limitation of this work is that it is still considered as exploratory due to insufficient 

empirical work done in this area for Singapore government. However, we are of the 

belief that it can be further tried and tested in any other government agency that focuses 

on citizen service delivery to further ascertain this proposed framework. Future work 

will extend the approach to AI-based projects in contexts other than citizen service 

delivery across the Singapore government agencies. 
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Chapter 8 

8. Conclusion 

8.1.  Key Findings and Contributions 
 

Technological progress has ushered in an era of unprecedented data collection 

capabilities [24]. The ubiquity of data and analytics in our current landscape calls for a 

re-evaluation of the traditional boundaries within which citizen service research operates 

[18]. We started off with problem relevance in Chapter 1 by highlighting the challenges 

to provide prompt and appropriate citizen service delivery. From there, using real-world 

data sets, we presented our experience in building three pilot systems and proposed two 

frameworks as the “design as an artefact” step in Table 1.  

 

This dissertation then attempts to answer the three research questions as stated below:  

• Can a predictive model incorporating both numeric and textual data effectively 

forecast SLAs?  

• How does emotion analysis impact the predictive model's efficacy?  

• Does integrating a question-answer recommender, augmented with ChatGPT, 

improve citizen satisfaction and the efficiency of customer service officers? 

 

The research questions prompt the need to do in-depth literature review of research done 

in the following domains and highlighted the respective research gaps in Chapter 2. A 

summary of the review is depicted in Table 23.  
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Table 23 Summary of Research Gaps and Insights 

Domain of Literature Review Research Gaps/Insights 

SLA Research (Chapter 2.1) 1. Current research in SLA prediction does not 

consider inclusion of human-centric 

indicators for human emotions. 

2. While SLA may nudge for promptness of 

replies to citizens, it does not cater for the 

apprioriateness of the replies.  

Question Answer Systems (Chapter 2.2) 1. Every QA system has its limitations, but a 

hybrid QA model is in better position to 

navigate these limitations, hence CQAR and 

ACQAR is built using a hybrid QA model. 

ChatGPT (Chapter 2.3) 1. Current ChatGPT research while developing 

rapidly, the component of citizen delivery 

related research is still yet to be fully 

explored beyond an enhanced chatbot or 

search engine.  

Existing Frameworks in Assessment of AI Readiness 

(Chapter 2.4) 

1. TAM framework is not sufficient to be 

leveraged for modification into an AI 

readiness framework, yet there are more 

research that showed that TOE framework is 

more suitable. There is an established AI 

readiness framework implemented that is 

based off TOE framework.   

Explainable AI (Chapter 2.5) 1. The current research offers insights to what 

ACQAR can consider incorporating, i.e. 

current use of Human-in-the-loop 

methodology, and use of SHAP and LIME in 

the future wide scale implementation of 

ACQAR.  

 

The introduction of the first pilot system built, i.e. Empath X SLA predictor attempts to 

answer the first two research questions and caters to the promptness of citizen service 
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delivery as indicated as part of the research problem. The outcomes contribute to the 

body of SLA research by proving that inclusion of human-centric indicators as part of 

SLA prediction is possible and useful. With such tools, customer service officers (CSOs) 

cannot only relate to the predicated SLA, but also prioritise the citizens’ inquiries based 

on their predicted human-centric categories. This results in potential promptness of 

citizen service delivery which will be proved by the final pilot system, ACQAR, which 

incorporates Empath X SLA predictor.  

 

While Chapter 4 dealt with the promptness of replies to citizens, the second pilot system, 

i.e. CQAR, in Chapter 5, is built to handle the other requirement – appropriateness of 

replies. This system served as the prelude to the birth of the final pilot system, i.e. 

ACQAR in Chapter 6, as it provided the learning lessons on how the hybrid QA model 

could be refined. 

 

ACQAR integrated the predicted SLA outcomes, Empath categories and recommended 

output from the QA model, and have these outputs processed through ChatGPT. CSOs 

utilize a designated prompt template for crafting efficient replies to citizens. Considering 

the need for design evaluation, it was implemented in an actual customer service centre 

for a government agency based in Singapore. The key findings of this final 

implementation and evaluation of ACQAR shows that CSOs after using the system had 

a notable decrease in their average resolution time. The case study’s in-house post-

service survey data also indicated an improvement in citizen satisfaction, suggesting that 

using an AI-based tool like ACQAR does help in responding to citizens’ inquiries 

promptly and appropriately. 

 

All three pilot systems had undergone research rigor during the construction by testing it 
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against various algorithms from LSA to LDA and from Logistic Regression to Random 

Forest etc. Such rigor allows future researchers to have a basis if they want to construct 

similar systems.   

 

Finally, the advancement in artificial intelligence has presented government agencies 

with unprecedented opportunities to enhance citizen service delivery. However, amidst 

the promises of AI, there exist potential pitfalls such as misinformation and bias in 

recommendations. ACQAR as a human-in-the-loop system, endeavours to address these 

challenges. Additionally, due to the few instances of hallucination and misinformation 

from ACQAR, a proposed 4-Steps framework was introduced. Finally, Chapter 7 

examines the end-to-end AI preparedness of the case study, leveraging the proposed AI 

readiness framework to ensure organizational, technological, and environmental 

readiness for the future implementation of ACQAR. The pilot trial of ACQAR yielded 

largely positive results, with valuable feedback from participants informing potential 

improvements for future widespread implementation.  

8.2  Limitations and Future Work 
 

Nonetheless, it is important to acknowledge the limitations of this research, notably its 

reliance on a single case study and a small number of participants, albeit in a real-world 

setting within a government agency in Singapore. Future endeavours hold significant 

potential for advancing this research. One avenue involves expanding similar systems 

across the entire agency and conducting trials in other domains to provide a more 

comprehensive understanding of outcomes. Additionally, refining the ACQAR model 

through the incorporation of techniques such as LIME or SHAP (SHapley Additive 

exPlanations) holds promise for further enhancing its effectiveness and applicability. 

These efforts will not only strengthen the current framework but also pave the way for 
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broader implementation and impact. 
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