
Singapore Management University Singapore Management University 

Institutional Knowledge at Singapore Management University Institutional Knowledge at Singapore Management University 

Dissertations and Theses Collection (Open 
Access) Dissertations and Theses 

12-2022 

Internet of things solutions (IOTS) adoption for capital goods in Internet of things solutions (IOTS) adoption for capital goods in 

the business to-business (B2B) market the business to-business (B2B) market 

Amit BAKSHI 
Singapore Management University, amitbakshi.2017@dba.smu.edu.sg 

Follow this and additional works at: https://ink.library.smu.edu.sg/etd_coll 

 Part of the Business Administration, Management, and Operations Commons, and the Management 

Information Systems Commons 

Citation Citation 
BAKSHI, Amit. Internet of things solutions (IOTS) adoption for capital goods in the business to-business 
(B2B) market. (2022). 1-155. 
Available at:Available at: https://ink.library.smu.edu.sg/etd_coll/465 

This PhD Dissertation is brought to you for free and open access by the Dissertations and Theses at Institutional 
Knowledge at Singapore Management University. It has been accepted for inclusion in Dissertations and Theses 
Collection (Open Access) by an authorized administrator of Institutional Knowledge at Singapore Management 
University. For more information, please email cherylds@smu.edu.sg. 

https://ink.library.smu.edu.sg/
https://ink.library.smu.edu.sg/etd_coll
https://ink.library.smu.edu.sg/etd_coll
https://ink.library.smu.edu.sg/etd
https://ink.library.smu.edu.sg/etd_coll?utm_source=ink.library.smu.edu.sg%2Fetd_coll%2F465&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/623?utm_source=ink.library.smu.edu.sg%2Fetd_coll%2F465&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/636?utm_source=ink.library.smu.edu.sg%2Fetd_coll%2F465&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/636?utm_source=ink.library.smu.edu.sg%2Fetd_coll%2F465&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:cherylds@smu.edu.sg


 

 

 

 

 

 

 

INTERNET OF THINGS SOLUTIONS (IoTS) ADOPTION 

FOR CAPITAL GOODS IN THE 

BUSINESS TO-BUSINESS (B2B) MARKET 

 

 

 

 

 

AMIT BAKSHI 

 

 

 

 

SINGAPORE MANAGEMENT UNIVERSITY 

2022 

 



 

 

 
INTERNET OF THINGS SOLUTIONS (IOTS) ADOPTION FOR CAPITAL GOODS 

IN THE BUSINESS-TO-BUSINESS (B2B) MARKET 
 
 

 

 

AMIT BAKSHI 

 

 

Submitted to Lee Kong Chian School of Business 
in partial fulfilment of the requirements for the  
Degree of Doctor of Business Administration 

 

 

 

Dissertation Committee 

 

 

HAN Jin-Kyung (Chair) 
Professor of Marketing 

Singapore Management University 
 

Kapil R. TULI 
Professor of Marketing 

Singapore Management University 
 

Alan MEGARGEL 
Assistant Professor of Information Systems (Practice) 

Singapore Management University 
 

 

 

SINGAPORE MANAGEMENT UNIVERSITY 
 

2022 
 

Copyright (2022) Amit Bakshi 

 



 

 

 

DECLARATION 

 

 

 
I hereby declare that this DBA dissertation is my original work and it has been written by me 

in its entirety. 

I have duly acknowledged all the source of information which have been used in this 

dissertation. 

 

This DBA dissertation has also not been submitted for any degree in any university 

previously. 

 

 

 
Amit Bakshi 

9th December 2022 

 

 

 

 



 

 

Internet of Things Solutions (IoTS) adoption for capital 
goods in Business to Business (B2B) Market 

 

Amit Bakshi 

 

Abstract  
The excitement created by the introduction of Internet of things solutions (IoTS) is yet to be 

converted to an all-pervasive adoption and implementation across industries for capital goods 

in the B2B market. Proof of concepts (POC) and pilot projects are implemented but getting to 

the next phase of adoption and implementation across the B2B market for capital goods, has 

been lacking.  

An exploratory mixed method is used for this research. Qualitative analysis of the semi-

structured interviews with subject matter experts from users, OEMs, and service providers 

helped identify asset criticality, analytic intelligence, and interoperability as three core 

significant factors and implementation cost, vendor lock-in, and responsiveness as the interface 

between the core factors and adoption of IoT Solution. These factors are believed to influence 

the adoption of IoT Solutions, but much evidence remains conjectural or anecdotal to date. In 

this context, I present a systematic framework that is validated quantitatively.  

The causal effect of reduction in implementation costs and vendor lock-in due to 

interoperability and the interaction of responsiveness on the relationship between asset 

criticality and IoT Solutions adoption is significant. This study is expected to provide 

practitioners in the B2B capital goods market insight on how to increase adoption. 
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Knowledge Knowledge is the collection of skills and information acquired 
through experience or instructions from others. 
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defined as the event that the machine is operating at an 
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Mixed Method Research Involves collecting and analyzing data, integrating the 
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and distribute the results to proper stakeholders (Soltanpoor & 
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Criticality Criticality is the measure of risk associated with an asset. There 
are two main attributes in the analysis of criticality: Frequency of 
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hypothetical failure (Javier, S. P., Márquez, A. C., & Rosique, A. 
S., 2016). 
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1. Introduction: 

The advancements in the IoT (Internet of Things) have enabled the analytics solutions 

subscription model in the Business-to-Business (B2B) setting for capital goods. A key element 

for Industry 4.0 that will lead the manufacturing industry's digital transformation is embracing 

Smart machines connected and enabled by advanced analytics.  

Since the early 1970's industrial automation has started with developments in electronics and 

computing; however, the recent advancements in information technologies comprising 

connectivity, communication, storage, and security are being vigorously explored for adoption 

by the industrial markets. The Internet has enabled connections that facilitate the transfer of 

data collected from sensors mounted or embedded in physical objects. The data collected from 

physical objects/things are digitized. They are integrated with other digital technologies like 

AI (Artificial Intelligence), big data analytics, cloud, and edge computing to create a CPS 

(Cyber-physical system) for performance improvement, cost reduction, or overall lifecycle 

optimization. It is also referred to as the fourth industrial revolution or Industry 4.0, where 

improvements in the manufacturing industry are happening due to the adoption of digital 

technologies with real-time characteristics. The next phase also referred to as Industry 5.0, 

envisages a complete digital ecosystem for the mass production of goods. 

Industry 4.0 was proposed at the Hannover trade fair in 2011, and since then, few industries 

have adopted it. Lower costs, improved efficiencies, productivity, reduced downtime and 

breakdowns, better quality and safety are some benefits the industry has started experiencing 

due to such disruptive digital technologies. Business models consider the product as a service 

or subscription of capital goods based on its output or performance, service-dominant logic for 

business can be a reality in the near future. 
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The adoption of digital technologies of Industry 4.0 is fragmented, with the automotive sector 

having the largest adoption rate at 34% within its market sector. Other industries like energy, 

machinery & equipment, process, metal and mining, and electronics are still in the range of 

25% to 29% (In-depth: Industry 4.0, Statista June 2021). There is still a significant gap in the 

adoption of Industry 4.0 uniformly across industry segments.  

B2B (Business-to-Business) market is estimated to be of similar economic value as the B2C 

(Business -to- Consumer) (Lilien, 2016). The B2B market is characterized by the entities 

involved in the transaction, the marketing strategy, the approach to accomplish the transactions, 

and the decision-making process. B2B transactions are between manufacturers or 

manufacturers and a wholesaler or a retailer. In B2C marketing, emotional factors play a 

significant role, whereas B2B marketing is focused on a value proposition based on technical 

and commercial aspects. The B2C market is sometimes based on irrationality of purchase 

decisions, whereas in the B2B market, product features and services associated with it over the 

life cycle are the focal point of attention (Milichovsky, 2013). 

Equipment and machinery used directly or indirectly (e.g., the utilities) to produce other goods 

or services, also called capital goods, are considered physical assets by the company. The 

capital goods business typically is a B2B business where transactions have relatively higher 

value, involve complexity, and multiple stakeholders such as buyers, engineers from 

operations, production, design, maintenance, reliability, project management, lawyers, finance 

& accounting. Hence B2B marketing has to consider organizational buying behavior and 

culture (Lilien, 2016). There are fewer customers to deal with, and the market is more 

heterogeneous regarding requirements and size. New solutions must be created/co-created to 

meet the customer's requirements and add value, especially when emerging or innovative 

technologies are used. 
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Capital goods/equipment has a design life of ten to twenty years for designed operating 

parameters. However, due to variability in production capacity, the equipment operates under 

different conditions than the design parameters. Operating the equipment at off-design 

conditions reduces the design life or even equipment breakdown. Accordingly, the OEMs 

(Original equipment manufacturers) do not have the confidence to warranty the equipment for 

its entire design life as they do not have visibility of the operating condition of the equipment. 

IoT (Internet of things) enables capabilities to capture the operating points of the equipment on 

a real-time basis. The availability of data on the operating conditions of the equipment to the 

OEM helps them monitor and provide feedback to customer engineers and operators in case of 

any anomalies observed. It helps improve the confidence of the OEM in the performance of 

the supplied equipment. Visibility and real-time monitoring of equipment's operational data 

also address the risks associated with performance or outcome-based contracts. At the same 

time, the customer/user benefit by safely operating the equipment at its optimum condition and 

avoiding possibilities of breakdowns or unplanned maintenance.  

When IoT technology and its solutions are applied in the industrial market segment, they are 

referred to as IIoT or the Industrial internet of things. It combines machines and processes to 

monitor, collect, exchange, and analyze real-time sensor data to deliver meaningful insights 

(https://www.webnms.com/iot/industrial-iot-solutions.html). IoTS – Internet of Things 

Solutions provides the users with their assets, monitoring, predictive, preventive, and 

prescriptive solutions through a subscription model. It is an emerging field with the potential 

to change the way business will be done in the future, including the subscription of 

products/capital goods.  
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1.1 Problem Statement  

The current understanding of the critical factors driving the adoption of IoTS for capital goods 

in the B2B market remains scant. Extant literature falls short and focuses primarily on available 

technologies, product capabilities, and mainly deployed case study methodology. Most of the 

research has been based on exploratory case study methodology considering this field as an 

emerging and little-understood phenomenon. The areas of studies to date have been 

concentrated on - 

- the role of digital technologies in service business transformation 

- benefits of remote monitoring 

- technology adoption and usage of technology to enhance customer experience 

- product, service system (PSS), and transition from product to services as additional 

revenue opportunities 

- Service Strategies from the service providers perspective 

The need to adopt and implement IoTS is evident from users' and solution providers' 

perspectives. However, the adoption rate of IoTS has remained low, mainly at the development 

or proof of concept (POC) stage. The reasons for the slow adoption rate of IoTS remain unclear. 

This leads to the research question –  

1. What are the drivers affecting the adoption of IoT Solutions in the B2B capital goods 

market to transition from deployment to adoption stage in the process of technological 

innovation?  

2. Are B2B users capable of Instrumentation, Controls, and Automation (ICA) find value 

from analytic intelligence provided by IoT Solutions a reason for its adoption? 

3. Are there any causal links affecting the relation between the drivers for adoption and 

adoption of IoT Solutions? 
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1.2 Purpose of the Study: 

This study will look at the drivers common to users and OEM/providers such that, when 

aligned, it will lead to adopting IoTS subscription for the capital goods in the B2B market. 

Since the B2B market works on the principle of a value proposition based on technical and 

commercial aspects, the study will focus on the technological and commercial requirements to 

address the adoption of IoTS as new technology in a traditional B2B market and empirically 

test it. The study will build upon the theoretical TAM (technology acceptance model) and TOE 

framework (Technology, Organization, and Environment) to investigate the factors leading to 

the adoption of IoT solutions in the B2B Capital goods market using an exploratory sequential 

design mixed-method research. 

1.3 Dissertation Structure: 

This dissertation is organized as per the figure below  

Figure 1 

Dissertation Structure 

 
 
In chapter two, I first review relevant literature to set the foundation for this study. I looked at 

all the major factors discovered from the qualitative interviews and available research papers 

on those factors. In chapter three, I introduce the research context and propose the research 

model and several hypotheses to be tested. Chapter four includes the qualitative and 

quantitative methods deployed and the data collection required for analysis and hypothesis 

testing. The result from the data analysis is then reported in chapter five, followed by a 

discussion including managerial implications, future research direction, and conclusion in 

chapter seven. 

Chapter 2 Chapter 3 Chapter 4 Chapter 5 Chapter 6 Chapter 7

Literature 
Review

Research Model 
& Hypotheses

Research 
Method & Data 

Collection
Results Discussion Conclusion
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2. Literature Review 

An exhaustive literature survey has been conducted to explore the factors used in past research 

on adopting technological innovations like IoT Solutions, specifically in B2B industrial 

markets, from a user, supplier, and service providers perspective. The figure below shows the 

review structure and the areas the review focuses on. 

Figure 2 

Literature Review Structure 

 

2.0  
Literature Review 

2a 
Background 

2.b  
IoT Solutions Adoption Factors 

2.c 
Summary of 

Review 

a.1 
Industry 4.0 

a.2 
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Business Models 

a.5 
IoT & its value for 
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Service of the 

Products 

b.1 
Well researched 

topics 

b.2 
Emerging research 
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b.1.1 
Trust  

b.1.2 
Leadership 

b.1.3 
Organizational 

Culture 

b.2.6 
Responsiveness 

b.2.1 
Interoperability 

b.2.2 
Implementation 

cost 

b.2.3 
Vendor lock-in 

b.2.4 
Analytic 

Intelligence 

b.2.5 
Asset Criticality 
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2a. Background 

The quest of the human race to improve their lives has led to innovation and improvements, as 

is evident from history –  

- Eighteenth-century saw the emergence of steam as a power source and its use for 

industrial purposes. Agriculture, the main economic activity, started getting 

overshadowed by mechanization in the industry using steam, referred to as the first 

industrial revolution. 

- In the nineteenth century, oil and gas started to be used as a power source, leading to 

the invention of combustion engines (Nicolaus Otto, 1876). Industrial production 

processes saw assembly lines for mass production referred to as the second industrial 

revolution. 

- Twentieth-century saw an emergence of automation, electronics, and computing. 

Repetitive, mundane human tasks started getting replaced by robots in industries. 

Electronics and computing helped automate processes not requiring or reducing human 

intervention. 

- The twenty-first century is now seeing the fourth industrial revolution, where 

automation is networked. Machines and their workflow are connected through the 

intelligent network, making them operate autonomously. (Loffler and Tschiesner, 

2013). 

a.1. Industry 4.0 

Industry 4.0, abbreviated for the fourth industrial revolution, originated from a German 

government initiative to promote the digitization of the manufacturing industry and was made 

public at the 2011 HMI fair (Hannover Messe International, for Industrial transformation). The 

trend involves data exchange in automated manufacturing technologies, including CPS-cyber-
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physical systems, IoT-internet of things, and cloud computing (Henning et al., 2013). CPS 

integrates machines' and humans' interactions through computing and communication 

technologies (Lee, E. A. (2008, May). Humans and machines are considered within the 

Industry 4.0 concept as an integrated socio-technical mechanism (Thoben et al., 2017). It 

involves the operational information being visible and actions remotely controlled through 

mobile devices, improving the decision-making processes (El Kadiri et al., 2016; Ahuett-Garza 

and Kurfess, 2018; Tao et al., 2018; Thoben et al., 2017). Human decision-making is enhanced 

through analytics that can provide advanced prediction, identifying events that can affect 

production before it happens (Schuh et al., 2017). 

Industry 4.0 creates a "smart factory" (Henning et al., 2013). Digital technologies enable 

gathering data in real time and processing and analyzing the information to provide valuable 

insights (Lee et al., 2015; Wang et al., 2016). The Smart factory concept has extended from the 

firm-level operations over the entire supply chain – from raw material sourcing to getting the 

final product out to the customer. The machine-human integration is extended over the entire 

supply chain and product lifecycle (Wang et al., 2016; Dalenogare et al., 2018). IoT, Cloud, 

Big data, and Analytics are the three base technologies required for providing connectivity and 

intelligence for operational and market needs. The front-end technologies of connectivity and 

intelligence have an end-application purpose for the companies' value chain. It comprises of 

Smart supply chain – the way raw materials and products are delivered (Angeles, 2009); Smart 

products the way the products are offered (Dalenogare et al., 2018); Smart manufacturing – the 

way the products are manufactured and Smart working – the way humans work with emerging 

technologies (Stock et al., 2018). This conceptual framework of the base technologies 

supporting the front-end technologies has been theorized by A.G.Frank et al., 2019.  
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a.2. Smart Products 

With the rise of IoT, the Internet of things, and "Smart Products" are being developed and 

gaining demand, an example, predictive maintenance of a refrigerator (Cassina et al., 2007). 

Novales, Mocker, and Simonovich (2016) have identified five conceptual elements that 

characterize this phenomenon. These are (1) hybridity or the mixture of digital and physical 

product components, (2) smartness or the product's context-awareness ability, (3) connectivity 

or the product's ability to exchange the acquired data via networks, (4) servitization and (5) the 

digitized product ecosystem or combining complementary products and services to reinforce 

the overall value offering. The products should have technological features of connectivity, 

monitoring, control, optimization, and autonomy to be called Smart products(Porter and 

Heppelmann, 2014). 

Smart products enabled through IoT provide visibility to the users on the product operation 

and, from a servitization context, provide operational data to the manufacturers for risk 

assessment and potential interventions (Ardolino et al., 2018; Vendrell-Herrero et al., 2017). 

The term servitization was coined by Rada and Vandermerwe (1988), and it is defined as the 

process of creating value by adding services to products. The shift towards offering services 

coupled with products refers to servitization Baines et al. (2007) and Neely (2007). Along 

similar lines, a combination of products and services in a system that provides functionality for 

consumers and reduces environmental impact is defined as Product-Service-System – PSS 

(Goedkoop et al., 1999; Tukker, 2004). Both Servitization and PSS concepts overlap as they 

involve services for the product supplied by the manufacturer. Service characteristics are very 

different from the product as service is intangible, perishable, and inseparable from the product 

and thus poses a challenge to forming strategies in service marketing (Zeithaml et al. 1985). 

For service requirements, the dependence and interdependence between exchange partners 

generally substantially affect continuing relationships more than products. Firms and 
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customers are more involved in the production and consumption of services than physical 

goods (Zeithaml et al. 1985).  

a.3. Service of the Products 

"Service is recognized as a core source of value itself." More profoundly, service should be the 

dominant logic driving all marketing (Vargo & Lusch 2004). Servitization brings collaboration 

between the firm and customer to gain an advantage from the laws of synergy; enterprises gain 

a competitive advantage as the value of resources, related skills, and competencies exceed the 

sum of the assets (Opresnik & Taisch, 2015).  

Technology is accelerating the shift of attention towards value-added services from the product. 

Emerging research exploring the intersection between the IoT and servitization domains is 

captured by the 'digital servitization' notion (Vendrell-Herrero, Bustinza, Parry, & Georgantzis, 

2017). Manufacturers carry the risks intrinsic to servitization, including asset availability, 

reliability, and performance commitments that can be managed by IoT's capability to transfer 

the data available from sensors mounted on the assets, enabling remote monitoring of product 

performance (Rymaszewska et al., 2017, Benedettini, Neely, & Swink, 2015; Hasselblatt, 

Huikkola, Kohtamäki, & Nickell, 2018). Non-availability of a product or its sub-optimal 

performance is the risk transferred from customer to supplier, which is the value proposition 

of servitization (Grubic & Jennions, 2018). The IoT enables servitizing manufacturers to 

develop fault awareness, improve maintenance, enhance equipment design to cut existing 

faults, simplify maintenance activities, and inform operator behavior (Ardolino et al., 2016; 

Lightfoot et al., 2011). 

IoT is pervasive in implementing any service transformation strategy thanks to its ability to 

capture, scrutinize, and transmit data. It allows the manufacturer to move the focus from their 

products toward customers' requirements. The strategies shift to product usage in the customer 
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operational environment, helping them meet or exceed customer needs. The strategies for 

providing services are categorized into four different types depending on whether they are 

provided for the company's own supplied product or on product supplied by another company 

– (a) services for own products, (b) operations and services on own products, (c) services for 

own and third-party products and (d) diagnostic operations services (Raddats & Easingwood, 

2010). 

Service characteristics like intangibility and perishability require a different treatment from the 

marketing perspective (Shostack, 1977). A production line approach to providing service will 

improve quality and efficiency (Levitt, 1972). Industrializing services in a service factory will 

standardize innovation, development, and operations. A service factory is a knowledge hub of 

innovation and serving customers (Chase & Garvin, 1989). Industrializing services or having 

a production line approach are efforts to standardize the service offerings for benefits of scale, 

assuming that the customers' requirements are homogeneous. However, when demand is 

heterogeneous, the personalization of services is required to satisfy customer requirements. 

Personalization uses customer information to give an adaptive service offering for specific 

customer requirements (Heim and Sinha, 2005). Technology enables the flow of information 

and big data analytics to provide personalized service. Service can be personalized more with 

a higher degree of advanced technology. (Rust & Huang, 2012 & 2014). Services evolve from 

standardized to personalized when co-creation happens over time (Rust & Huang, 2014).  

a.4. IoT & its industrial applications 

Changes in the environment can make the core capabilities obsolete (Levitt & March 1988). 

The organization's long-term performance requires renewal, reconfiguration, and recreation of 

dynamic capabilities and resources (Opresnik & Taisch, 2015). IoT links the physical goods 

and intangible services together as a network keeping the customer requirements at the center 
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of this service network (Huang & Rust, 2017). According to Tec. News (2016), the key to 

success in modern industry is to provide high-end quality services or products at the lowest 

cost, and industrial factories are trying to improve performance as much as possible to increase 

their profits and reputation. It can be achieved by using various data sources that provide useful 

information regarding different aspects of the factory. In this stage, data utilization to 

understand the current operating conditions and detect faults and failures is an important topic 

for research (Sung, 2018). 

Technology advances in sensors, wireless connectivity, and real-time predictive analytics 

enable enterprises to provide added value insights (Camarinha-Matos et al. 2013). 

Technological development drives costs down, moving industries towards higher information 

content in their products and processes (Porter and Millar, 1985; Porter and Heppelmann, 

2015). Data-driven decision-making ahead of time provides strategic value to data analysis. 

Predictions from data analysis drive increased situational awareness and proactive decision-

making (Engel, Etzion, & Feldman, 2012). Proactive decision-making goes beyond real-time 

predictive analytics by providing recommendations based on predictions ahead of time 

(Bousdekis et al., 2018).  

IoT enables continuous feeds of context-aware data; cloud computing facilitates the 

deployment of large 'data lakes' (IaaS – Infrastructure as Service) and applications (SaaS-

software as service) used to process data and share information. The combination of IoT, cloud 

computing, and predictive analytics is vital for generating new knowledge. (Ardolino et al., 

2018). Manufacturers monitor products remotely for their location, condition, and use (Baines 

and Lightfoot, 2014). The typology of remote monitoring has four levels: monitoring, 

detection, diagnostic and prognostic (Jardine, Lin, & Banjevic, 2006). The key principle is 

enriching physical products with digital components (Novales et al., 2016) and enabling real-

time monitoring, acquisition, and communication of the product's performance in service 
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(Grubic, 2014). The architecture of the IoT is considered at three levels: end devices (sensors, 

actuators), propagator codes (ensuring transport and gateways to the traditional Internet), and 

integrator functions (enabling analysis and control).  

IoT is an emerging technology with new features and applications being continuously 

developed. Augmented and virtual reality are two emerging technologies that create partial and 

complete virtual environments (Elia et al., 2016; Gilchrist, 2016). Augmented reality (AR) 

finds applications in e-commerce companies where enriching customer experience and 

enhanced intuitive interface are required (Tabusca, 2015). AR facilitates customer experiences, 

engagement, and awareness on e-commerce platforms while online shopping (O'Brien, 2010).  

In manufacturing maintenance, virtual reality accelerates workers training with an immersive 

simulation of the maintenance routines (Gorecky et al., 2017; Turner et al., 2016), while 

augmented reality supports workers with interactive and real-time guidance for the necessary 

steps of the tasks to be made (Tao et al., 2018). In product development activities, these tools 

create virtual models of the product, helping to detect flaws during product usage without 

needing physical prototypes (Tao et al., 2018; Guo et al., 2018).  

Predictive Analytics techniques are used to set anticipated or pre-emptive actions – such as 

issuing preventive maintenance or shipping spare parts. (Ardolino et al., 2018). IoT is a 

foundational requirement for the manufacturers or service providers who perform one or both 

roles of being an availability provider and a performance provider. IoT technology is a critical 

tool for asset management companies because the complexity and size of their infrastructure 

require a new way of gathering data and monitoring systems (Hua et al., 2014; Lee, 2014). 

Performance providers rely on predictive analytics and extract knowledge from installed 

products' data to develop advanced services (Baines & Lightfoot, 2013). Decision-making 

processes focus on preventing malfunction, asset failure, or quick assessment of infrastructure 
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damage after an event so that maintenance procedures can be directed to the areas that need 

immediate attention (Aono et al., 2016).  

From a user's perspective, they need to forecast machinery failures, overloads, or any other 

problem to prepare and plan for such eventuality in advance. It will help to avoid downtimes 

due to unexpected failures during the operation. Machines with artificial intelligence can also 

automatically identify product nonconformities in earlier stages of the production process, 

improving quality control and reducing production costs (Tao et al., 2018). Information 

generation algorithms must detect and address invisible issues, including machine degradation 

and component wear (Lee et al., 2013, 2014). Product monitoring also provides vital 

information for manufacturers to identify product usage patterns for market segmentation and 

new product development (Zhong et al., 2017; Ayala et al., 2017). 

a.5. IoT & its Value for User 

Value creation is the ultimate purpose and the central process of economic exchange (Vargo et 

al., 2008). IoT-based solutions enable firms to get closer to their end customers by creating a 

cost-effective value proposition, relieving customer pains, and consequently improving 

profitability (Rymaszewska, Helo & Gunasekaran (2017). Additional value of convenience, 

timesaving, simplified information processing, reduced perceived risks, and maintaining a state 

of psychological comfort is received as an additional value by both the firm and the customer 

(Sheth and Parvatiyar 2000; Verma et al. 2016). Higher product availability is the real value of 

technologies like remote monitoring enabled through IoT (Oliva & Kallenberg, 2003). IoT 

finds applications in various industries, including retail, manufacturing, healthcare, insurance, 

home appliances, heavy equipment, airlines, and logistics (Lee & Lee, 2015). 

Besides various applications mentioned earlier, IoT finds application in various other sectors, 

including the much-cited "big three" aero-engine manufacturers Rolls Royce, GE, and Pratt 
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and Whitney, providing engine health management (Smith, 2013). IoT applications enabling 

monitoring and control, big data and business analytics, information sharing, and collaboration 

create and enhance customer value (Lee & Lee, 2015). Internal traceability (Angeles, 2009; 

Wang et al., 2016), energy management - monitoring and improving energy efficiency 

(Henning et al., 2013), (additive manufacturing using 3D printing of digital models for 

manufacturing different goods (Weller et al., 2015; D'Aveni, 2015) are other examples of 

applications using IoT. Connected devices and the rapid exchange of information will result in 

increased manufacturing productivity, a shift in economics, and a modified workforce profile, 

which will ultimately result in a profound change in the competitiveness of companies and 

regions (Rüßmann et al., 2015) 

IoT appears to have emergent features. Many more and varied applications are expected to use 

IoT technologies. Affordance theory is recommended to investigate the link between the IoT 

and its diverse outcomes. It is based on the notion that regardless of its design, opportunities 

for different uses of an artifact can be realized by an actor (Zammuto, Griffith, Majchrzak, 

Dougherty, & Faraj, 2007).  

a.6. Business Models 

A business model suggested monetizing IoT investments include a combination of products 

and services (Ardolino, Saccani, Gaiardelli, & Rapaccini, 2016; Hsu, 2007; Rymaszewska, 

Helo, & Gunasekaran, 2017). Manufacturers servitize to improve their profit margins, create a 

barrier for competitors, create sustainable competitive advantage, and meet market 

requirements (Bustinza, Bigdeli, Baines, & Elliot, 2015; Porter & Ketels, 2003; Raddats, 

Baines, Burton, Story, & Zolkiewski, 2016). Firm service strategies lead to offering service 

bundles that may include a warranty, spare parts, repair, maintenance, operator training, 

condition monitoring, in-field services, customer support agreements, and outcome-based 
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contracts (Lightfoot & Baines, 2014). IoT facilitates communication between objects and 

systems in a factory; cloud services provide access to information and services. Lastly, big data 

and analytics enable advanced applications of Industry 4.0 since the system's intelligence 

depends on big data and analytics (Frank et al., 2019). 

Past research shows an affirmative relationship between the perceived gain of using the 

technology over the competition (relative advantage) and the adoption of information system 

innovations [Oh et al. 2019]. Relative advantage is the degree to which an innovation is 

perceived as being better than the idea it supersedes [Rogers 2003]. Business processes like 

resource planning are expected to change with the adoption of IoT (Zhang et al., 2015). 

Performance measurement using statistical learnings for infrastructure will change with the 

adoption of IoT (Archetti et al., 2015).  

2b. IoT Solutions Adoption Factors 

b.1. Well researched topics 

b.1.1. Trust – Inter-Organizational & Institutional 

B2B (Business to Business) transactions are between private, government, and not-for-profit 

organizations and many individuals within them. Compared to B2C (Business to Customer), 

the average transaction size is of higher value; evaluation is extensive and more private, 

sometimes even involving multiple negotiations. Terms of transactions and data about such 

businesses are seldom available in public. The Decision-making process in the Organization 

may involve multiple functions and different individuals at various levels. (Gary Lilien & 

Rajdeep Garewal, 2012, Handbook of B2B Marketing).  

"B2B transactions are often quite complex, involve very high stakes, and incorporate great risk 

or fear, uncertainty, and doubt. Despite the 'left brain' quantitative analysis that goes into a B2B 
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buy, customers like working with suppliers they trust" (Gary Lilien & Rajdeep Garewal, 2012, 

Handbook of B2B Marketing). Innovative products or solutions introduced into the B2B 

market sometimes have such diverse applications that market opportunity cannot be imagined 

entirely at the outset (Mohr et al., 2010). Technological innovations can result in existing 

products/platforms' obsolescence (Govindarajan & Kopalle, 2006). Customers have high fear, 

uncertainty, and doubt over adoption, resulting in hesitancy to buy or implement (Dhebar, 

1996). Besides technological obsolescence uncertainty, customers may face concerns about the 

reliability of the new technology's performance and vendors' ability to deliver and provide 

promised products and services (Mohr et al., 2010). 

Trust plays an essential role in customers taking the leap of faith when adopting new 

technologies. Trust is a belief that the partner will fulfil the obligations and behave to serve the 

firm's needs and long-term interests (Scheer and Stern, 1992). In an organizational setting, trust 

is between two specific parties: a trusting party(trustor) and a party to be trusted(trustee) 

(Driscoll, 1978, Scott C.L., 1980, Mayer & Davis, 1995). Inter-organizational trust 

simultaneously operates at multiple levels: interpersonal trust (between the buyer agent and 

seller's salesperson), personal trust in the opposite firm, and inter-firm trust between companies 

(Fang et al., 2008). Interpersonal trust refers to the extent of trust between individuals 

interacting with counterparts in a partner organization, whereas inter-organizational trust is the 

extent of collectively held trust placed towards partner organizations by the focal organization's 

members (Zaheer et al., 1998).  

Interorganizational trust, compared to interpersonal trust, has a greater influence on 

performance, negotiation, and conflict. Inter-organizational and interpersonal trust are related 

but theoretically distinct. Interpersonal trust affects inter-organizational trust. The higher one 

trusts the supplier's point of contact, the more one's Organization trusts the supplier 

organization. No support was found for interpersonal trust with the cost of negotiations, level 
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of conflict, or performance (Zaheer et al., 1998). Hence, inter-organizational trust is considered 

an independent variable over interpersonal trust for adopting IoTS subscriptions in the B2B 

capital goods market. 

IoTS, including equipment diagnostic technologies, are in a nascent stage of development for 

the commercial B2B industry, with few exceptions, like the airline industry. OEMs (Original 

Equipment Manufacturers) and service providers are developing technologies for individual 

industry segments as the needs are sometimes specific to an individual factory level or a process 

within a factory. Companies have scarce or no resources to develop or evaluate these new 

technologies. Companies rely on the past performance record of the OEM / service provider. 

Companies will check on the experience of other users with the provider's expertise and their 

reliability in keeping their promises. Such experiences based on personal, or referrals create 

trust in the provider's competence to perform the task effectively.  

Technological innovation often brings in new players due to its radical new performance 

attributes. Newer players are flexible in resource allocation and tend to be more successful as 

the incumbents are too slow, routinized, and uninterested in developing disruptive technologies 

(Christensen, 1997, Henderson, 1993). However, new entrants have a lower level of inter-

organizational trust as they do not enjoy the relationship that an incumbent can create due to 

long-term business association (Chandy & Tellis, 2000, Obal Michael, 2013). Subsequent 

research has found that incumbents, on occasion, have been successful as they have pre-

existing relationships (Obal Michael, 2013).  

By attribute, technological innovation means something new where the risk is high due to 

information asymmetry, outcome uncertainty, and risk aversion, whether from a new supplier 

or an incumbent. During this early stage of adoption of innovative technology, relationship or 

contracts are insufficient to build trust due to limited knowledge and uncertainty about the 
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future dynamics (Mayer & Argyres, 2004, Bachman & Inkpen, 2011). In such a case, external 

legal arrangements or certification system that provide a reliable structural safeguard would 

create confidence in the company during the early adoption stage of new contracts (Bachman 

& Inkpen, 2011). When the trustor and trustee do not know each other or have a trust deficit in 

a partner, a third actor functioning as a 'third party guarantor' play a vital role in trust creation. 

The external institution creates a perception for the buyer of a third-party mechanism that can 

facilitate a successful transaction. Institutional trust is vital in an impersonal economic 

environment where familiarity and similarity do not exist (Ratnasingam et al., 2005). 

Inter-organizational and environmental contexts play an essential role in influencing new 

technologies adoption (Kuan & Chau 2001). Inter-organizational factors like trust between 

trading companies are essential in adopting new technologies. The behavioural intention 

behind adopting new technology is significantly influenced by perceived relative advantage, 

ease of use, compatibility, competence, and integrity (Lin, H. F., 2011), where perceived 

relative advantage, ease of use, and compatibility are innovation attributes. In contrast, 

competence and integrity are the attributes of trust. Understanding technology characteristics 

and trust are crucial in determining the behavioural intention of new technologies (Wu, L., & 

Chen, J. L., 2005). Trust is enforced when organizations develop shared goals, form social-

relational embeddedness, and initiate influence strategies. Inter-organizational trust leads to 

better inter-organizational collaboration and knowledge sharing (Chen, Y. H., Lin, T. P., & 

Yen, D. C., 2014). 

In an inter-organizational context, information and knowledge sharing strengthens the 

connectedness and alleviates the dysfunctional conflicts between the partners built upon the 

positive relational benefits (Cheng, J. H., 2011). A relationship can help marketers manage 

service more efficiently and customer lifetime value (CLV) more effectively (Rust & Chung 

2006). The firm and the customer receive additional value from the relationship, such as 
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convenience, timesaving, reduced prices, simplified information processing, buying and 

consuming, reduced perceived risks, and maintaining a state of psychological comfort (Sheth 

& Parvatiyar 2000; Verma et al. 2016). Further, if the intangible intensity increases, the 

customer will find it challenging to develop alternate suppliers against an incumbent supplier 

with a multiplex relationship. To adopt new technologies, it is critical that the customers are 

engaged early and integrated as a key collaborative partner with the provider or manufacturer 

and have close and intensive relationships (Kiel, Arnold & Voigt, 2017). To increase customer 

sales and reduce sales volatility, multiple levels of ties like R&D and market alliances create 

relationship multiplexity that is rare and difficult to imitate, strengthen the supplier-customer 

relationship (Tuli et al., 2010). 

In inter-organizational exchanges, complex explicit contracts or vertical integration substitutes 

trust (Granovetter, 1985; Bernheim & Whinston, 1998; Bradach and Eccles, 1989; Dyer and 

Singh, 1998; Gulati, 1995). Formal contracts undermine trust, and encourage opportunistic 

behavior, signalling distrust in the exchange partner (Ghoshal & Moran, 1996, Macaulay, 1963, 

Fehr and Gachter, 2000). Adopting new technologies brings uncertainties not present in doing 

business with established products, as observed during online transactions and business in the 

digital market. The buyer’s trust in the seller depends on the level of perceived risk. Third-

party institutional mechanisms engender trust not only in reputable sellers but the entire 

community of sellers (Pavlou, P. A., & Gefen, D., 2004). Institutional structures may include 

legal regulations, professional codes of conduct that may or may not be legally binding, 

standards, and other formal and informal norms of behavior, reducing the risk of lost trust. 

Where institutional trust exists, both parties refer to institutional safeguards in their decisions 

and actions and can thus develop trust without prior personal experience in dealing with one 

another (Bachmann & Inkpen, 1986). Institutional-based trust institutions can be considered 

functionally equivalent to a personal third-party guarantor (Bachmann & Zaheer 2008). 
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b.1.2. Leadership - Top Management commitment & IT expert on the Board 

There is a paucity of studies on social, behavioral, economic, and managerial aspects of the 

IoT as it is relatively recent. Companies find it challenging to make informed decisions 

regarding adoption (Lee & Lee, 2015). Customers' preparedness to adopt new technologies 

depends on their readiness to support technology and their inclination to engage with new 

technologies (Zhu et al., 2003). Employees' technical competence, training, and development 

to adopt new technologies define the firm's technological competence [Curran 2017]. 

Companies with higher technological competence are more likely to accept new technologies 

[Zhu et al. 2002].  

Research has indicated that the strategic benefit of new tools is often poorly communicated by 

the top management and decision-makers, resulting in resistance to change, even if the new 

technologies help enhance productivity (Knight, 2015). Financial resources are crucial for 

acquiring new technologies, training, and supporting the people, and buying or upgrading 

equipment, technology, and infrastructure. Difficult decisions are required to get the financial 

resources beyond the operational needs for investment in new technologies (Griliches 1990). 

The decision-makers increasingly face competing investment demands with limited resources 

(Kabir et al., 2014). Organizational support is a significant variable for introducing any new 

technology and running it successfully (Oh et al. 2019). 

Top management could influence new technology adoption positively by articulating a vision 

and reinforcing the value to the organization [Ramdani et al., 2009]. They should update the 

organization's strategy and promote and communicate support for innovations that improve its 

core mission and vision (Baker 2012; Tushman & Nadler 1986). The firm's top managers play 

a vital role in obtaining resources and planning implementation where the top management is 

passionate, innovative, welcoming new technologies, and prepared to take risks (Grover, 

1999). Top management commitment and support are essential during implementation when 
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coordination across organizational divisions and conflict resolution are critical [Sila 2013]. The 

role of decision-makers in promoting innovation within an organization is crucial and depends 

on their cognitive skills, knowledge about their organization, knowledge about their customers' 

needs, and new technologies (Bartel & Lichtenberg 1987; Bartel et al. 2007, Brynjolfsson & 

Hitt 1996). The presence of an expert with an information technology background in a senior 

leadership position like on the Board would meet such requirements.  

The conundrum of prioritization of investments can be eased if the investments for adopting 

IoT solutions are reduced or newer business models like subscription models are introduced. 

Technology development drives down costs (Porter and Millar, 1985; Porter and Heppelmann, 

2015). The cost of sensors used in IoT enabling the machine-to-machine communication has 

reduced over time (Maintenance Assistant Website, 2016, Rymaszewska, Helo & Gunasekaran 

(2017). Improving performance and lowering costs for providing high-quality services or 

products is key to increasing profits and reputations of industrial factories. Information about 

different aspects of the factory can be obtained through the data collected. The data helps 

understand the operating conditions and detect faults and failures, which is an important topic 

for research (Sung (2018).  

Innovations seldom happen by chance, sustained innovation even less so. (Drucker, 1993). 

Some organizations successfully bring in innovative products, e.g., Apple, Dyson, GE, 3M, 

P&G, Alphabet (Google), Amazon, Tesla, and Samsung, to name a few. Some characteristics 

distinguish innovative organizations from less innovative firms in the same industry 

(Subramanian et al., 1996). Characteristics like risk tolerance, communication flexibility, and 

willingness to share knowledge differentiate innovative organizations (Egbu et al., 1998). A 

'no blame' culture stimulates employees to develop and experiment with new ideas (Dulaimi et 

al., 2002).  
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Besides in-house R&D, companies should seek external knowledge for innovation activities 

(Cohen and Levinthal, 1990). Director's heuristics and knowledge influence strategic decision-

making (Day & Lord, 1992). Directors' innovation experience has solid specificity based on 

their knowledge and work experience (Mcdonald et al., 2008). Innovation-experienced 

Directors can address short-sighted behavior and motivate the company to commit to 

investments in innovation for long-term sustainable development. They can manage the 

conflict between management's view on short-term goals and the shareholder's goal for long-

term value and investment returns (Fama & Jensen, 1983).  

The Board's role is to nurture and spark behaviors that deliver innovative solutions ahead of 

the competition. The Board needs understanding and expertise on the nature of successful 

innovation (Knox, 2002). Directors with experience in technology are more likely to make 

R&D investments (Custodio et al., 2019). Directors' willingness and ability to take risk-taking 

increase and they are more likely to support investments in innovation (Barrosocastro et al., 

2017). Innovation output significantly increases when companies appoint individuals with 

innovation experience on their boards (Boh et al., 2020). Directors with innovation experience 

bring in knowledge of potential external partners in and outside the industry, enabling the 

company to pull resources from the innovation ecosystem and influencing innovation 

performance (Daft et al., 1988). Innovation experience of the Director grants legitimacy in 

carrying out innovation activity. During the innovation implementation phase, they can help 

ease resource and knowledge 

b.1.3. Organization culture  

Organizational culture is its people's shared values, beliefs, and practices providing norms of 

expected behavior (Schein, 1985, 1996). Organizational culture defines its identity, the values 

important for its daily business, the expectations set for individuals, and the practices they will 

follow. Organizations that value innovation empowers people to think unconventionally, 
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propose new ideas or ways of doing business without the hindrance of rigid structure, and take 

measured risks. 3M and P&G have developed a culture of innovation where employees are 

encouraged to experiment and champion innovations and not be afraid to disagree with 

managers in pursuit of ideas (Sutton, 2001).  

An innovative culture motivates new solutions and improvements. It has mechanisms for 

feedback and communication, allowing for autonomous work, initiating innovative products, 

and a rewards and incentive system. (Hartmann, 2006). An innovative culture is organization-

specific and differs between organizations as the degree of elements comprising innovative 

culture will vary, innovative mission & vision statements, democratic communication, safe 

spaces, flexibility, collaboration, boundary spanning, incentives, and leadership. (Dombrowski 

et al., 2007).  

Weakness in innovative organizational culture results in a disarray of innovation projects and 

ineffective execution (Dombrowski et al., 2007). Implementing new products, services, or 

processes is a big challenge in an ever-changing world (Gann, 2000). Rapid changes result in 

the obsolescence of knowledge and require the Organization and its people to constantly learn 

and adapt to new structures, processes, tools, and strategies (Lemon & Sahota, 2004).  

An organization culture that values and facilitates calculated risk-taking, willingness to change 

the status quo, incentivizes and rewards accomplishments and efforts, inter-function 

cooperation, openness, flexibility, and internal communication are crucial to support norms for 

innovation and the firm's financial and market performance (Hogan & Coote, 2014). 

The Greek philosopher Heraclitus said: "The only constant in life is change," and per Plato, 

"Heraclitus, I believe, says that all things pass, and nothing stays and comparing existing things 

to the flow of a river, he says you could not step twice into the same river." Change is moving 

from the present to a future state (George and Jones, 1996).  
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Organizations and their people have to go through a change when adopting new technologies, 

processes, or systems. Per (Rashid et al., 2004), organizational culture and attitude to change 

are associated. People are the most critical factor affecting the change and are the most difficult 

to deal with (Linstone & Mitroff, 1994). The people's attitude in the Organization is challenging 

to change once they have been learned (Dunham, 1984). Resistance to change can be due to 

any factors or a combination of – the risk of failure, reduction in economic security, fear of job 

change, psychological threats, and lowering status (Dawson, 1994). Three types of attitudes - 

affective (linked to being satisfied or anxious), cognitive (linked to usefulness & necessity for 

change and knowledge to make the change), and behavioral (intention) are attributes of attitude 

to change (Dunham et al., 1989). A key obstacle to change is "fear of the unknown" or 

"unfamiliar situation" it is better to address the cognitive attitude first as a person may be more 

receptive to change once he/she has the information and knowledge about a potential change 

be made. Addressing cognitive attitudes will require clear communication from the leadership 

(Rashid et al., 2004). Their research further concludes that people are more receptive to change 

when organizational culture is dedicated to its mission and goals, quick to respond to 

environmental changes, and unwilling to accept poor performance.  

Organizational culture should be aligned with the strategy of the Organization as the 

managerial actions will be driven through it (Hartmann, 2006). He also mentions that the 

strategic orientation of firms determines managerial actions suitable to create a culture that 

motivates innovative behavior. Many changes and transformation programs fail to deliver the 

intended results with which they were started. This is often due to many programs concurrently 

thrust on the employees or budgets cut or waning of top management commitment leading to 

employees becoming cynical when new mission-vision statements are announced 

(Dombrowski et al., 2007). 
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b.2. Emerging research topics 

b.2.1. Interoperability 

Companies face challenges regarding the capacity and performance of the collected data 

volume, and the market has various platforms to select from. IoT platform is defined as a 

foundational infrastructure to enable connectivity between things, securely and storing data to 

be used intelligently (Moura et al., 2018). Many IoT platforms in the market are seldom 

interconnected (Schneider, Jacoby, et al., 2020). IoT platforms offer proprietary interfaces and 

protocols (Bröring et al., 2018). The European project Unify-IoT found more than three 

hundred IoT platforms, and each of these platforms promotes its own IoT infrastructure, 

proprietary protocols, API (application programming interfaces), and formats. Incompatibility 

between different IoT platforms arises due to diverse operating systems (OS), programming 

languages, data structure, and application development. It is costly for companies to manage 

heterogeneous interfaces on distinct platforms (Noura et al., 2019). Hence the need for the 

platforms to work together, i.e., interoperability. IEEE defines interoperability as "the ability 

of two or more systems or components to exchange information and to use the information that 

has been exchanged" (Radatz J, Geraci A, Katki F, 1990). Due to interoperability and 

fragmented platform solutions, entry barriers prevent the emergence of IoT ecosystems 

(Bröring et al., 2017). 

Industry 4.0 requires cyber-physical systems (CPS), big data, AI, IoT, and its associated 

technologies to connect numerous devices to optimize industrial productivity, 

comprehensibility, and accountability (Khanna and Kaur, 2019). Communication of data 

sensed from heterogeneous devices, processing and transmitting filtered information for 

monitoring and control is the primary objective of the Industrial IoT, also called IIoT. Such 

monitoring and control improve machine lifetime performance, reduce operational cost and 
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improve the working condition of personnel. (Vrana, 2020). Companies face challenges in 

terms of the volume of data collected (thousands of terabytes of data per second for processing 

and analysis), and the market has various platforms for processing such data to select from.  

IoT platform is defined as a foundational infrastructure to enable connectivity between things, 

securely and storing data to be used intelligently (Moura et al., 2018). Many IoT platforms 

available in the market are seldom interconnected (Schneider, Jacoby, et al., 2018). IoT 

platforms offer proprietary interfaces and protocols (Bröring et al., 2018). The European 

project Unify-IoT found more than three hundred IoT platforms, and each of these platforms 

promotes its own IoT infrastructure, proprietary protocols, API (application programming 

interfaces), and formats. Incompatibility between different IoT platforms arises due to diverse 

operating systems (OS), programming languages, data structure, and application development. 

Due to Interoperability and fragmented platform solutions, entry barriers prevent the 

emergence of IoT ecosystems (Bröring et al., 2017). It is costly for companies to manage 

heterogeneous interfaces on distinct platforms (Noura et al., 2019). Hence the need for the 

platforms to work together and for Interoperability. Interoperability enables standard 

communication between a heterogeneous set of devices with different protocols, operating 

systems, and software and applications from different vendors, cloud, and fog/edge service 

providers with different architectures (Sinche et al., 2019). Interoperable platforms can directly 

translate users' unstructured data into a standard industrial format to allow the dynamic 

exchange of useful information (Hazra et al., 2021).  

Interoperability taxonomy 

In the literature, Interoperability has been classified into different levels of Interoperability.  
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i. European Telecommunications Standards Institute (ETSI) classifies four levels of 

Interoperability in their framework – Organizational, Semantic, Syntactic, and technical 

Interoperability (Der veer & Wiles, 2018).  

ii. LCIM – Levels of Conceptual Interoperability Model framework determine the 

possibility of Interoperability between systems at an early or conceptual stage and 

categorize it into six levels from no interoperability to full Interoperability – No 

interoperability (level 0), Technical Interoperability (Level 1), Syntactic 

Interoperability (Level 2), Semantic Interoperability (Level 3), Pragmatic 

Interoperability (Level 4), Dynamic Interoperability (Level 5), and Conceptual 

Interoperability (Level 6) to design an interoperable system. (Tolk & Muguira, 2003). 

Figure 3 

Interoperability Taxonomy – Tolk and Muguira(2003), Hazra et al., (2021) 

 

 The European Interoperability Framework (EIF) identifies three levels of 

Interoperability [IDABC: European Interoperability Framework for Pan-European 

eGovernment Services, Luxembourg (2004)]: Organizational Interoperability, 

Technical Interoperability, and Semantic Interoperability.  
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 IDEAS project developed a framework based on ECMA/NIST Toaster Model, ISO 

19101, and ISO 19119 and augmented through the Quality Attributes (IDEAS, 

2003). "Interoperability is achieved on multiple levels: inter-enterprise 

coordination, business process integration, semantic application integration, 

syntactical application integration, and physical integration." 

 C4ISR, Architecture Working Group (AWG), developed LISI (levels of 

information systems interoperability) in March 1998 for the US Department of 

Defense (DoD) as a maturity model to identify Interoperability. A critical element 

of interoperability assurance is a clear prescription of the common suite of requisite 

capabilities inherent to all information systems that desire to interoperate at a 

selected level of complexity. 

 E-health interoperability framework - developed by NEHTA (National E-Health 

Transition Authority) initiatives in Australia comprising -  

 Organizational Interoperability creates cohesion amongst approaches to 

governance, finance, legislation, and business processes.  

 Information interoperability owns the family of information building blocks 

from basic data type elements to terminologies.  

 Technical Interoperability combines all aspects of standards along with the 

broad architectural approach linking e-health services and information. 

Through their research, Ford et al., 2007, identified sixty-four different types of Interoperability 

mentioned in research papers, government control documents, reports, or standards. These 

different types of Interoperability can be vastly segmented into technical or non-technical. 

Classification of Interoperability, though some of the interoperabilities classifications between 

technical and non-technical, can be subject to interpretation or the lens used to review it based 

on the application. 
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Table 1  

Interoperability Classification 

Technical Non-Technical 

Communications Organizational 

Electronic Operational 

Application Process 

Database Cultural 

Types of Interoperability 

For this study, I consider two major interoperability impacting IoT subscription adoption in the 

B2B capital goods market - Technical and Organizational Interoperability.  

Interoperability of equipment or capital goods is technically required for data collection from 

sensors, transmitting, processing, and gaining meaningful insight to take action. It covers 

hardware and software interoperability by connecting devices, systems, and services through 

interfaces and protocols. Information exchange should have the same meaning when processed 

by any computer, system, or human. 

Information and intelligence created technically are not only required for the safe and optimum 

running of equipment; it is also linked to business goals, inter-functional collaboration, 

decision-making authority, and allocation of resources. For holistic benefit, intra- and inter-

organizational interoperability are required to be effective and useful. Organizations are 

networked with their suppliers, service providers, and customers, i.e., external partners, and at 

the same time, they are networked within different functions for quick and accurate processing 

of information for decision-making.  
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Figure 4 

Types of Interoperability 

  

Organizational Interoperability – Businesses cannot run in isolation. It is networked 

internally for cross-functional exchange of information and externally with suppliers, service 

providers, and customers. Organizational Interoperability occurs when business processes, 

responsibilities, and expectations are aligned to meet agreed and mutually beneficial goals. 

Organizational Interoperability aims to meet the user community's requirements by making 

services available, easily identifiable, accessible, and user focused. (IDABC: European 

Interoperability Framework for Pan-European eGovernment Services, Luxembourg (2004)). 

- External - Organizations must communicate and transact with other companies based 

on shared business references, standards, or norms. These agreed references avoid 

redefining cooperation rules, increasing efficiencies, and faster information processing. 

Organizational Interoperability aligns participating companies' goals and business 

processes and makes easily identifiable, accessible, and user-focused services available. 

(Chen 2003, European initiatives to develop Interoperability). 

- Internal –. Business processes must be thoroughly documented, including defining 

authority and decision-making responsibilities. The organization may need to redesign 

and implement changes to integrate and align systems for relevant information 
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exchange. The information enabled through IoT services is not limited to usage in the 

equipment operation alone but is also required for planning, procurement, inventory 

control, cash flow management, and the organization's performance.  

Technical Interoperability - incorporates both software and hardware interoperability. It 

enables exchanging information between devices and servers through a network in a 

comprehensible, unambiguous, and meaningful way. It encompasses –  

 Device Interoperability – is concerned with  

 the exchange of information between heterogeneous devices and heterogenous 

communication protocols 

 the ability to integrate new devices into any IoT platform. 

The proliferation of devices without universally accepted standards results in different 

communication technologies being used, affecting Interoperability for multiple devices 

working at a user's location. Devices may have varying computational capabilities built-

in, including - processor speeds, RAM, communication, technology, and battery life, 

depending on the manufacturer's design resulting in interoperability constraints.  

 Network Interoperability – concerned with mechanisms to enable seamless message 

exchange between systems through different networks for end-to-end communication. 

IoT devices generally rely on short-range wireless communication and network 

technologies intermittently. Network interoperability deals with issues such as 

addressing, routing, resource optimization, security, and mobility support (Bello et al., 

2017) 

 Syntactical Interoperability – concerned with the interoperation of the format and the 

data structure used in any exchanged information or service between heterogeneous IoT 
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system entities. Syntactic interoperability problem arises when senders' encoding rules 

are incompatible with the receivers’ decoding rules, leading to mismatching messages. 

 Semantic Interoperability – It is the ability of computer systems to exchange data 

with unambiguous, shared meaning. It is concerned with enabling different agents, 

services, and applications to exchange information, data, and knowledge meaningfully. 

[W3C, BW3C Semantic Integration & Interoperability Using RDF and OWL.]. It 

ensures that the meaning of exchanged information between any computer system 

and/or human remains the same.  

 Platform interoperability – concerned with interoperability issues due to the 

availability of diverse operating systems (OS's), programming languages, data 

structures, architectures, and access mechanisms for things and data. It also 

encompasses interdomain and intradomain Interoperability concerned with systems and 

organizations' ability to exchange information among different domains like different 

industries, markets, or even geographies. This non-uniformity restricts application 

developers from developing cross-platform and cross-domain IoT applications.  

b.2.2. Implementation Cost 

Industries are focused on economic efficiency, as every penny counts. The resources are scarce, 

and one of the key elements that the firms consider is the costs required when making 

investment decisions from the various available projects. IoT Solutions require enhanced 

computation, storage, and networking infrastructure. The current ratio between IT capacity and 

its related costs is already high, and further capacity increase due to IoT Solutions 

implementation will impose further cost additions on a firm (Mahloo et al., 2017).  

The total cost of ownership (TCO) of a private cloud implementation can be up to 80% less 

expensive than public cloud options over five years and nearly 90% less than a traditional 

server approach (Analysts, T. G. M., 2014). A TCO model for a typical data centre lifecycle is 
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proposed considering all major cost categories from deployment to the operational phase 

(Mahloo et al., 2017). 

Figure 5  

Total Cost of Ownership (TCO) model of private cloud implementation 

  
Note: Mahloo, M., Soares, J. M., & Roozbeh, A. (2017, September). 

Implementing IOT Solutions will have similar cost elements to some extent. Besides the 

hardware and infrastructure costs, it will additionally have  

- Software costs, including license, customization, and modification for compatibility 

- Hardware costs, including the sensors, routers, gateways, servers, storage capacity 

- Data and system integration costs from different software/platforms 

- Services costs include external consulting fees, training of employees, insurance, and 

cloud service.  

- Operating Costs like subscription fees, maintenance costs 

b.2.3. Vendor lock-in  

Vendor Lock-in is when a customer using a product or service cannot easily transition to a 

competitor's product or service. The cost of switching to another vendor is so high that the 
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customer is essentially stuck with the original vendor. Vendor lock-in is usually the result of 

proprietary technologies incompatible with competitors.  

Switching costs bind customers to suppliers making it difficult for them to change and giving 

suppliers market power to make higher profits. It further discourages competitors from 

breaking into one another's customers (Farrell & Klpemperer, 2007). The position of a supplier 

to bind customers through switching costs is a marketing strategy as it creates a barrier to entry 

for the competition (Porter, 1980). Suppliers provide bargains to early adopters to gain market 

acceptance and increase prices for the late adopters as collective switching costs become high 

(Farrell, 1997). Firms use technological incompatibility as a strategic tool to lock in customers 

and reap benefits through aftermarket business (Marionoso, 2001) 

A firm with more existing customers will be less aggressive in seeking new customers. 

Switching costs for existing customers discourage them from adopting alternate products or 

components, making it harder for competing/entering firms to gain business. It encourages the 

entering firms to serve the unattached ones (Farrell & Shapiro, 1989). 

Lock-in of technologies as a result of a high rate of adoption has been investigated. The 

pervasive adoption of technology, even if it is by chance, lockout others even if it is inferior 

(Arthur, 1989). For example, the US nuclear-reactor technology during 1950~60’s was 

dominated by light water reactors even though the research showed that gas-cooled reactors 

were technologically far superior. US Steam vs. petrol car competition in the 1890s and the 

QWERTY typewriter keyboard are other historical cases where pervasive technology adoption 

locked in, and the customer's choice was limited. 

In some markets, switching costs, there is a natural product/firm life cycle. Adoption of new 

products is gained through unattached buyers by providing better quality or attractive prices. 

Later the product attracts new customers to a point where the firm will rely on established 
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buyers. In the final phase, the firm will serve the locked-in buyers as the product would have 

lost its attractiveness to unattached buyers. The locked-in buyers will either perish or make 

new product-specific investments, and the firm/product loses its customer base (Farrell & 

Shapiro, 1988). 

Besides the switching costs, especially in the industrial B2B capital goods market, the set-up 

cost is a significant factor too for vendor lock-in. The set-up costs to adopt new products can 

be high, involving high asset acquisition costs, installing, and commissioning costs. The 

removal and disposal costs and efforts are also high. This allows the seller to increase 

aftermarket prices and have high-profit margins by keeping the prices just below the total 

replacement cost of an alternate supplied product (Farrell & Klemperer, 2007). 

Technology skill, complexity, data security, and customization have no significant influence 

on the intention to adopt, whereas vendor lock-in significantly influences the intention to adopt 

cloud-based ERP (Martins et al., 2014). On the contrary, switching costs alone do not form an 

entry barrier. Switching costs create a negative correlation between the existing market share 

and the share of a new placement (Farrell & Shapiro, 1988). 

Past research looks at switching costs and set-up costs as major factors in creating a vendor 

lock-in for the user and vendor lock-in as an entry barrier as part of a marketing strategy. The 

adoption of technology creates a lock-in for technology, limiting the options that the user can 

have. Past papers also look at the challenges users face in lock-in conditions and the product 

cycle the sellers go through with switching cost impact. However, there is a gap in the current 

literature on vendor lock-in as an antecedent to adopting new technology.  

b.2.4. Analytic Intelligence 

As a multidisciplinary concept, analytics is defined as the means to acquire data from diverse 

sources, process them to elicit meaningful patterns and insights, and distribute the results to 
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proper stakeholders (Soltanpoor & Sellis, 2016). Analytics is further classified based on the 

intelligence it provides - Descriptive analytics is focused on the past. It summarizes the data 

and produces information from a diverse set of heterogeneous data (Delen & Demirkan, 2013). 

Predictive analytics, on the other hand, is forecasting analytics and is concerned with the future. 

Prescriptive analytics is concerned with recommendation and guidance and provides 

organizations with adaptive, automated, and time-dependent sequences of operational actions. 

It answers questions like “What should be done?” and “Why should it be done?” (Delen & 

Demirkan, 2013). 

Descriptive Analytics is the “data summarization” phase and reports the past. It answers the 

question “What has happened?” and extracts information from raw data. There is also an 

extension to descriptive analytics named “diagnostic analytics,” which reports the past but tries 

to answer the questions like “Why did it happen?”. It helps organizations in grasping the 

reasons for the events that happened in the past. Diagnostic analytics allows enterprises to 

understand relationships among different kinds of data. 

Predictive Analytics - Predictive analytics is a business intelligence (BI) technology that 

uncovers relationships and patterns within large volumes of data that can be used to predict 

behavior and events. Unlike other BI technologies, predictive analytics is forward-looking, 

using past events to anticipate the future. (Wayne W. Eckersen, 2007). It is the “forecasting or 

extrapolation” phase and incorporates the descriptive analytics output, machine learning (ML) 

algorithms, and simulation techniques to build accurate models that predict the future. It 

answers the questions “What will happen?” and “Why will it happen?” in the future?” (Delen 

& Demirkan, 2013). The output of predictive analytics is multiple predictions and their 

equivalent probability scores. 
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Both descriptive and predictive analytics assist organizations in extracting proper insights from 

the data they own. 

Prescriptive Analytics - is predictive analytics that prescribes one or more courses of action 

and shows the likely outcome/influence of each action. It answers the questions “What should 

I do?” and “Why should I do it?”. (Haas et al., 2011). It is purely built on the “what-if” scenarios 

phase and provides enterprises with adaptive, automated, time-dependent, and optimal 

decisions (A Basu, 2013). Prescriptive analytics considers the output of predictive analytics 

with compliance rules and business constraints to generate the best courses of action as the 

optimal decision. The main elements of prescriptive analytics are optimization, simulation, and 

evaluation methods (Bertsimas & Kallus, 2020). Prescriptive analytics systems generally have 

two important characteristics: (1) They provide the enterprise with actionable outcomes. These 

outputs generate comprehensible prescriptions in terms of actions. (2) they support feedback 

mechanisms for tracking the suggested recommendations and unprecedented events occurring 

in the system’s lifetime. (Soltaanpur & Sellis, 2016) 
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Figure 6 

Analytics Stages 

  

Note: Soltanpoor, R., & Sellis, T. (2016, September). 

Intelligence is based on the principle of difficult-problem-solving-abilities (Iantovics et al., 

2018). There is no standardization of intelligence measuring, and there are multiple definitions, 

especially for machine intelligence, including computational intelligence, machine 

intelligence, and intelligent systems. Alan Turing, 1950 presented the definition of machine 

intelligence - a computing system was considered intelligent if a human assessor could not 

decide the system's nature as human or artificial based on questions asked from a hidden room. 

The definition is based on the idea of an artificial cognitive system that can imitate the intellect 

of a human being. Later tests found that the "intelligent computer program" surpassed average 

human Intelligence by 100 on some tests (Sanghi & Dowe, 2003).  
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Knowledge is the collection of skills and information acquired through experience or 

instructions from others. Intelligence is the ability to apply knowledge systematically and 

reliably. Intelligence enables the use of knowledge to be transferred from one context to 

another. (Marcus, 2020). Information relates to raw, unverified, and unevaluated data gathered 

from numerous sources, while intelligence refers to processed, evaluated, and perspective-

driven data gathered from trusted sources. 

Intelligence provided by IoT solutions is its computational ability to obtain improvements for 

various difficulties. It should enable selection of the most appropriate systems based on 

Intelligence (Iantovics, 2021).  

- Diagnostics /descriptive analytics are conducted after an event has occurred. It is a 

reactive decision-making process and cannot prevent downtime or associated costs. It 

assists in root cause analysis and determining the relationship between the cause and 

effect. Equipment fault diagnostics is a procedure of mapping measurement 

information received as data from instruments on the machine to the types of faults. It 

recognizes patterns from the data or signals requiring highly skilled and trained people 

with expertise in a specific area of application (Jardine, Lin & Banjevic, 2006). 

- Prognostic/prescriptive analytics provide Intelligence to detect incipient failures and 

forecast remaining useful life (R.U.L.). Prognostic intelligence predicts the time 

remaining before a failure can occur depending on the existing condition compared with 

the history of failures. Such intelligence helps the operation and maintenance team plan 

for corrective actions in advance and reduce costly shutdowns or catastrophic failures.  

Asset maintenance is an important but non-core/non-productive activity for the customer. It 

has direct costs associated with hiring and training the maintenance staff and indirect costs due 

to unplanned maintenance and failures leading to reduction or stoppage of production and non-
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optimal spare parts inventory. The diagnostic analysis will help reduce failure or unscheduled 

maintenance needs, which are more expensive than predictive or preventive maintenance (Wu 

et al., 2017; Lee et al., 2014, Zhang et al., 2013). Some of the equipment in the manufacturing 

plant can be specialized, where in-house skills are not available, requiring external expertise. 

Customers need solutions providers or manufacturers who can take on such responsibility and 

provide diagnostic and prognostic feedback for optimizing the equipment's health.  

Diagnostic analytics helps detect imminent failures, whereas prognostic analysis predicts the 

component's R.U.L. (remaining useful life) (Daniyan, Mpofu, Adeodu, 2020). MTBR (Mean 

time between repair) and MTTF (mean time between failure) can be predicted using 

mathematical or stochastic models based on the data collected in real-time and available 

historical data (Jian et al., 2017, Bui, 2015).  

Prognostic Analytics uses the acquired data to train for fault detection, prediction, and decision-

making (Maio and Zio, 2013, Liu et al., 2018, Frosini et al., 2014, Islam et al., 2017, Daniyan 

et al., 2020). IoT-enabled data acquired from sensors on the asset is diagnosed, assessed, and 

used to predict the health of the asset components, thereby enabling rectification work prior to 

failure or degradation of its performance. P.H.M. (prognostic and health management) system 

uses real-time and historical data to provide actionable information to the customer, enabling 

them to make intelligent decisions for improved performance, safety, reliability, and 

maintainability (Vogl, Weiss, Helu, 2019). Customers can focus on their core production-

related work by adopting IoT solutions that can provide diagnostic and prognostic Intelligence 

to act upon such that their operational needs are not sacrificed.  

IoTS technologies enable data and information interaction remotely. Traditional laborious 

processes can be optimized through remote access to data, thereby improving productivity and 

reducing production time. Virtualization can simulate an act before it occurs in reality (Hurst, 
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Shone, and Tully, 2019). Other indirect improvements that improve the customer's productivity 

are reducing the downtime of assets, improving the quality of the product manufactured, the 

safety of the people, and the operations, reducing wastage, and improving efficiency.  

IoTS technologies are evolving, including C.P.S. (cyber-physical systems) and DT (Digital 

Twin). A CPS system integrates the physical assets using the data from sensors mounted or 

embedded in cyberspace to process data and feed results back to solve real-world problems. 

The information exchange is autonomous, intelligent, and can make decisions and take action 

(Tan et al., 2019). 

Industrial companies are under intense competitive pressure and shorter innovation cycles 

(Schuh et al., 2017). IoTS enables companies to focus on customers' desired outcomes, built to 

meet specific needs with a value proposition to improve performance continuously using 

insights collected (Schuh et al., 2020).  

b.2.5. Asset Criticality 

Asset criticality is the relative risk of a high cost arising from the failure of that asset. So 

criticality is the relative risk of an asset from a cost perspective, calculated to understand which 

assets deserve attention and money to prevent failure. To understand this definition of asset 

criticality, we need to understand its parts: (1) failure mode, (2) cost, (3) risk, and (4) relative 

importance. (Criticality: A Key Idea in Asset Management - By Trilogics Technologies, Inc. 

2005) 

Assets - ISO 55000 (International Organization for Standardization) defines assets as an item, 

a thing, or an entity with potential or actual value to an organization. For my study, I will focus 

on the physical / tangible assets of the organization (equipment, inventory, and properties). 
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Criticality is the measure of risk associated with an asset. There are two main attributes in the 

analysis of criticality: Frequency of failure of the asset and severity of the consequence of a 

hypothetical failure (Javier, S. P., Márquez, A. C., & Rosique, A. S., 2016). 

Criticality = Frequency of Failure * Consequence of Failure  

Failure - There are two ways of describing the failure mechanism. The first assumes that failure 

depends only on the condition variables, which reflect the actual fault level, and the 

predetermined boundary. In this case, the most commonly used failure definition is simple: 

failure occurs when the fault reaches a predetermined level. The second builds a model for the 

failure mechanism using historical data available. A failure can be defined as the event that the 

machine is operating at an unsatisfactory level, or it can be a functional failure when the 

machine cannot perform its intended function at all, or it can be just a breakdown when the 

machine stops operating. Similar to diagnosis, the approaches to prognosis fall into three main 

categories: statistical approaches, artificial intelligent approaches, and model-based 

approaches. (A.K.S. Jardine et al. / Mechanical Systems and Signal Processing 20 (2006) 

1483–1510) 

b.2.6. Responsiveness 

An organization's responsiveness to meet customers' requirements and expectations has been 

researched mostly from the quality of service, trust, relationship, and perception building. The 

impact of responsiveness on modern-day businesses involving E-service, online retailing, 

financial services, and shopping sites is of keen interest to the researchers. 

Responsiveness represents the service provider’s ability to respond quickly to requests and 

suggestions and assist customers in case of problems (Zeithaml et al.,2000). Customers have 

identified a fast response as an element of high-quality service (Voss, 2000), but in practice, 

many companies fail on this dimension (Kaynama & Black, 2000). Here, responsiveness is 
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defined as the extent to which customer feedback is considered and the promptness of reply. 

Since responsiveness reflects customers' perceptions of the service provider's ability and 

willingness to respond to customer needs, it is also expected to impact trust. (Gummerus et al., 

2004). 

Responsiveness is considered part of the total service offering from the supplier's perspective. 

Responsive firms can adapt to changes in customer needs, be more efficient and save 

customers’ time, help improve customer performance and enjoy higher profitability 

(Theoharakis & Hooley, 2003). However, information is a vital input required for firms to be 

responsive. A positive relationship between information & responsiveness and between 

responsiveness and firm performance is established through a case study on Bose (Daugherty 

et al., 1995). 

A responsive supplier reduces uncertainty and creates a positive customer perception, creating 

trust (Gumerus et al., 2004). Responsiveness is one of the five dimensions used to measure 

customer perception of service quality by the SERVQUAL instrument proposed by 

Parasuraman, Zeithaml, and Berry, 1988. For e-services and digital businesses, the service 

quality measuring instrument was modified to an 8-dimension scale, including responsiveness 

by Li and Suomi, 2009. In digital businesses, flexibility and responsiveness are the important 

value drivers identified. The value of IT systems depends on the employees and their 

responsiveness (Lapierre, 2000) 

In the business-to-business (B2B) markets, customers need individual treatment, speedy 

delivery, and an enhanced level of responsiveness. Responsiveness is crucial for building 

relationships as it shows a firm's respect towards customers' valuable resource: time 

(Gro¨nroos, C., 1997 & 1999). Responsiveness is a causal link between organizational 

resources and firm performance (Theoharakis & Hooley, 2003). 
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Past researchers have looked at responsiveness as a factor in creating trust, building 

relationships, creating positive perceptions, impacting firms' performance, and creating 

instruments to measure it as a factor for service quality. There is a paucity of research on the 

impact of the responsiveness of firms in industrial B2B environments. To what extent does a 

responsive supplier affect the customer's decision to rely on digital solutions for their 

assets/equipment/machinery? Will the customer consider risking mission-critical assets 

dependent on inputs from a responsive supplier, or would the customer test it on non-critical 

assets to build confidence before applying the digital solutions to the critical equipment? 

2c. Summary of Review  

Technology adoption can fail if the perceived technology lacks direction [Lawrence 1997]. 

Business models and their implications have been studied from the aspect of strategies moving 

from being product-centric to bundle of products and services; however, it had neglected the 

role of technologies such as engine health management in servitization or P-S bundles 

(Lightfoot, Baines, and Smart, 2013 and Luoto, Brax, and Kohtamäki, 2017). Possibilities 

arising from the collection and using the data are being explored by manufacturing companies 

to complement the P-S bundle (Grubic & Jennions, 2018). The evolution of IoT technologies 

like sensors, gateways, and wireless technologies are in a hyper-accelerated innovation cycle 

and cannot enjoy the benefits of having universally accepted standards, privacy and security 

issues, and thus the proliferation of poorly tested devices (Lee & Lee, 2015). IoT's 

characteristics of networked solutions become more challenging as an error or mistake can 

bring down the entire network, depending on its type, and cause a disorder. Accordingly, most 

prior literature focuses on the technological aspects, challenges, opportunities, categorization, 

and applications. The adoption of new technology in a firm depends on inter-organizational 

and environmental factors besides the characteristics of technology alone (Kuan & Chau, 
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2001). Past literature has deeply delved into factors involving trust, leadership, and 

Organization culture. 

Divergent factors from firms' perspectives in adopting new technologies like managerial, 

organizational, technological, environmental, and individual require deeper examination 

(Ghobakhloo et al. 2011b). Maturity models for implementation (e.g., Schuh et al., 2017; Lee 

et al., 2015; Lu and Weng, 2018; Mittal et al., 2018), the impact of implementation on industrial 

performance (Dalenogare et al., 2018) are recent studies to bridge the gap. Management 

research on this subject is limited (Brettel et al., 2014). Also, most studies are case study based 

and lack empirical evidence on adopting these technologies in manufacturing companies 

(Frank et al., 2019).  

For decades, industrial markets have been using ICA – instrumentation, control, and 

automation to improve operational performance. They have skilled people, experience, and 

financial strength to invest in IoT Solutions. Still, IoT Solutions are deployed as proof of 

concepts or small pilot projects. The adoption rate in an all-pervasive way is yet to happen. 

Factors like interoperability have been researched from the perspectives of taxonomy, 

technology, and organization needs. Vendor lock-in has been studied from an economic view 

of switching costs and set-up costs. The adoption of new technologies leading to vendor lock-

in has been studied; however, the effect of vendor lock-in on adopting new technology requires 

investigation. The cost of implementing new solutions similarly needs investigation. Past 

research on the total cost of ownership from the Datacentre perspective or Cloud solutions 

perspective is similar to this study. However, how the implementation cost affects the adoption 

of IoT solutions is yet to be investigated. There is also a gap in the literature on identifying 

how the user decides which type of equipment they would implement new IoT Solutions in 

their operation. Past literature reviews the criticality of equipment and how to identify which 

equipment in a particular operation is critical depending on the frequency of failure and the 



 

47 

financial implication of the failure. However, there is a gap in the literature to test whether 

critical assets in operation would be the first to adopt new technologies like IoT Solutions. For 

industrial businesses responsiveness of a vendor is important. Customers want their product 

manufacturing to continue unhindered. Any downtime is a potential loss of revenue. Vendors' 

responsiveness to maintaining the equipment in an operational mode, reliably, and at optimum 

levels is crucial. Past research has linked responsiveness to building trust, creating a positive 

perception of the vendor, and firm performance; however, whether the customer will consider 

implementing new technology like IoT Solutions for their critical assets depends on the 

vendor's responsiveness investigated.  

This study is an effort to bridge the gaps identified and contribute to the scientific knowledge 

of subscription of IoT Solutions for capital goods/physical assets in the B2B market as it has 

the potential to one day enable subscription of capital goods for their outcome or performance 

across the industry and not some specific cases as in today's world. This study will validate the 

perspective on the adoption of IoT Solutions for capital goods and identify drivers for transition 

into such new business models, and will be able to address the research questions -  

1. What are the drivers affecting the adoption of IoT Solutions in the B2B capital goods 

market to transition from deployment to adoption stage in the process of technological 

innovation?  

2. Are B2B users with the capability of Instrumentation, Controls, and Automation (ICA) 

find value from analytic intelligence provided by IoT Solutions a reason for its 

adoption? 

3. Are any causal links affecting the relationship between the drivers for adopting IoT 

Solutions? 
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3. Research model and Hypotheses 

3.1 Proposition I  

IoT platform is a foundational infrastructure that securely connects things(devices) and stores 

data to be used intelligently (Moura et al., 2018). Many IoT platforms available in the market 

are seldom interconnected (Schneider, Jacoby, et al., 2018). IoT platforms offer proprietary 

interfaces and protocols (Bröring et al., 2018). The European project Unify-IoT found more 

than three hundred IoT platforms, and each of these platforms promotes its own IoT 

infrastructure, proprietary protocols, API (application programming interfaces), and formats. 

Incompatibility between different IoT platforms arises due to diverse operating systems (OS), 

programming languages, data structure, and application development. Analysts such as Gartner 

and AMR estimate that companies use 30% ~ 40% of their IT budget on custom application 

integration projects due to a lack of Interoperability. It is costly for companies to manage 

heterogeneous interfaces on distinct platforms and more so for small companies. Application 

developers get constrained due to the limitation of cross-platform implementation (Noura et 

al., 2019). Additionally, it will require people to be trained and skilled on multiple platforms. 

Hence the need for the Interoperability of platforms to work together to reduce the cost of 

integration, development, and management costs for implementing IoT Solutions. 

- Companies (OEMs - Original Equipment suppliers) have domain knowledge and 

expertise on the products or equipment they supply. However, these pieces of 

equipment, also called capital goods, are just a small part of many types of assets that 

the customer needs to operate and maintain their operations. Traditionally the 

customers will deploy IACS (Industrial automation and control systems) to collect and 

monitor the data on operating parameters of the capital goods installed for safe, secure, 

and reliable operation of an Industrial process (IEC 62443 –– International 
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Electrotechnical Commission - International Standards on an industrial communication 

network, IT security for networks and systems). The IACS were mainly separated from 

the ICT (information and communications technology) environment, connecting the 

data into a wider network. Firewalls and zoned architecture are used where the 

connectivity of IACS is required to protect the core control system. IoTS adoption in 

the IACS environment requires architectural changes and better connectivity (Boyes et 

al., 2018).  

- Physical assets, also called objects, become things of IoT when they have a unique 

identifier, an embedded system, and the ability to transfer data over a network 

(Wigmore Ivy, IoT Agenda, 2014). Objects become Smart when they can understand 

and react to their environment. Smart objects thus have the attribute of being digitally 

augmented with sensing, processing, being connected, and being autonomous (Kortuem 

et al., 2009). The Smart objects of the physical world are interconnected through the 

Internet to create a global network. Hyper-innovation in IoT has seen the development 

of many platforms, devices, and solutions in the recent past. Each solution has its own 

IoT infrastructure, API's and data formats making it difficult, if not impossible, for 

cross-platform access, application development, and plugging in devices into 

heterogeneous IoT platforms (Noura et al., 2019). Besides, there is no reference 

standard for IoT platform technology available, and efforts from various communities 

are underway, eg. European community under ICT-30, IEEE P2413 working group on 

the standard for an architectural framework for the IoT (Aloi et al., 2017). 

Users need an interoperable platform that can exchange data across platforms of individual 

equipment and understand it; IoT devices can be plugged in irrespective of the platform, 

integrating different communication standards and radio interfaces (Aloi et al., 2017). The 

ability for multiple platforms from different vendors to work together seamlessly will enable 
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data exchange across the platform, improving overall intelligence for the customer at a plant 

level. It will enable the customer to accurately identify the root cause of abnormal conditions 

and take corrective actions as required. The equipment's abnormal condition may be due to the 

process/environment in which it works rather than the equipment's operation itself. Accurate 

identification of root cause due to interoperability of the platform help user directly address the 

problem area leading to lesser downtimes, higher productivity, and safer working of its staff. 

It will also help reduce the overall cost of adopting IoT solutions. 

Objects become Smart when they can understand and react to their environment. Physical 

assets, also called objects, become things of IoT when they have a unique identifier, an 

embedded system, and the ability to transfer data over a network (Wigmore Ivy, IoT Agenda, 

2014). Smart objects thus have the attribute of being digitally augmented with sensing, 

processing, being connected, and being autonomous (Kortuem et al., 2009). An organization 

has multiple assets from different OEMs with sensors and actuators installed to make the 

equipment smart. Each device type may be different in processing capability functionality and 

based on different technology, causing problems with understandability during data processing 

and transmission. For reliable and smooth operations, semantic Interoperability for extreme 

heterogeneity of devices, networks, and platforms will provide unambiguous data transfer, 

which is not open to more than one interpretation. 

The Smart objects of the physical world are interconnected through the Internet to create a 

global network. Hyper-innovation in IoT has seen the development of many platforms, devices, 

and solutions in the recent past. Each solution has its own IoT infrastructure, API's and data 

formats making it difficult, if not impossible, for cross-platform access, application 

development, and plugging in devices into heterogeneous IoT platforms (Noura et al., 2019). 

Besides, there is no reference standard for IoT platform technology available, and efforts from 

various communities are underway, e.g. European community under ICT-30, IEEE P2413 
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working group on the standard for an architectural framework for the IoT (Aloi et al., 2017). 

Due to Interoperability and fragmented platform solutions, entry barriers prevent the 

emergence of IoT ecosystems (Bröring et al., 2017). Proprietary solutions by the vendors on 

its applications and difficulty in plugging non-interoperable IoT devise into different IoT 

platforms are barriers of entry for other vendors and risks for the customer. Un-interoperable 

communication between vendors and non-standardized platform architecture pushes end-users 

to rely on the specific vendor for their plant operations, creating a barrier for other vendors 

(Hazra et al., 2021). Platform Interoperability will reduce the risk of vendor lock-in due to such 

proprietary solutions by allowing open-source solutions and fair competition. 

Hence, the hypothesis:  

Figure 7 

Interoperability Framework 

 

 

H1 –Interoperability positively and directly impacts the adoption of IoT Solutions. 

H2 – Implementation cost of IoT Solutions mediates the relationship between interoperability 

and adoption of IoT Solutions. 

H2a – Interoperability has a negative impact on the implementation costs of IoT Solutions. 

H2b –– Lower the cost of implementing IoT Solutions, the adoption of IoT solutions will be 

higher. 

H2a    (-)
    (-)     H2b

 Interoperability (+) H1

(-)       H3a     H3b

Vendor Lock In       (-)

Implementation 
Cost

IOT Solutions 
Adoption for 
Capital goods
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H3 – Vendor Lock-in effect from proprietary IoT Solutions mediates the relationship between 

interoperability and adoption of IoT Solutions 

H3a - Interoperability has a negative effect on the vendor lock-in from proprietary IoT 

Solutions 

H3b – Lower the vendor lock-in effect of proprietary solutions, the higher will be the 

adoption of IoT solutions 

3.2 Proposition II  

ISO 55000 (International Organization for Standardization) defines assets as an item, a thing, 

or an entity that has potential or actual value to an organization. These include physical assets 

(equipment, inventory, and properties) and non-physical assets (financial assets, IP, licenses, 

brands, reputation, or agreements). For the topic of study, I will refer to physical assets as 

assets. Assets, by definition, are of value to an organization and are needed to meet customers' 

demands. Assets have a life cycle – from idea development to replacement or destruction. It 

becomes imperative to manage and optimize the cost of assets over their lifecycle and reduce 

business risk as they are essential to the organization's profitability (Bandur, K. M., Katicic, 

L., & Dulcic, Z., 2015). However, not all assets are equally important in the process or 

operation. Some are more critical depending on their role in achieving the organization's goals, 

and others are less in relation to other assets. Certain assets may be critical in one location or 

part of the process but less critical in another.  

Criticality is the measure of risk associated with an asset (SWEFC). It helps to identify which 

asset needs a priority in terms of attention and money to prevent failure, as criticality controls 

the cost side of asset management. There are two main attributes in the analysis of criticality: 

Frequency of failure of the asset and severity of the consequence of a hypothetical failure 

(Javier, S. P., Márquez, A. C., & Rosique, A. S., 2016). 
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Criticality = Frequency of Failure * Consequence of Failure  

Companies intend to operate the plant to its full design capacity or even more to maximize the 

profits or sometimes survive against competition. For the plants to operate at peak load 

conditions for an extended period requires high reliability from all critical assets (Muganyi, P., 

Mbohwa, C., & Madanhire, I., 2018). Companies aim to decrease the operating costs, which 

from an asset’s perspective means low life cycle cost, higher overall equipment effectiveness, 

high reliability, and lower maintenance costs. Besides the loss of production, the non-optimal 

performance of critical assets can result in quality defects, financial losses due to delays, 

customer complaints, and unplanned expenses on spare parts (Bousdekis et al., 2018). 

Approximately 60% of all manufacturing equipment fails prematurely after implementing 

corrective maintenance actions (Karim, Candell & Soderholm, 2009). 

As part of O&M strategies (Operation and maintenance), maintenance and reliability strategies 

have evolved and are shifting towards using new technologies. From reactive (run to failure) 

to static time-based maintenance, companies are looking at predictive maintenance capabilities 

through advanced information on the health of the assets based on the operating parameters 

collected and processed on a real-time or exception basis. Predictive analysis enables 

companies to reduce risks, make intelligent decisions and create a differentiated customer 

experience. IoT technologies such as sensors and wireless connectivity have enabled real-time 

predictive analytics and the offering of IoT solutions (IoTS) to meet specific customer 

requirements, such as enabling proactive decision-making based on the predictive analytics 

recommendation for a specific critical asset in a particular working environment. The optimal 

performance of critical assets could thus be met, reducing the risks of financial losses, product 

quality, and people safety. Hence, the hypothesis: 
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Figure 8 

Asset Criticality Framework 

 

H4: The criticality of an asset in an organization's operations positively influences the 

adoption of IoT Solutions. 

H4a: Responsiveness of IoT Solution provider strengthen the relationship between asset 

criticality and adoption of IoT Solution  

3.3 Proposition III  

The activity of asset maintenance is an important but non-core/non-productive activity for the 

customer. It has direct costs associated with hiring and training the maintenance staff, indirect 

costs due to unplanned maintenance and failures leading to reduced or stopped production, and 

non-optimal spare parts inventory. The diagnostic analysis will help reduce failure or 

unscheduled maintenance needs, which are more expensive than predictive or preventive 

maintenance (Wu et al., 2017; Lee et al., 2014, Zhang et al., 2013). Some of the equipment in 

the manufacturing plant can be specialized, where in-house skills are not available, requiring 

external expertise. Customers need solutions providers or manufacturers who can take on such 

responsibility and provide diagnostic and prognostic feedback for optimizing the equipment's 

health.  

Diagnostic analytics helps detect imminent failures, whereas prognostic analysis predicts the 

component's RUL (remaining useful life) (Daniyan, Mpofu, Adeodu, 2020). MTBR (Mean 

time between repair) and MTTF (mean time between failure) can be predicted using 
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mathematical or stochastic models based on the data collected in real-time and available 

historical data (Jian et al., 2017, Bui, 2015).  

Prognostic Analytics uses the acquired data to train for fault detection, prediction, and decision-

making (Maio and Zio, 2013, Liu et al., 2018, Frosini et al., 2014, Islam et al., 2017, Daniyan 

et al., 2020). IoT-enabled data acquired from sensors on the asset is diagnosed, assessed, and 

used to predict the health of the asset components, thereby enabling rectification work prior to 

failure or degradation of its performance. PHM (prognostic and health management) system 

uses real-time and historical data to provide actionable information to the customer, enabling 

them to make intelligent decisions for improved performance, safety, reliability, and 

maintainability (Vogl, Weiss, Helu, 2019). Customers can focus on their core production-

related work by adopting IoT solutions that provide diagnostic and prognostic intelligence to 

act upon so that their operational needs are not sacrificed.  

IoTS technologies enable data and information interaction remotely. Traditional laborious 

processes can be optimized through remote access to data, thereby improving productivity and 

reducing production time. Virtualization can simulate an act before it occurs in reality (Hurst, 

Shone, and Tully, 2019). Other indirect improvements that improve the customer's productivity 

are reducing the downtime of assets, improving the quality of the product manufactured, the 

safety of the people, and the operations, reducing wastage, and improving efficiency.  

IoTS technologies are evolving, including CPS (cyber-physical systems) and DT (Digital 

Twin). A CPS system integrates the physical assets using the data from sensors mounted or 

embedded in cyberspace to process data and feed results back to solve real-world problems. 

The information exchange is autonomous, intelligent, and can make decisions and take action 

(Tan et al., 2019). 
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Industrial companies are under intense competitive pressure and shorter innovation cycles 

(Schuh et al., 2017). IoTS enables companies to focus on customers' desired outcomes, built to 

meet specific needs with a value proposition to improve performance continuously using 

insights collected (Schuh et al., 2020). Hence, the hypothesis: 

Figure 9 

Analytics Framework 

 

 

H5: Analytic Intelligence positively impacts the adoption of IoTS solutions.  

(+) H5
Analytics  Intelligence

IOT Solutions 
Adoption for 
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4. Research Method & Data Collection 

4.1 Introduction 

The following section presents the exploratory sequential design mixed-method research as the 

research methodology. The approach aligns with the definition of mixed-method research, 

involving collecting and analyzing data, integrating the findings, and drawing reasoning from 

qualitative and quantitative methods in a single study (Tashakkori & Creswell, 2007). The 

qualitative method will provide insights for proposing/building the hypotheses. Integrating it 

with the quantitative method will test the hypotheses for their acceptance or rejection (Caruth, 

2013, Cronholm & Hjalmarsson, 2011). 

The author observed the reluctance of users to shift from IACS (Industrial automation and 

control systems), which has been used industry-wide for a few decades and take the leap of 

faith to adopt IoTS when working in the field. During his professional work, the author made 

these observations involving capital goods business in the B2B market, primarily in the process 

plants like midstream O&G, downstream petrochemical, and fertilizers plants. 

4.1a Qualitative Method 

Extant literature on this subject is reviewed from various perspectives, including the topics of 

adoption of innovation, subscription and lease, service-dominant logic, servitization, value, 

risk and security, ecosystem, customer experience, competitive advantage, life cycle costs, 

Industry 4.0, IoT, IIoT, asset criticality, Organization culture, behavior, platform 

interoperability, diagnostic and prognostic intelligence, responsiveness, vendor lock-in, and 

trust. Multiple literature sources, including peer-reviewed articles from journals, practitioner-

oriented articles in the business press, handbooks, reports by consultants, and market research 

firms, are used for the review. Based on the observations and literature review, variables 
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affecting the adoption of IoTS subscriptions are identified, and a conceptual framework is 

created.  

Interviews with subject matter experts (SME’s) are conducted to exclude erroneous personal 

biases and beliefs and gain insights into the research topic. A semi-structured interview 

approach is taken to keep the interviewees focused on the key issues and, at the same time, 

open-ended enough to get additional insights consistent with the nature of the study and 

prioritize the most impactful ones based on their experiences. To get diverse and holistic views, 

eighteen senior industry leaders, decision-makers, influencers, or subject matter experts 

(SMEs) were contacted to participate in the interviews. The qualification criteria for identifying 

the target interviewees are business leaders with relevant experience in the B2B business of 

capital goods as a user or provider/supplier and familiar with IoT technologies and solutions 

offerings. This specific research focuses on IoT Solutions in the B2B capital goods market; the 

interviewees should have experience and insights into the capital goods business and IoTS. The 

interviews are designed to collect perspectives from the three distinct entities engaged in such 

business transactions – the OEMs, the solution providers, and the users. Ten interviews have 

been conducted based on the interviewees' availability and interest in participating from May 

2021 to July 2021. The profile of the interviewees is provided in Table 2.  

The interviews were conducted virtually using Zoom due to restrictions imposed by the Covid 

pandemic. Each interview is about one to one & a half hours long and is recorded and 

transcribed. Each interviewee was provided with a set of questions prior to the interview. It 

was to make them aware of the topic of discussion and have their thoughts together. Open-

ended questions were used during the interview to get additional insights. Appendix A has a 

repository of questions used during the interviews. Analysis of the findings from the interviews 

as the primary data source helped in triangulation with researchers' observations, literature 
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review, and other documents. Based on the findings from the interviews, the framework is 

refined and presented in figure 1. 

4.1b Qualitative Data Collection:  

The research method involved human participants (SMU 2020). As part of qualitative research, 

interviews with subject matter experts were conducted. The CITI program (Collaborative 

Institutional Training Initiative) encompassing conflicts of interests and Institutional 

responsibilities affecting investigators was completed, and the IRB application, including the 

questionnaire to be used for the semi-structured interviews, was approved by Institutional 

Review Board (IRB) prior to collection of data from interviews as it involved human 

interactions. The list of questions approved by IRB is enclosed in Appendix A. 

Interviews with subject matter experts (SMEs) were conducted. To get diverse and holistic 

views, SMEs were selected based on their experience in the B2B capital goods market with an 

orientation towards IoT or implementation of innovation in B2B organizations. They were 

suppliers, service providers, or users to get the views from all segments involved in B2B 

transactions of capital goods and IoT solutions implementation. Eighteen senior industry 

leaders, decision-makers, influencers, or subject matter experts (SMEs) were contacted to 

participate in the interviews, of which ten consented. Table 2 provides the list of interviewees' 

profiles, industry segments, and the geographical location where they were based.  

No sensitive information about the firms and survey respondents was captured or disclose in 

any form. 
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Table 2 

Interviewee’s profile – Qualitative Data collection 

No Industry Type Designation Country Type 

1 Material Handling Sr. Vice President, APAC 
(Sales & Service) 

Singapore OEM 

2 Heavy Eqpt Mfg - 
Engines 

Managing Director USA OEM 

3 Heavy Eqpt Mfg -
Construction 

Managing Director (South Asia 
& India) 

India OEM 

4 O&G Chief of Engineering, MNC 
Conglomerate including O&G, 
Petrochemical, Telecom 

India User 

5 Ammonia / Fertilizer Vice President, Projects Indonesia User 

6 O&G Sr Lead Engineering, 
Instrumentation 

Canada User 

7 Information & Tech CTO - Strategic Solutions, IOT 
& Embedded Systems Practice 

India Service 
Provider 

8 Information & Tech Digital Officer & Global Head - 
Mfg Industry Vertical 

India Service 
Provider 

9 Aerospace, Defense, 
Security, 
Transportation 

CVO (Chief Value Officer) - 
Digital - Monetization - Value - 
Pricing - Subscription - Agent 
of Disruption - Author - 
Speaker 

USA Service 
Provider 

10 Aviation Services 
(MRO Business) 

Dy CEO / COO  Singapore Service 
Provider 

 

4.1c Qualitative Data Analyses- 

Interviews from the SMEs (subject matter experts) were conducted remotely using Zoom and 

recorded. These interviews were then transcripts, and highlights from the interviews were 

reviewed. NVivo version 12 software was used to code the interviews to identify the first-order 

concepts. From these first-order concepts, second-order themes were developed to validate the 

independent variables having a relationship and an impact on the dependent variable of IoT 

Solution subscription of the capital goods in the B2B market. Prelim data from interviews 
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showed ninety-seven constructs that the interviewees mentioned during the discussion. Word 

frequency was mapped on the transcripts from interviews.  

Figure 10 

Word Cloud Map 

 
 
Based on word frequency, ninety-seven constructs were mapped using NVivo 12 software per 

the below concept map.  
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Figure 11 

IoT Solution adoption concept map 

 
 
A concept map was used to drill down to more fundamental constructs for creating the first-

order concepts and developing second-order themes. 
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Figure 12 

Interview based Second Order theme 

 

4.2 Quantitative Method 

Based on the conceptual framework and qualitative data analyses a survey instrument is 

developed to test the hypotheses quantitatively. Scale for the measure of responsiveness and 

adoption of innovative solutions, i.e., IoT Solutions, is adopted from prior research. New 

Standards, Professional Code of 
Conduct, 3rd Party Guarantee, 

Technology Competence (lack of)
Institutional Trust

Human Competence (inhouse), Change 
Management (new capabilities), 
Organization Structure, Resource 

allocation for Innovation

Innovative Organization 
Culture 

Leadership vision, commitment, 
cognitive skills, Knowledge of new 

technologies, Communication clarity
IT Expert on Board

Analytics - monitoring, preventive, 
predictive, prescriptive, Enhance 
Product Design, Inform Operator 

Behviour

Diagnostic & Prognostic 
Intelligence

Seamless Information Exchange & 
Usage, Cost of Solution, Monitor all 

assets(entire chain), Compatible 
Hardware & Software

Platform Interoperability

Transparency, Fair & Equitable Contract, 
Reliability, Supplier Confidence, 
Competence, interdependence, 

Customer Experience (PTR), 
Relationship, knowldege sharing,

Interorganizational Trust

First Order Concepts Second Order Themes

Critical for Operations Goal,  
Consequence of Failure, Frequency of 

failure, Product Characteristics -  
Flexibility,monopolistic, bad actor, 

rotating/static

Asset Critcality

Asset Availability/Reliability, Quality, 
Efficiency, Safety of Operator, Reduced 

Unplanned Failures/better warranty, 
Optimised manpower

Productivity Improvement
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measures for interoperability, asset criticality, analytics intelligence, implementation cost, and 

vendor lock-in are developed systematically by defining the construct, pretesting the questions, 

administering the survey, testing reliability, and assessing the validity. The survey 

questionnaire is pretested. Responses from sixteen respondents were checked for the 

correctness of the instructions, readability and effectiveness of capturing the research intent. 

The questionnaire was then administered to a larger audience using Qualtrics online survey 

platform. Two screening questions were used to eliminate respondents who did not consent to 

the survey and those without experience with IoT. 

Additionally, for the accuracy of responses, the online Qualtrics platform had filters to remove 

responses from speeders, bots and duplicate submissions. For speeders, a time limit of three 

mins as a minimum was set for completing the responses. Any response completed in less than 

3 mins was removed from the survey. The time limit was kept at more than 1/3rd of the median 

time required by sixteen respondents during the pretest survey. Accordingly, 89 responses were 

removed from the data points to be taken for analysis.  

Bot detection using ReCaptchascore filters responses that would likely be bots. It uses Google's 

invisible ReCaptcha technology requiring no interaction with the respondent or blocking them; 

however, it is flagged, and if the captcha score is less than 0.7, the response is removed from 

the data for analysis. 11 such responses that were flagged, are removed. Finally, duplicate 

responses are removed from the survey. Multiple submissions are flagged if the respondent 

uses the same browser to attempt the survey multiple times. Six such submissions are removed 

from the data points to be taken for analysis.  

The target respondents are people working in B2B Industrial companies and service providers 

from technology companies. The respondents are C-Suite, managers and senior engineers from 
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operations/maintenance/ reliability/procurement/projects/supply chain / Information and 

operation technology functions who know IoT Solutions in an Industrial context.  

The survey was administered to get responses from major industrial Asian countries, China, 

India, Japan, and ASEAN (Singapore, Indonesia, Malaysia, Philippines, Brunei), besides the 

USA, which is a global leader in investments in the field of IoT. For a better response rate and 

accuracy of the responses, the survey was translated into Japanese and Chinese and 

administered in the native language to respondents from their respective countries. The 

accuracy of the translation into Japanese and Chinese language was validated through a review 

from natives of China and Japan. For the respondents from the rest of the countries, the survey 

was administered in the English language. 

Table 3 Geographical Response Frequency 

  Freq % 

USA 23 12% 

China 40 21% 

Japan 62 32% 

India 38 20% 

ASEAN 31 16% 

Total 194 100% 

   
Malaysia 2 6% 

Indonesia 2 6% 

Singapore 23 74% 

Brunei 2 6% 

Philippines 2 6% 

ASEAN Total 31 100% 
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A total of 697 surveys were sent out, from which 194 complete and clean responses were 

collected for further analysis at a response rate of 27.8%. The surveys were sent out in mid July 

2022 and the responses were collected and survey closed in mid Aug, 2022. 

Table 4 Survey Response Rate 

Survey Response Rate Qualtrics Direct Total 

Total Respondents 646 51 697 

Good Responses 161 33 194 

% good responses 24.92% 64.71% 27.83% 

4.2a Instrument 

A seven-point Likert scale survey questionnaire is used to collect the data to test the hypotheses 

quantitatively basis the framework. A seven-point Likert scale best captures the sentiments of 

the respondent and provides better accuracy. Miller (1956) argued that the human mind has a 

span of absolute judgment that can distinguish about seven distinct categories, implying that 

the ability to make judgments distinguishing categories is limited to seven. It suggests that any 

increase in the number of response categories beyond six or seven might be futile. Indices of 

reliability, validity, and discriminating power had poor ratings on two-point, three-point, and 

four-point scales and significantly better for scales with response categories up to seven-scale 

(Preston, C. C., & Colman, A. M., 2000).  

The questionnaire was developed and refined basis (a) the framework created after the subject 

matter experts' semi-structured interview and (b) original instruments used in other studies. 

Further, the survey form was pretested with a sample of 10% of the targeted responses. 

Validity and reliability tests on the constructs are conducted basis of the responses from the 

sample survey. The questionnaire did not need any change as the new constructs of 

interoperability, asset criticality, analytics intelligence, implementation costs, and vendor lock-

in indicated adequate internal consistency. 
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4.2b Model Building and Estimation  

The Structural Equation Model (SEM) is used to build and estimate the model. In SEM, the 

relationship between the independent variables of Interoperability, Asset criticality and 

Analytic intelligence, the mediating variables of Implementation cost and vendor lock-in and 

the moderating variable of responsiveness are assessed by estimating regression coefficients of 

latent variables regressing on the dependent variable – IoT Solutions Adoption. SEM is used 

to effectively measure the latent variables that cannot be measured directly. The factors used 

for measurement of the latent variable are tested for their reliability and validity using 

Confirmatory Factor Analysis (CFA). Each Independent variable relationship with the 

dependent variable is assessed as a separate model. I have used the Stata/BE17 (release 17) 

statistical software package to run the CFA and SEM analysis. 

4.2c Measures 

Following previous research methods, I follow a two-stage analytical procedure, wherein the 

first stage includes a confirmatory factor analysis to examine the measurement model and its 

robustness. In the second stage, relationship analysis between the dependent, independent, 

mediating, and moderating variables is done to establish the relationship (Anderson & Gerbing 

1988). The reliability and validity of the items measuring the construct are tested to assess the 

robustness of the measurement model. 

4.2c.1 Construct Robustness -  

- Reliability is the consistency of the measure and checking whether the results from the 

tests are reproducible under consistent conditions (Carlson Neil et al., 2009). Internal 

consistency indicates the degree to which items within a construct measure different 

feature of the same concept, i.e., factors on the test are related to all the other factors 

and measure the same entity (Hajjar, 2018). 
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Further uni-dimensionality check is done by examining average inter-item correlations 

to test that all items are interrelated. As per the guideline, the average inter-item 

correlation should be in the range of 0.15 to 0.5. However, the average inter-item 

correlation can average within the guideline range by averaging many low coefficients 

with high ones. Hence the range and distribution of the correlations are examined. The 

average inter-item correlations should be moderate in magnitude and should cluster 

narrowly around the mean value. (Clark & Watson, 1995). 

- Validity originates from the Latin word 'Validus,' meaning strong. The instrument's 

validity is the degree to which it measures what it intends to measure. Two types of 

validity tests are conducted to check the robustness of the measurement model - 

Convergent and Discriminant (divergent) validity.  

- Convergent validity is the extent to which different items used to measure the 

hypothesized construct measure the same concept. AVE and CR are used to test the 

convergent validity. 

- The - average variance extracted (AVE) is the ratio of construct variance to the total 

variance. It evaluates the amount of variance captured by a set of items on a scale 

relative to measurement error (Netemeyer R. et al., 2003).  

- Composite reliability is a measure of internal consistency in scale items similar to 

Cronbach's alpha. It is the total amount of true score variance to the total scale score 

variance (Fornell & Lacker, 1981, Netemeyer R. et al., 2003).  

𝐶𝑅 =  
(∑ 𝜆௜)

ଶ
 

(∑ 𝜆௜)
ଶ + ∑ 𝑉𝑎𝑟 (𝜀௜)

 

Where  

i. λi= completely standardized loading for the ith indicator, 
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ii. Var (εi) = variance of the error term for the ith indicator, estimated based on the 

value of standardized loading => 𝜀௜ = 1 − 𝜆𝑖ଶ  

- Discriminant validity is the test to examine the measure of constructs that are not 

supposed to be related are unrelated (not correlated) (Hajjar, 2018).  

In order to establish the reliability and validity of the items used to measure the constructs, the 

following measures are used – 

- Cronbach's alpha: an acceptable value > 0.7 (Nunnally, 1978) 

- Average inter-item correlation: cluster narrowly around the mean, an acceptable value 

> 0.30 

- Convergent Validity –Average variance extracted (AVE): an acceptable value > 0.5 

indicate convergent validity. (Fornell & Larcker, 1981) 

- Composite Reliability (CR): an acceptable value > 0.7 (Hair et al, 1998) 

- Discriminant Validity: an acceptable value> √AVE > interitem correlation (Fornell & 

Larcker, 1981) 

4.2c.2 Model Testing 

The model is tested according to the instrument's reliability and validity tests. SEM (structural 

equation modelling is used to test and evaluate multivariate causal relationships between the 

variables. Goodness of Fit and statistical significance testing is done for the model. 

- Goodness of Fit- 

A Goodness of fit is used to assess whether the specified model fits the data. Over the years, 

statisticians have developed and suggested many indices to test various aspects of the model. 

However, I will only use it to guide and examine the model with significance tests. I will assess 

my model on the following- 
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- Absolute fit indices measure how well the model fits the sample data.  

- Chi-square (χ2) assesses the magnitude of discrepancy between the sample and 

fitted covariance matrices (Hu and Bentler, 1992). However, where the sample size 

is small, a Chi-square (χ2) statistic lacks power, due to which it may not be able to 

discriminate between a good or poor-fitting model (Kenny & McCoach, 2003). In 

my case, the sample size of less than 200 is considered small; accordingly, I shall 

only report the chi-square value in my findings and not use it for accepting or 

rejecting the model. 

- Relative/normed Chi-square (χ2/df) proposed by Wheaton et al., 1977 for 

minimizing the impact of sample size. There are multiple recommendations on the 

acceptable ratio for the relative Chi-square ranging from a ratio of 2.0 (Ullman, 

2001, Tabachnick & Fidell, 2007), 3.0 (Kline, 1998) to 5 (Wheaton et al., 1977, 

Schumacker & Lomax, 2004). I shall only report the relative chi-square value in my 

findings and not use it for accepting or rejecting the model. 

- Standardized root mean square residual (SRMR) is the square root of the difference 

between the standardized residuals of the sample and hypothesized covariance 

matrix. Well-fitted models have an SRMR value less than 0.05 (Byrne, 1998), and 

values less than 0.08 are considered acceptable (Hu & Bentler, 1999). A large 

sample size and a high number of parameters will have a low SRMR value. (Hooper 

et al., 2008). 

- Incremental fit indices – are comparative indices comparing the Chi-square (χ2) value 

to a baseline model where the null hypothesis is that all variables are uncorrelated 

(McDonald and Ho, 2002). 
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- Non-Normed-fit index (NNFI), also called the Tucker-Lewis Index (TLI), evaluates 

the model by comparing the Chi-square (χ2) value of the model to the Chi-square 

(χ2) value of the null model, which considers all variables are uncorrelated. A model 

is considered a good fit if the value ≥ 0.9 (Bentler & Bonner, 1980) that in recent 

publications have been made more stringent to a value ≥ 0.95 (Hu & Bentler, 1999). 

NNFI is susceptible to a small sample size, underestimating fit for samples less than 

200 (Mulaik et al., 1989; Bentler, 1990). The index can indicate a model as a poor 

fit despite other statistics pointing towards a good fit (Bentler, 1990; Kline, 2005; 

Tabachnick & Fidell, 2007). Since the sample size for my model is below 200, I 

shall only report the NNFI/TLI value in my findings and not use it for accepting or 

rejecting the model. 

- Bentler, 1990 develop the comparative fit index (CFI). It considers sample size and 

performs well even when the sample size is small (Tabachnick & Fidell, 2007). It 

assumes that the latent variables are uncorrelated and compares the model 

covariance matrix with its null model. A model is considered a good fit if the CFI 

value ≥ 0.9 (Bentler & Bonner, 1980) that, in a recent publication, have been made 

more stringent to a value ≥ 0.95 (Hu & Bentler, 1999) as indicative of a good fit. 

Since the sample size least affects this index, I shall use it to report my model's 

goodness of fit. 

Many fit indexes are available for assessing the model fit with the data. To avoid biased 

reporting and use only those indices that include the best fit, I will report all the above indices 

and use the Two-index (CFI and SRMR) presentation strategy (Hu & Bentler, 1999) to assess 

my model fit.  

Models with a huge degree of freedom (df) are always liable to be mis specified and hence 

rejected by any "exact" test. SEM involving factor analysis of latent constructs and items of 
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measure dimensions to evaluate models would never fit exactly, but it might fit approximately 

(Bentler, 2007). In a large multivariate model, there is no single truth to be discovered, and an 

approximate or "close" fit is right on target.  

A CFI value near 0.9 and an SRMR value of 0.08 or lower will be considered to assess the 

model as a good fit. 

4.2c.3 Hypothesis Testing  

The model is statistically tested, first at an individual level for each independent variable, then 

as a model with its interaction variables. Statistical tests are used to assess the credibility of the 

hypothesis basis the data from a random population sample using the survey instrument. 

Finally, the model is tested as a complete model to assess whether it still has a statistically 

significant relationship between the predictor and dependent variables. 
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5. Results 

5.1 Interoperability, Implementation costs, and Vendor lock-in:  

The interviews with the SMEs (subject matter experts) highlighted the need for not only 

interoperability at the device level or syntactic interoperability but a need for having 

interoperability at various other levels to reduce the cost of implementation for the user, enable 

integration of solutions and controls at a plant or a business unit level than just at individual 

equipment or component level. Interoperability requirement drives the industry to standardize 

to provide efficiency, minimize training needs, and flexibility in choosing the suppliers and 

reduce the risk of getting lock-in with a vendor over the life cycle. Accordingly, the measure 

is developed basis the first-order concepts derived from such insights on interoperability, 

implementation cost for IoT Solutions, and vendor lock-in. The measures are tested for 

reliability and construct validity of the scale.  

a) Construct Robustness 

- A reliability test on the measures for these constructs showed the Cronbach's alpha 

coefficients of the three components – Interoperability (0.875), Implementation costs 

(0.885), and Vendor lock-in (0.809) to be higher than the threshold of α > 0.7 

recommended by Nunnally (1978) for the test of scale reliability. As a measure of 

internal consistency, Cronbach's alpha α of the variables shows that the items forming 

the variables are closely related.  

- Average interitem correlations of the items should be roughly the same and cluster 

narrowly. The average inter-item correlation of the items measuring interoperability 

ranges from 0.51 to 0.56 (the average inter-item correlation of interoperability is 0.54). 

It ranges between 0.58 and 0.62 for implementation costs (the average inter-item 

correlation of implementation cost is 0.61) and between 0.48 and 0.54 for vendor lock-
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in (the average inter-item correlation of vendor lock-in is 0.51), indicating that all the 

items are correlated and are well-fitted.  

- For convergent validity, the average variance extracted (AVE) and composite 

reliability (CR) is examined based on the criterion of Fornell-Larcker (1981). The AVE 

values for interoperability (0.54), implementation cost (0.608) and vendor lock-in 

(0.524) have an AVE value above 0.5 indicating adequate convergent validity.  

- The composite reliability (CR) values for interoperability (0.87), implementation cost 

(0.88) and vendor lock-in (0.81) have a CR value above 0.7, indicating adequate 

internal consistency or convergence. 

Table 5 

IO, IC & VLI – Construct robustness 

Interoperability 
Factor 
Loading 

AVE  CR 
Average 
interitem 
Correlation 

Cronbach's 
Alpha 

Device Level 0.6530 

0.5419 0.8762 

0.5668 

0.8752 

Network Level 0.7973 0.5163 

Syntactic 0.7333 0.5400 

Operating System Level 0.7402 0.5387 

Platform Level 0.7333 0.5392 

External Partner Level 0.7524 0.5321 

Implementation Cost      

Hardware Cost 0.7744 

0.6084 0.8858 

0.6133 

0.8853 

Software Cost 0.8039 0.5962 

Services Cost 0.8205 0.5880 

Data Integration Cost 0.7651 0.6106 

Operating Costs 
(Subscription/ Maintenance) 

0.7331 0.6265 

Vendor Lock-in      

Proprietary Solutions 0.7907 
0.5240 0.8137 

0.4872 
0.8091 

Lack of Industry Standards 0.7783 0.4944 
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OK for Critical Assets  0.6618 0.5302 

OK for Non-Critical Assets  0.6534 0.5460 

 

- The discriminant validity is examined by finding the square root of the AVE and testing 

its value to be greater than the inter-item correlation (Fornell & Larcker, 1981) 

Table 6 

IO, IC & VLI – Discriminant validity 

Interoperability  q6_1 q6_2 q6_3 q6_4 q6_5 q6_6 

Device Level q6_1 0.7361      

Network Level q6_2 0.6386 0.7361     

Syntactic q6_3 0.4492 0.5906 0.7361    

Operating System Level q6_4 0.3904 0.5599 0.5845 0.7361   

Platform Level q6_5 0.4794 0.5887 0.4942 0.5454 0.7361  

External Partner Level q6_6 0.457 0.5417 0.5642 0.6156 0.5834 0.7361 

(Square root of the AVE~0.5419=0.7361 is indicated in the cells highlighted in yellow) 
        

Implementation Cost  q7_1 q7_2 q7_3 q7_4 q7_5  

Hardware Cost q7_1 0.7800      

Software Cost q7_2 0.7015 0.7800     

Services Cost q7_3 0.6343 0.6224 0.7800    

Data Integration Cost q7_4 0.5644 0.6099 0.6266 0.7800   

Operating Costs (Subscription/ Maintenance) q7_5 0.4892 0.5585 0.658 0.6046 0.7800  

(Square root of the AVE~0.608=0.78 is indicated in the cells highlighted in yellow) 
        

Vendor Lock-in  q8_1 q8_2 q8_3 q8_4   

Proprietary Solutions q8_1 0.7238      

Lack of Industry Standards q8_2 0.6384 0.7238     

OK for Critical Assets  q8_3 0.4915 0.5082 0.7238    

OK for Non-Critical Assets  q8_4 0.4952 0.457 0.4965 0.7238   

(Square root of the AVE~0.524=0.7238 is indicated in the cells highlighted in yellow) 
 

The testing above demonstrates satisfactory convergent and discriminant (divergent) 

validity of the items for the Interoperability, Implementation costs, and Vendor lock-in 

constructs. 
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b) Model Testing  

The relationship between interoperability (IO) and IoT Solutions adoptions (ISA) mediated 

through implementation costs (IC) and vendor lock-in (VLI) was assessed by evaluating 

three models– 

 Model 1 - Interoperability mediated through Implementation costs 

 Model 2 – Interoperability mediated through Vendor Lock-in 

 Model 3 – Multi mediation of Interoperability through Implementation costs & Vendor 

Lock-in  

Implementation costs (IC) and Vendor Lock-in (VLI) are hypothesized to have a 

mediational effect on the relationship between interoperability and ISA adoption. 

Mediating variables are the causal link in the relationship chain between the IV and DV. In 

the relationship model between IO and ISA, the two mediating variables of IC and VLI are 

analyzed separately to test each effect as a causal link and then as a combined model to test 

the effect of both IC and VLI together as a consolidated model. The direct, indirect, and 

total effects are analyzed to investigate the mediational role. Using Stata "medsem" macro, 

a significance test is conducted. Medsem macro allows for post-estimation testing pursuant 

to estimating the mediational model with the built-in structural equation model (sem) in 

Stata. It uses Baron & Kenny's (1986) approach modified by Iacobucci et al. (2007) and an 

alternate approach by Zhao et al., 2010 (Mehmetoglu, 2018). The significance test is 

conducted to - 

i. Test mediation using Baron & Kenny's (1986) approach and Sobel's test (1982) to 

test whether the effect is significant and whether mediation is partial or complete. 

The mediation effect is considered significant if the coefficient of IV (IO) on DV 

(DSA) is reduced by the inclusion of the mediator variable (IC/VLI). Full mediation 
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is when by introducing the mediator variable (IC/VLI), the relationship between the 

IV (IO) and DV (ISA) is dropped and becomes zero. Partial mediation implies that 

both the IV (IO) and mediator variables (IC/VLI) have a significant relationship 

with the DV (ISA). 

ii. Test complementary mediation using Zhao, Lynch & Chen's approach and the 

Monte Carlo test to test the coefficient's significance and direction and whether 

mediation is partial or complete.  

iii. Test the effect size of the indirect effect on the total effect using the ratio of indirect 

effect to total effect (RIT). The indirect effect measures the extent by which the DV 

(ISA) changes when the mediating variable (IC/VLI) increases by an extent had the 

IV(IO) changed by a unit keeping IV(IO) constant (Robins and Greenland, 1992, 

Pearl J, 2001). It is the product of the coefficients of the direct effect of the IV on 

the mediator and the mediator on the DV. The total effect in linear regression is the 

sum of the direct and indirect effects. 

iv. Test the effect size of mediation (indirect effect) versus the direct effect of the IV 

over the DV using a ratio of the indirect effect to the direct effect (RID). The direct 

effect determines the degree to which the DV (ISA) changes when the IV (IO) 

increases by a unit, keeping mediator variables intact.  

Model 1 - Interoperability mediated through Implementation costs  

i. The goodness of fit -  

For the model mediated by Implementation costs (IC), the likelihood ratio for the model vs the 

saturated model, the chi2 ϰ2 (116) = 265.7, prob>Chi2 = 0.000. The relative chi-square or the 

normed chi-square (chi-square index divided by the degree of freedom) is 2.29. The 

comparative fit index (CFI) is 0.924, and Tucker-Lewis Index (TLI), also known as the non-
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normed fit index (NNFI), is 0.911. The two incremental fit indices should be near zero and 

preferably more than 0.9 to indicate that the model is acceptable (Byrne, 1994). The 

standardized root mean square residual (SRMR) for a perfect fit corresponds to 0. A good fit 

model corresponds to a small value, limited to 0.05 for a close-fitting model and up to 0.1 for 

an acceptable fit (Pituch & Stevens, 2016). SRMR for the model with IC as a mediator is 0.049. 

The coefficient of determination (CD) is like an R2 for the whole model, with a value close to 

1 indicating a good model fit. CD for the model is 0.912, indicating an acceptable fit.  

Figure 13 

IO mediated through IC - Goodness of Fit 

  

ii. Direct, Indirect, and Total Effect of Mediation  

The effect of IC on the relationship between IO and ISA was assessed after validating the 

model's goodness of fit. The coefficients for the effects are – 

Direct effect between IO and ISA = 0.572 

Direct effect between IO and IC = -0.635 and between IC and ISA = -0.219 

Indirect effect of the mediator IC = -0.635 * -0.219 = 0.139 

Total Effect = Direct Effect + Indirect Effect = 0.572+0.139 = 0.711  
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Figure 14 

IO mediated through IC - model with coefficients 

  

Figure 15 

IO mediated through IC - Direct, Indirect and Total Effect 

  

According to Kenny (2016), an indirect effect size of 0.01 would be considered a small effect, 

up to 0.09 as a medium effect, and a large effect at 0.25. These values are squared of the effect 

size recommended by Shrout & Bolger (2002) and Cohen (1988) standards of 0.1 for small, 
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0.3 for medium, and 0.5 for large effect as the coefficients are multiplied for the indirect effect 

of mediating variable. The indirect effect of IC on the relationship between IO and ISA is 

0.139, indicating a mediation effect.  

iii. Significance Test for Mediation 

Figure 16 

IO mediated through IC - Significance test of indirect effect 

  

The mediation is partial and significant in both Sobels and ZLC (Zhao, Lynch, and Chen's) 

test. Further, the indirect effect of IC accounts for 19.6% of the total effect of IO on ISA, and 

the direct effect is 4.11 times (1/0.243 –> RID) greater than the indirect effect. 



 

81 

iv. Model Specification  

Per Baron and Kenny's (1986) steps for mediation analysis,  

Step 1 – Regress the DV (ISA) on the IV (IO) to test that the IV (IO) is a significant predictor 

of the DV (ISA). 

ISA = (1.626) β10 + (0.7115) β11 (IO) (β11 is significant) 

Step 2 – Regress the mediator (IC) on the IV (IO) to test that the IV (IO) is a significant 

predictor of the mediator (IC). 

IC = (6.377) β20 + (-0.635) β21 (IO) (β21 is significant) 

Step 3 – Regress the DV (ISA) on both the IV (IO) and mediator (IC) to test that the mediator 

(IC) is a significant predictor of the DV (ISA) and that the strength of the coefficient for the 

IV(IO) is reduced. 

ISA = (3.023) β30 + (0.572) β31 (IO) + (-0.219) β32 (IC)  

(β32 is significant & β31(0.572) is smaller in absolute value than the original effect β11 (0.7115)).  

Figure 17 

IO mediated through IC – Regression coefficients 

  

The hypothesis test results show that – 
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- there is a significant total effect between interoperability and IoT Solution adoption (β 

=0.7115, p <.001) 

- path from Interoperability to Implementation costs (β = -0.635, p <.001) is significant 

- path from Implementation costs on IoT Solution adoption (β = -0.219, p <.001) is 

significant 

- Finally, when Implementation costs entered the relationship between interoperability 

and IoT Solution adoption, the direct effect (β =0.572, p <.001) was significant.  

- Sobel test for the indirect effect is z = 4.193, p <.001; therefore, it is concluded that a 

partial mediation occurred between interoperability on IoT Solution adoption via 

Implementation costs. 

Following the assessment and testing of the model for –  

- The goodness of fit 

- The direct, indirect, and total effect of the mediation of implementation cost on the 

relationship between interoperability and IoT Solution adoption, 

- Significance test for mediation  

I find support for the mediational hypothesis, i.e., interoperability reduces the implementation 

cost (negative relation), and reduction in implementation cost increases the adoption of IoT 

solutions (negative relation). 

Model 2 - Interoperability mediated through Vendor Lock-in  

i. Goodness of fit  

For the model mediated by Vendor Lock-in (VLI), the likelihood ratio for the model vs. the 

saturated model, the chi2 ϰ2 (101) = 247.9, prob>Chi2 = 0.000. The relative chi-square or the 

normed chi-square (chi-square index divided by the degree of freedom) is 2.45. The 
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comparative fit index (CFI) is 0.915, and Tucker-Lewis Index (TLI), also known as the non-

normed fit index (NNFI), is 0.899. The two incremental fit indices should be near zero and 

preferably more than 0.9 to indicate that the model is acceptable (Byrne, 1994). The 

standardized root mean square residual (SRMR) for a perfect fit corresponds to 0. A good fit 

model corresponds to a small value, limited to 0.05 for a close-fitting model and up to 0.1 for 

an acceptable fit (Pituch & Stevens, 2016). SRMR for the model with IC as a mediator is 0.055. 

The coefficient of determination (CD) is like an R2 for the whole model, with a value close to 

1 indicating a good model fit. CD for the model is 0.912, indicating an acceptable fit.  

Figure 18 

IO mediated through VLI - Goodness of Fit 

 

ii. Direct, Indirect, and Total Effect of Mediation  

The effect of VLI on the relationship between IO and ISA was assessed after validating the 

model's goodness of fit. The coefficients for the effects are – 

Direct effect between IO and ISA = 0.552 

Direct effect between IO and VLI = -0.612 and between VLI and ISA = -0.261 

Indirect effect of the mediator VLI = -0.612 * -0.261 = 0.1597 

Total Effect = Direct Effect + Indirect Effect = 0.552+0.1597 = 0.7117 
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Figure 19 

IO mediated through VLI – Model with coefficient 

 

 

Figure 20 

IO mediated through VLI – Direct, Indirect and Total Effect 

  

  

According to Kenny, 2016 an indirect effect size of 0.01 would be considered a small effect, 

up to 0.09 as a medium effect, and a large effect at 0.25. These values are squared of the effect 
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size recommended by Shrout & Bolger (2002) and Cohen (1988) standards of 0.1 for small, 

0.3 for medium, and 0.5 for large effect as the coefficients are multiplied for the indirect effect 

of mediating variable. The indirect effect of VLI on the relationship between IO and ISA is 

0.159, indicating a mediation effect. 

iii. Significance Test for Mediation 

Figure 21 

IO mediated through VLI – Significance test of indirect effect 
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The mediation is partial and significant in both Sobels and ZLC (Zhao, Lynch, and Chen's) 

test. It supports the mediational hypothesis, i.e., interoperability reduces the implementation 

cost (negative relation), and reduction in implementation cost increases the adoption of IoT 

solutions (negative relation). Further, 22.4% of the total effect of IO on ISA is accounted for 

by the indirect effect of VLI, and the direct effect is 3.33 times (1/0.3 –> RID) greater than the 

indirect effect. 

iv. Model Specification  

Per Baron and Kenny's (1986) steps for mediation analysis,  

Step 1 – Regress the DV (ISA) on the IV (IO) to test that the IV (IO) is a significant predictor 

of the DV (ISA). 

ISA = (1.626) β10 + (0.7115) β11 (IO) (β11 is significant) 

Step 2 – Regress the mediator (VLI) on the IV (IO) to test that the IV (IO) is a significant 

predictor of the mediator (VLI).  

VLI = (6.377) β20 + (-0.612) β21 (IO) (β21 is significant) 

Step 3 – Regress the DV (ISA) on both the IV (IO) and mediator (VLI) to test that the mediator 

(VLI) is a significant predictor of the DV (ISA) and that the strength of the coefficient for the 

IV(IO) is reduced. 

ISA = (3.287) β30 + (0.552) β31 (IO) + (-0.261) β32 (VLI)  

(β32 is significant & β31 is smaller in absolute value than the original effect β11) 
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Figure 22 

IO mediated through VLI – Regression Coefficients 

  

The hypothesis test results show that – 

- there is a significant total effect between interoperability and IoT Solution adoption (β 

=0.7115, p <.001) 

- path from Interoperability to Vendor lock-in (β = -0.612, p <.001) is significant 

- path from Vendor lock-in on IoT Solution adoption (β = -0.261, p <.001) is significant 

- Finally, when Vendor lock-in entered the relationship between interoperability and IoT 

Solution adoption, the direct effect (β =0.552, p <.001) was significant.  

- Sobel test for the indirect effect is z = 4.767, p <.001; therefore, it is concluded that a 

partial mediation occurred between interoperability on IoT Solution adoption via 

Vendor lock-in. 

Following the assessment and testing of the model for –  

- The goodness of fit 

- The direct, indirect, and total effect of the mediation of implementation cost on the 

relationship between interoperability and IoT Solution adoption, 

- Significance test for mediation  
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I find support for the mediational hypothesis, i.e., interoperability reduces the vendor lock-in 

(negative relation), and reduction in vendor lock-in increases the adoption of IoT solutions 

(negative relation). 

Model 3 - Multi mediation of Interoperability through Implementation costs 

& Vendor Lock-in  

i. The goodness of fit  

For the multi-mediated model, mediated by Implementation costs (IC) and Vendor Lock-in, 

the likelihood ratio for the model vs. the saturated model, the chi2 ϰ2 (184) = 431.92, 

prob>Chi2 = 0.000. The relative chi-square or the normed chi-square (chi-square index divided 

by the degree of freedom) is 2.34. The comparative fit index (CFI) is 0.897, and Tucker-Lewis 

Index (TLI), also known as the non-normed fit index (NNFI), is 0.883. The two incremental fit 

indices should be near zero and preferably more than 0.9 to indicate that the model is acceptable 

(Byrne, 1994). The standardized root mean square residual (SRMR) for a perfect fit 

corresponds to 0. A good fit model corresponds to a small value, limited to 0.05 for a close-

fitting model and up to 0.1 for an acceptable fit (Pituch & Stevens, 2016). SRMR for the model 

with IC and VLI as a mediator is 0.060. The coefficient of determination (CD) is like an R2 for 

the whole model, with a value close to 1 indicating a good model fit. CD for the model is 0.918, 

indicating an acceptable fit. 
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Figure 23 

Multi mediation of IO through IC & VLI - Goodness of Fit 

  

 

ii. Direct, Indirect, and Total Effect of Mediation  

The effect of IC on the relationship between IO and ISA was assessed after validating the 

model's goodness of fit. The coefficients for the effects are – 

Direct effect between IO and ISA = 0.476 

Direct effect between IO and IC = -0.635 and between IC and ISA = -0.162 

Direct effect between IO and VLI = -0.612 and between VLI and ISA = -0.215 

Total Effect = 0.712 

Figure 24 

Multi mediation of IO through IC & VLI - model with coefficients 
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Figure 25 

Multi mediation of IO through IC & VLI - Direct, Indirect and Total Effect 

  

 

According to Kenny, 2016 an indirect effect size of 0.01 would be considered a small effect, 

up to 0.09 as a medium effect, and a large effect at 0.25. These values are squared of the effect 

size recommended by Shrout & Bolger (2002) and Cohen (1988) standards of 0.1 for small, 

0.3 for medium, and 0.5 for large effect as the coefficients are multiplied for the indirect effect 

of mediating variable. The indirect effect of IC and VLI on the relationship between IO and 

ISA is 0.235, indicating a mediation effect. 
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iii. Significance Test for Mediation 

Medsem package was run in Stata to test the multiple mediations of IC and VLI on the 

relationship between IO and ISA.  

Figure 26 

Multi mediation of IO through IC - Significance test of indirect effect 

 

 
The mediation is partial and significant in both Sobels and ZLC (Zhao, Lynch, and Chen's) 

test. Further, the indirect effect of IC accounts for 17.8% of the total effect, and the direct effect 

is 4.6 times (1/0.217 –> RID) greater than the indirect effect. 
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Figure 27 

Multi mediation of IO through VLI - Significance test of indirect effect 

 

 

The mediation is partial and significant in both Sobels and ZLC (Zhao, Lynch, and Chen's) 

test. Further, the indirect effect of IC accounts for 21.7% of the total effect, and the direct effect 

is 3.3 times (1/0.3 –> RID) greater than the indirect effect. 
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Figure 28 

Multi mediation of IO through IC - Regression coefficients 

 

 

The hypothesis test results show that – 

- there is a significant total effect between interoperability and IoT Solution adoption (β 

=0.7115, p <.001) 

- path from Interoperability to Implementation costs (β = -0.635, p <.001) and from 

Interoperability to Vendor lock-in (β = -0.612, p <.001) is significant 

- path from Implementation costs on IoT Solution adoption (β = -0.162, p <.001) and 

from Vendor lock-in on IoT Solution adoption (β = -0.215, p <.001) is significant 
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- Finally, when Implementation costs and Vendor lock-in entered the relationship 

between interoperability and IoT Solution adoption, the direct effect (β =0.477, p 

<.001) was significant.  

- Sobel test for the indirect effect of implementation cost is z = 3.271, p <.001, and for 

vendor lock-in is z = 4.062, p <.001; therefore, it is concluded that a partial mediation 

occurred between interoperability on IoT Solution adoption via implementation cost 

and Vendor lock-in. 

Following the assessment and testing of the model for –  

- The goodness of fit 

- The direct, indirect, and total effect of the mediation of implementation cost on the 

relationship between interoperability and IoT Solution adoption, 

- Significance test for mediation  

I find support for the mediational hypothesis, i.e., interoperability reduces the implementation 

cost and vendor lock-in (negative relation), and reduction in implementation cost and vendor 

lock-in increases the adoption of IoT solutions (negative relation). 

5.2 Asset Criticality and Responsiveness  

A manufacturing plant, a process plant, or any operation in the industry needs multiple 

machines/equipment to deliver the final product. These equipment/machineries are termed 

assets in the company's balance sheet. All the assets in a plant are not equally important or 

mission-critical for the success of the operations. The interviews with the SMEs (subject matter 

experts) revealed a split opinion on implementing IoT solutions between critical and non-

critical assets. Almost half of the interviewed SMEs wanted the critical equipment as a priority 

to implement IoT Solutions to help with the operational reliability of the equipment. The 

remaining SMEs wanted non-critical assets to be prioritized for implementation as they still 
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wanted to gain the confidence that the IoT solutions provided would deliver the promised 

benefits and reduce risks. Besides, different functions within a company have their views on 

what is considered critical. The interviews also highlighted that the responsiveness of service 

providers to maintain the equipment to its optimum operations affects the asset's categorization 

as critical and the decision to implement the IoT Solution for that asset. A variable is considered 

a moderator if the size, sign, or strength of the relationship between the IV and DV depends on 

or can be predicted by it (Hayes, A.F., 2014). It is thus hypothesized that responsiveness has a 

mediating role in the relationship between asset criticality and IoT Solution Adoption. 

Accordingly, the measure is developed basis the first-order concepts derived from such insights 

on asset criticality and responsiveness. The measures are tested for reliability and construct 

validity of the scale.  

a) Construct Robustness 

- A reliability test on the measures for these constructs in the affective domain showed 

Cronbach's alpha coefficients of the three components – Asset Criticality (0.906) and 

responsiveness (0.851) to be higher than the threshold recommended by Nunnally 

(1978) for the test of scale reliability. As a measure of internal consistency, Cronbach's 

alpha value of the variables shows that the items forming the variables are closely 

related.  

- Average interitem correlations of the items should be roughly the same and cluster 

narrowly. The average inter-item correlation of the Items measuring asset criticality 

ranges from 0.52 to 0.57 (the average inter-item correlation of asset criticality is 0.54). 

It ranges between 0.55 and 0.63 for responsiveness (the average inter-item correlation 

of implementation cost is 0.59), indicating that all the items are correlated and fitted.  
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- For convergent validity, the average variance extracted (AVE) and composite 

reliability (CR) is examined based on the criterion of Fornell-Larcker (1981). AVE 

measures the ratio of variance captured by a construct versus the level due to 

measurement error. Standardized loading estimates of the times 0.5 or higher show 

convergent validity. The AVE values for asset criticality (0.57) and responsiveness 

(0.59) have an AVE value above 0.5, indicating adequate convergent validity.  

- The composite reliability (CR) is expected to have a value of 0.7 or higher. The CR 

values for asset criticality (0.91) and responsiveness (0.85) have a CR value above 0.7, 

indicating adequate internal consistency or convergence. 

Table 7 

AC, R - Construct Robustness 

Critical Assets 
Factor 
Loading 

AVE  CR 
Average 
interitem 
Correlation 

Cronbach'
s Alpha 

Affect Production Capacity 0.5772 

0.5665 0.9094 

0.5743 

0.9058 

Affect Safety 0.6181 0.5625 

Unspared Unit / No 
Redundancy 

0.7854 0.5353 

Supplier Monopoly 0.7596 0.5401 

Insufficient In-house 
Maintenance 

0.7946 0.5383 

Supplier inability for fast 
service response 

0.8674 0.5212 

First Cost High / Expensive 
Equipment 

0.7977 0.5350 

Bad Actor / Frequent Failing 
Equipment 

0.7017 0.5622 

Responsiveness 

Procedures & Processes 0.7788 

0.5904 0.8515 

0.5936 

0.8505 Life Cycle Reliability 0.8416 0.5528 

Turnaround time 0.7616 0.5749 
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Competent Service Personnel 0.6833 0.6274 

 
The discriminant validity is examined by finding the square root of the AVE and testing its 

value to be greater than the inter-item correlation (Fornell and Larcker, 1981) 

Table 8 

AC,R - Discriminant validity 

Asset Criticality  q9_1 q9_2 q9_3 q9_4 q9_5 q9_6 q9_7 q9_8 

Affect Production Capacity q9_1 0.7526        

Affect Safety q9_2 0.7036 0.7526       

Unspared Unit / No Redundancy q9_3 0.4166 0.5564 0.7526      

Supplier Monopoly q9_4 0.5156 0.4774 0.5916 0.7526     

Insufficient In-house Maintenance q9_5 0.4085 0.4631 0.6392 0.5892 0.7526    

Supplier inability for fast service response q9_6 0.4757 0.501 0.6696 0.6375 0.7198 0.7526   

First Cost High / Expensive Equipment q9_7 0.4576 0.408 0.6034 0.6596 0.6256 0.6867 0.7526  

Bad Actor / Frequent Failing Equipment q9_8 0.254 0.369 0.5724 0.4783 0.5416 0.6556 0.6144 0.7526 

(Square root of the AVE~0.5665=0.7526 is indicated in the cells highlighted in yellow) 

          

Responsiveness  q10_1 q10_2 q10_3 q10_4     

Procedures & Processes q10_1 0.7684        

Life Cycle Reliability q10_2 0.6907 0.7684       

Turnaround time q10_3 0.5801 0.6115 0.7684      

Competent Service Personnel q10_4 0.4715 0.5625 0.6069 0.7684     

(Square root of the AVE~0.5904=0.7684 is indicated in the cells highlighted in yellow) 

 
The testing above demonstrates satisfactory convergent and divergent validity of the items for 

asset criticality and responsiveness constructs. 

b) Model Testing  

Responsiveness (R) is hypothesized to moderate the relationship between asset criticality (AC) 

and IoT Solutions Adoption (ISA). The relationship is investigated analytically and tested for 

responsiveness and asset criticality interacting in their influence on IoT Solutions Adoption. 

The conceptual model with the IV and a moderator is converted into a statistical model with 

three antecedent variables.  
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Conceptual Model 

Figure 29 

Conceptual Moderating Model – interaction of R on AC and ISA 

 

Statistical Model 

Figure 30 

Statistical Moderating Model – interaction of R on AC and ISA 

  

i. The goodness of fit  

For the model moderated by responsiveness (R), the likelihood ratio for the model vs. the 

saturated model, the chi2 ϰ2 (147) = 449.59, prob>Chi2 = 0.000. The relative chi-square or the 

normed chi-square (chi-square index divided by the degree of freedom) is 3.06. The 

comparative fit index (CFI) is 0.899, and Tucker-Lewis Index (TLI), also known as the non-

normed fit index (NNFI), is 0.882. The two incremental fit indices should be near zero and 

preferably more than 0.9 to indicate that the model is acceptable (Byrne, 1994). The 

standardized root mean square residual (SRMR) for a perfect fit corresponds to 0. A good fit 

model corresponds to a small value, limited to 0.05 for a close-fitting model and up to 0.1 for 

an acceptable fit (Pituch & Stevens, 2016). SRMR for the model with IC as a mediator is 0.080. 

The coefficient of determination (CD) is like an R2 for the whole model, with a value close to 

         H1a

   +
IOT Solutions Adoption 
for Capital goods (ISA)

Asset 
Criticality 

(AC)

   + H1

Responsiveness   
(R) 
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1 indicating a good model fit. CD for the model is 0.982, indicating an acceptable fit. The 

CFI/TLI values are near the threshold limits, whereas the residuals indicate a good fit; hence I 

continue to test the model for statistical significance.  

Figure 31 

Interaction of R on AC and ISA - Goodness of Fit 

  

ii. Significance Test for Moderation 

The regression model for the relationship between asset criticality (AC), responsiveness (R), 

and interacting term of ACXR with IoT solutions adoption (ISA), respectively, indicates the 

relationships to be positive and statistically significant.  

Figure 32 

Interaction of R on AC and ISA – Regression coefficients 
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Figure 33 

Interaction of R on AC and ISA – model with coefficients 

  

  

 

After checking the variables at an individual level, the complete model is tested. Hierarchical 

multiple regression using nestreg command in stata is used to generate two regression models 

– model 1 excluding the interaction term and model 2 including it. The change in R-square 

from model 1 to model 2 reflects the unique contribution of the interaction between AC and R 

in explaining the variation in ISA. 

Model 1 : ŷ = β0 + β1 (AC) + β2 (R)  
Model 2 : ŷ = β0 + β1 (AC) + β2 (R) + β3 (ACXR) 

Figure 34 

Interaction of R on AC and ISA – regression model without interaction effect 

 

 
Model 1 (Block 1) is the regression model without the interacting effect of the moderating 

variable R. The regression coefficients for each predictor variable (IV) AC and R reflect the 

partial effect (Darlington & Hayes, 2017) or unconditional effect (Hayes, 2018) between the 

predictor and ISA. Each coefficient represents the predicted change in ISA per unit increment 
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on the IV (e.g., AC), holding the remaining IVs (e.g., R) constant. It represents a simple slope. 

The regression slope for AC (b=0.129) indicates that differing one unit of AC is expected to 

differ ISA by 0.129 units, holding R constant positively. Similarly, the regression slope for R 

(b=0.659) indicates that differing one unit of R is expected to differ ISA by 0.659 units, holding 

AC constant positively.         

Model 1 : ŷ = (5.565) β0 + (0.129) β1 (AC) +(0.658) β2 (R)  

Figure 35 

Interaction of R on AC and ISA – regression model with interaction effect 

  

 

Model 2 : ŷ = (5.621)β0 + (0.141)β1 (AC) + (0.611)β2 (R) + (-0.091)β3 (ACXR) 

Model 2 (Block 2) is the regression model with the moderating variable R interacting effect. 

The regression slope for AC (0.141) represents the effect of AC on ISA adoption, with R being 

0. Similarly, the regression slope for R (0.611) represents R's effect on ISA adoption, with AC 

being 0. The regression slope for the interaction term, ACXR (-0.091), represents the predicted 

change in the conditional effect/slope for AC for each unit increase of R (Hayes, 2018). In 

other words, when the value of AC increases by one unit, the slope of the relationship between 

R and ISA decreases by the interaction term (negative interaction term), i.e., when AC is one, 

the slope of the relationship between R and ISA is 0.61-0.09 = 0.52. The interaction term 

ACXR test is statistically significant (p <0.05).  
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The differences between the two models are summarised in the table below- 

Figure 36 

Interaction of R on AC and ISA – Difference between with and without interaction 

  

R-square value has a positive increment of 0.0156 (1.56%) in model 2 with interaction/ 

conditional effect over the model 1 (partial / unconditional effect). The F-test is significant 

(p<0.05), indicating that the interaction term contributes significantly to the model.  

Given the finding of a significant interaction effect, a graph is plotted for the conditional 

relationship between asset criticality and IoT Solutions adoption at a different level of 

responsiveness at the mean-1sd (standard deviation), at the mean, and at the mean+1sd. Stata 

computed the simple slopes for AC on R, and the values of the dy/dx tabulated below  

Figure 37 

Interaction of R on AC and ISA – linear prediction - slope of AC on R 

 

The results indicate that the simple slope for AC at 1sd below the mean on R is 0.232, which 

is statistically significant (p<0.05). The simple slope at the mean on R is 0.141 (also significant 

at p<0.05). At 1sd above the mean, the simple slope is 0.051 and is non-significant. 
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Overall, the conditional effect of AC on ISA becomes less positive as we move from lower 

levels of responsiveness to higher levels of responsiveness. 

 0.232 > 0.141 > 0.05 

 

 1 sd  mean  1 sd   
 below   above 
 

Figure 38 

Interaction of R on AC and ISA - graphical plat of slope of AC on R 
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From the plot visualization, I find that at 1sd above the mean of R (green line), the conditional 

effect slope is less positive, whereas, at 1sd below the mean (blue line), the conditional effect 

is more pronounced with a higher positive slope between the asset criticality and IoT Solution 

adoption.  

iii. Variance inflation factor (VIF) 

Variance inflation factor (VIF) for moderated multiple regression is investigated for collinear 

variables. It identifies the correlation between the IVs and the strength of the correlation. The 

output table below contains the VIF and tolerance – 1/VIF for each variable in the model.  
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Figure 39 

Interaction of R on AC and ISA – Variance inflation factor (VIF) 

   

 
The threshold for a VIF value over 10 indicates multicollinearity (Hair et al., 1995, O'Brien, 

2007). The VIF value for the interaction term AC*R at 54.8 indicates collinearity with AC and 

R. The tolerance is 1-R-square from the model where predictor AC*R is regressed onto the 

remaining predictors of AC and R. The remaining predictors in the model account for (1-

0.0182)*100% = 98.18% of the variation in the interaction term. 

Multicollinearity in the model is of structural type, i.e., the interaction term is created using 

other variables. The interaction term is a by-product of the model itself. The interaction term 

can thus be responsible for the high VIFs. The IVs and the interaction terms include the main 

effect and produce high multicollinearity. To reduce the structural multicollinearity, mean 

centring of the variables process is used (Auginis & Gottfredson, 2010, Jim Frost-webpage). 

The means of AC and R are subtracted from the observed values and divided by the variable's 

standard deviation. The VIF values were obtained per the table below using the centred 

variables.  

Figure 40 

Interaction of R on AC and ISA – mean centred variance inflation factor (VIF) 
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By removing the structural multicollinearity, VIF values indicate some multicollinearity, but it 

is not severe enough to warrant corrective measures. The centred model's coefficient and 

statistical significance will remain the same as the original model (Hayes, 2018). Per Hayes, 

any effect of centring on the standard error for the interaction term is counterbalanced by a 

corresponding change in the variance associated with the product term. Standard error and the 

test results are the same for the interaction term prior to and following the mean centring. 

The tolerance is 1-R-square from the model where predictor AC*R is regressed onto the 

remaining predictors of AC and R. The remaining predictors in the model account for (1-

0.894)*100% = 10.6% of the variation in the interaction term. 

iv. Summary  

Table 9 

AC,R – Summary of test results 

Goodness of Fit 

Relative Chi-Square Kline, 1998 up to 3 3.06 Near Acceptable limit 

Comparative fit index (CFI)  Byrne, 1994 up to 0.9 0.899 Near Acceptable limit 

Non-normed fit index (NNFI) / Tucker-
Lewis Index (TLI) 

Byrne, 1994 up to 0.90 0.882 Near Acceptable limit 

Standardized root mean square residual 
(SRMR)  

Pituch & Stevens, 2016 up to 0.1 0.080 Close-fitting model 

Coefficient of determination (CD)  Pituch & Stevens, 2016 close to 1  0.982 Close-fitting model 

Significance Test for Moderation 

Without interacting effect   p-value   

Asset Criticality (AC) Hayes, 2018 < 0.05 0.005 Statistically Significant 

Responsiveness (R) Hayes, 2018 < 0.05 0.000 Statistically Significant 

With interacting effect   p-value   

Asset Criticality (AC) Hayes, 2018 < 0.05 0.002 Statistically Significant 

Responsiveness (R) Hayes, 2018 < 0.05 0.000 Statistically Significant 

Interacting Term - ACXR Hayes, 2019 < 0.05 0.007 Statistically Significant 

Variance inflation factor (VIF)  

Interacting Term – ACXR (mean-centered) Hair et al., 1995 < 10 1.12 
Inconsequential 
collinearity 
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The residuals test indicates that the model is close-fitting, and the fit indexes are near acceptable 

limits. The significance test indicates a statistically significant relationship with the interacting 

effect. The VFI (mean-centred) shows inconsequential collinearity. The difference in R-square 

between the two regression models – one with and another without interaction effect shows 

that responsiveness is moderating the relationship between asset criticality and IoT Solutions 

adoption; it is contributing significantly to the model (1.56%) and is statistically significant 

(p<0.05). 

I find support for the moderating hypothesis, i.e., responsiveness of IoT Solution provider 

strengthen the relationship between asset criticality and adoption of IoT Solution (positive 

relation). 

5.3 Analytic Intelligence  

Automation in the industry to improve productivity, reduce mean time between repairs and 

failure, and improve quality and safety has been used for many years. Technologies to control 

production, operation and failures have been in use. However, these control technologies are 

contained within the manufacturing environment where they are used and depend on in-house 

expertise supplemented by manufacturers. With the advent of the internet, innovative solutions 

are emerging to enhance capital equipment performance by providing online and real-time 

inputs to plant operators. The solutions are still evolving. Depending on the requirements, 

locations, and needs of customers/users, the solutions are tailored to meet the requirements and 

expectations. From the basic level of monitoring the health of the equipment to providing 

signals for preventive maintenance, the solutions are becoming more advanced and complex. 

The solutions are offered by analyzing the data collected using the internet from the user's 

equipment by the service providers. From monitoring and real-time warning signals, the service 

providers are working to offer predictive and prescriptive intelligence to the users for better 
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planning, coordination, and execution of business plans. The interviews of SMEs (subject 

matter experts) revealed that the user expects to move to predictive and prescriptive intelligence 

from IoT Solutions suppliers; however, there is still much work to be done at IoT Solutions 

providers end to prove the capabilities and raise the confidence of the user to move to such 

solutions.  

Accordingly, the measure is developed basis the first-order concepts derived from such insights 

on analytics intelligence. The measures are tested for reliability and construct validity of the 

scale.  

a) Construct Robustness 

- A reliability test on the measure for the construct in the affective domain showed 

Cronbach's alpha coefficients of Analytic Intelligence (0.8984) to be higher than the 

threshold of 0.7, recommended by Nunnally (1978) for the test of scale reliability. As 

a measure of internal consistency, Cronbach's alpha value of analytic intelligence shows 

that the items forming the variable are closely related.  

- Average interitem correlations of the items should be roughly the same and cluster 

narrowly. The average inter-item correlation of the Items measuring asset criticality 

ranges from 0.59 to 0.60 (the average inter-item correlation of asset criticality is 

0.5959), indicating that all the items are correlated and fitted.  

- For convergent validity, the average variance extracted (AVE) and composite 

reliability (CR) is examined based on the criterion of Fornell-Larcker (1981). AVE 

measures the ratio of variance captured by a construct versus the level due to 

measurement error. Standardized loading estimates of the times 0.5 or higher show 

convergent validity. The AVE values for analytic intelligence (0.596) have an AVE 

value above 0.5, indicating adequate convergent validity.  



 

109 

- The composite reliability (CR) is expected to have a value of 0.7 or higher. The CR 

values for asset criticality (0.8985 have a CR value above 0.7, indicating adequate 

internal consistency or convergence. 

Table 10 

ATI – Construct Robustness 

Analytics  
Factor 
Loading 

AVE  CR 
Average 
interitem 
Correlation 

Cronbach's 
Alpha 

Availability 0.7489 

0.5960 0.8985 

0.6029 

0.8984 

Life Cycle Cost 0.7814 0.5928 

Factory Productivity 0.7798 0.5937 

Customer Service 0.7677 0.5967 

Quality of product 0.7631 0.5988 

Safety of workers/operations 0.7906 0.5902 

 
 

- The discriminant validity is examined by finding the square root of the AVE and 

testing its value to be greater than the inter-item correlation (Fornell & Larcker, 1981) 

Table 11 

ATI – Discriminant Validity 

Analytic Intelligence  q11_1 q11_2 q11_3 q11_4 q11_5 q11_6 

Availability q11_1 0.772      

Life Cycle Cost q11_2 0.6202 0.772     

Factory Productivity q11_3 0.5668 0.6259 0.772    

Customer Service q11_4 0.5877 0.5597 0.6224 0.772   

Quality of product q11_5 0.5595 0.5811 0.5736 0.6053 0.772  

Safety of workers/operations q11_6 0.5743 0.6227 0.6124 0.5957 0.6306 0.772 

(Square root of the AVE~0.596=0.7238 is indicated in the cells highlighted in yellow) 
 

The testing above demonstrates satisfactory convergent and divergent validity of the items for 

asset criticality and responsiveness constructs. 
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b) Model Testing 

Analytic Intelligence (ATI) is hypothesized to have a positive and direct relationship with IoT 

Solutions Adoption (ISA). The relationship is investigated analytically and tested for analytic 

intelligence's influence on IoT Solutions Adoption.  

i. The goodness of fit  

The likelihood ratio for the model vs the saturated model, the chi2 ϰ2 (53) = 123.63, prob>Chi2 

= 0.000. The relative chi-square or the normed chi-square (chi-square index divided by the 

degree of freedom) is 2.33. The comparative fit index (CFI) is 0.952, and Tucker-Lewis Index 

(TLI), also known as the non-normed fit index (NNFI), is 0.94. The two incremental fit indices 

should be near zero and preferably more than 0.9 to indicate that the model is acceptable 

(Byrne, 1994). The standardized root mean square residual (SRMR) for a perfect fit 

corresponds to 0. A good fit model corresponds to a small value, limited to 0.05 for a close-

fitting model and up to 0.1 for an acceptable fit (Pituch & Stevens, 2016). SRMR for the model 

with IC as a mediator is 0.040. The coefficient of determination (CD) is like an R2 for the whole 

model, with a value close to 1 indicating a good model fit. CD for the model is 0.935, indicating 

an acceptable fit. The CFI/TLI values are near the threshold limits, whereas the residuals 

indicate a good fit; hence I continue to test the model for statistical significance.  

Figure 41 

ATI on ISA – Goodness of Fit 
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ii. Significance Test 

The regression model for the relationship between analytic Intelligence responsiveness with 

IoT solutions adoption (ISA) respectively indicates the relationships to be positive and 

statistically significant (p<0.05).  

Figure 42 

ATI on ISA – Regression coefficients 

  

 

Figure 43 

ATI on ISA – model with coefficients 

                                  

Model Specification - ŷ = (0.765)β0 + (0.846)β1 (ATI)  

Following the assessment and testing of the model for –  

- The goodness of fit 

- Significance test for mediation  

I find support for the hypothesis, i.e., analytic Intelligence positively impacts the adoption of 

IoTS solutions. 
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6. Discussion 

Research in trust, leadership, data & network security is widely available for adopting new 

technologies. Despite its perceived advantages, a large segment of industrial markets still finds 

it challenging to implement extensive IoT Solutions. Multiple challenges prevent the leap of 

faith from the Proof of Concept (POC)/ deployment stage to adoption and implementation 

(Tornatzky et al., 1990). This study's key objective is to identify and evaluate factors beyond 

the existing research influencing the adoption of IoT Solutions in the B2B market for capital 

goods in a pervasive way. Aligning the requirements of the users, Original Equipment 

Suppliers (OEMs), and service providers in the industry are key to the adoption. 

Users of the capital goods in the industry are interested in having a complete IoT solution for 

the entire operation. Interoperability from the device level to the platform and domain level 

would help users reduce the implementation cost and the risk of vendor lock-in.  

At the component level of analysis, I find that the direct effect of interoperability for the 

adoption of IoT solutions is significant. This finding is in line with the observation by (Bröring 

et al., 2017) that lack of interoperability is a serious entry barrier preventing the emergence of 

the IoT ecosystem. This study forwards the concept by identifying the factors that would be 

affected by interoperability leading to the adoption of IoT Solutions. I find empirical evidence 

that interoperability facilitates the reduction in the implementation cost of IoT Solutions, which 

in turn influences the increase in adoption of IoT Solutions. The indirect effect of the 

implementation cost of IoT Solutions is significant. 

At the component level, the indirect effect of vendor lock-in mediating the relationship between 

interoperability and adoption of IoT Solutions is larger than the implementation costs. This 

study forwards the concept of Noura et al., 2019 that a lack of interoperability leads to vendor 
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lock-in. This study identifies vendor lock-in as a causal link affecting the adoption of IoT 

solutions due to interoperability and quantitatively finds the indirect effect of the mediation.  

At the supracomponent level, evidence is found of multi-mediation by reduction of 

implementation cost and vendor lock-in through interoperability, causing an increase in the 

adoption of IoT Solutions. When Implementation costs and Vendor lock-in enter the 

relationship between interoperability and IoT Solution adoption, the direct effect is reduced, 

providing evidence of partial mediation. 

One of the factors in the decision to adopt IoT Solutions by the users is whether to implement 

them on all the equipment and machinery in the plant/operation or only on equipment critical 

for operation and safety. Criticality is the measure of risk associated with an asset (SWEFC). 

IoT Solution implementation enabling remote monitoring intends to improve the availability 

of assets (Oliva and Kallenberg, 2003), thereby reducing the risks for the users. Since this 

innovative technology is still going through pilot projects and proof of concepts, there is 

relatively less evidence of its utility under all applications in different industries. Hence some 

users interviewed were of the view to apply it to non-critical assets first and, after gaining 

confidence, can apply it to the critical assets. The users' confidence is affected positively if the 

IoT Service provider is highly responsive. The service provider's responsiveness moderates the 

relationship between asset criticality and IoT Solution adoption. At the individual component 

level, responsiveness and asset criticality were significant, with responsiveness predicting 

larger variation in IoT Solution adoption when holding asset criticality constant. The test for 

interaction is statistically significant, showing the evidence that the effect of asset criticality on 

IoT Solutions adoption is conditional on the level of responsiveness. Overall, the conditional 

effect of asset criticality on IoT Solutions Adoption becomes less positive as we move from 

lower levels of responsiveness to higher levels of responsiveness. 
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The ultimate goal of users operating the equipment/machinery is to run it at the most optimum 

condition, reliably, safely, meeting the quality requirements, and at the lowest cost. Users need 

feedback and intelligent analysis from the asset's measured parameters to enable them to meet 

their goals. It helps users reduce failure or unscheduled maintenance needs, which are more 

expensive than predictive or preventive maintenance (Wu et al., 2017, Lee et al., 2014, Zhang 

et al., 2013). The higher the level of intelligence, the greater the benefit for the user and the 

higher the adoption of IoT Solutions that provide intelligence to the user to meet their 

objectives. I find a positive and significant relationship between the analytic intelligence 

provided by IoT Solutions to the users and their intent to adopt it.  

To summarize, the role of interoperability, asset criticality, and analytics intelligence in 

adopting IoT Solutions and their relationship is identified and assessed. In the process, I 

evaluated the causal links between implementation costs and vendor lock-in between IoT 

Solutions' adoption and interoperability. As the cost of implementation reduces due to 

interoperability and the user does not feel locked in by the supplier or service provider with a 

solution, the adoption of IoT Solutions will be positively affected. Analytic intelligence will 

allow the user to meet the objective of running the equipment in optimum condition and hence 

the adoption of the IoT Solution. Finally, if the asset is critical, it will have a high probability 

of being considered for implementation of the IoT Solution, and this would be aided if the 

solution provider is responsive. 

6a Managerial Implications 

Industrial B2B markets implemented instrumentation, controls, and automation solutions 

(ICA) a few decades back but have mostly remained in the proof of concept/pilot project stage 

when implementing IoT Solutions. Industrial operations are complex, and expenses undergo 

rigorous evaluation by multiple stakeholders before they are apportioned. Adopting new 
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technologies for performance improvement in existing operational units is even more difficult 

as changes with no or minimal disruptions are the requirement. New technologies need to be 

proven for their reliability and the said benefits. The risks of failure and its implication are to 

be avoided. At the same time, the suppliers developing and implementing new technologies 

want revenue streams and profits for their efforts. This research is grounded on these significant 

practical challenges related to adopting IoT Solutions for capital goods in industrial markets.  

The users value the analytic intelligence provided by OEM’s / service providers as it 

complements their people's skill sets and provides them with real-time inputs to make 

intelligent decisions that help keep their operations running optimally. Current predictive 

analytic intelligence based on historical data, trend lines, and event-based analysis helps users 

to identify the root cause and resolve issues to avoid future failures. Prescriptive analytic 

intelligence is in a nascent stage, and OEMs / service providers are developing such skills to 

provide the users' inputs that can help them to plan their activities like maintenance and 

maximize the remaining useful life (RUL) of components and equipment, thereby reducing the 

overall lifecycle cost of the capital goods installed. Users identify it as the maximum benefit 

for their operations and would be more likely to adopt IoT Solutions subscription on the 

availability of such intelligence.  

User organizations need multiple capital equipment to operate synchronously for optimum 

performance. This can be better achieved if the control solutions for the capital equipment can 

communicate with each other, understand, and become autonomous. These capabilities can be 

obtained through the interoperability of the platforms, which not only helps users to manage 

the plant operations better but also help reduce the adoption and implementation costs. The 

OEM’s and service providers' goal should be to help reduce the implementation costs for the 

users, which can bring through interoperability of the devices up to the platform level.  
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Users are wary of being lock-in by the vendors as it restricts their ability to switch to another 

vendor in case of non-performance from the current supplier. Replacing a vendor without a 

substantial cost impact in the industrial setup is difficult, especially when a lock-in condition 

prevails. Interoperability reduces the vendor lock-in effect for the users and, in turn, creates 

confidence in the users to implement the IoT solutions.  

Industrial companies have a gamut of capital equipment installed in their plant. However, all 

the equipment is not equally critical for the plant's performance. Some equipment has spare 

units installed which can operate during downtime or maintenance. Similarly, some equipment 

installed is for utilities. The criticality of the equipment varies, depending on the impact that it 

may have should it fail to operate. This study found a weak relationship between asset criticality 

and the adoption of IoT Solutions. However, the study shows that OEM/service provider 

responsiveness has a higher value for the customers in their decision to implement IoT 

Solutions. Firms should focus on responsiveness rather than segment by asset type to 

implement IoT Solutions.  

6b imitations and Directions for Further Research 

This study is focused on the factors that can move the industrial firms in the B2B market from 

the development and deployment phase to the adoption and implementation phase of 

technological innovation, i.e., IoT Solutions It focuses on factors pertinent at the firm level, 

whether it is the user, supplier, or service provider. Several key factors beyond the scope of 

this research, like government policies and infrastructure at the country level, are left for future 

investigations. Efforts are being made at international agency levels where multiple industries 

and government consortiums, councils, and governance forums are working to establish 

uniform policies and standards to benefit from interoperability. The impact of such efforts in 

getting uniform standards and how the firms will respond will be a case for further studies.  
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Implementing IoT solutions enabled by internet connectivity depends on the infrastructure 

available at the individual country level. Governments provide policy-level support and 

incentives to create, maintain and develop an environment and an ecosystem to support new 

technologies. Further investigation on the factors and indicators, like GDP and grouping of 

countries like ASEAN, BRICS, EU, and COMESA, play in motivating government policies 

and incentives to support IT infrastructure that is a foundational requirement for the firms to 

use. 

At the industry level, further investigation is required to identify whether a particular industry 

is more open to adoption than others. Process industries that operate on a 24X7 basis versus 

manufacturing units that operate on one or two shifts a day – will they have the same propensity 

for adopting IoT Solutions? What traits of an industry type will indicate the degree of 

propensity to adopt IoT Solutions remains to be investigated. 

At the firm level, further investigation is required to identify the differences, if any, between 

the adoption behavior of the firms that are going for a completely new project compared to the 

firms that are in operation and have to implement the new technologies as an improvement or 

an upgrade. 
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7. Conclusion 

This research aims to uncover the constituents that customers, OEMs, and service providers 

can associate with and influence IoT Solutions' adoption in the B2B market for capital goods. 

The research proposes and tests the framework for adopting IoT Solutions in industrial markets 

that use operational technologies (OT) for control and automation but have not embraced the 

IoT solutions for their benefits in an efficacious pervasive way.  

A theoretical model is designed based on my observations, literature review, and qualitative 

analysis from the interviews conducted with the subject matter experts as users, suppliers, or 

service providers for IoT Solutions. New constructs of Analytic Intelligence, Interoperability, 

implementation cost, vendor lock-in, and asset criticality were tested for reliability and validity. 

The data to test the constructs is obtained through an anonymous online survey from 194 

participants from the industrial countries of ASEAN, India, China, Japan, and the USA.  

Past research has looked at the factors influencing the adoption of new technologies, emerging 

technologies & challenges like data ownership and security that affect the adoption, or 

behavioral aspects like trust, organization culture, and leadership commitment. This study 

contrasts the earlier research by identifying and evaluating the factors that benefit the entire 

business chain, from the OEMs, service providers, and customers, influencing the adoption of 

IoT solutions.  

The measurement model validation established the robustness of the proposed model. The 

results from the data analysis provide evidence of the relationship between the model constructs 

and their strength, as summarized in the table below.  
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Table 12 

Summary of Hypothesis Testing 

Hypothesis Decision Direction 
Strength 
of 
Relation 

Unstandardised 
correlation 
coefficient 

H1 – Interoperability has a positive and direct impact on 
the adoption of IoT Solutions 

Supported Positive Strong 0.71 

H2 – Implementation cost of IoT Solutions mediates the 
relationship between interoperability and adoption of IoT 
Solutions  

Supported Positive Moderate 
Indirect effect 
of 0.139 

H2a – Interoperability has a negative impact on the 
implementation costs of IoT Solutions  

Supported Negative Moderate -0.635 

H2b –– Lower the cost of implementing IoT Solutions, 
higher will be the adoption of IoT solutions. 

Supported Negative Moderate -0.53 

H3 – Vendor Lock-in effect from proprietary IoT 
Solutions mediates the relationship between 
interoperability and adoption of IoT Solutions  

Supported Positive Moderate 
Indirect effect 
of 0.16 

H3a - Interoperability has a negative effect on the vendor 
lock-in from proprietary IoT Solutions 

Supported Negative Moderate -0.612 

H3b – Lower the vendor lock-in effect of proprietary 
solutions higher will be the adoption of IoT solutions 

Supported Negative Moderate -0.56 

H4 – Criticality of an asset in an organization's operations 
positively influences the adoption of IoT Solutions. 

Supported Positive Weak 0.42 

H4a – Responsiveness of IoT Solution provider strengthen 
the relationship between asset criticality and adoption of 
IoT Solution  

Supported Positive Weak 0.06 

H5 – Analytic Intelligence has a positive impact on the 
adoption of IoTS solutions. 

Supported Positive Strong 0.84 

** Responsiveness of IoT Solution provider positively influence the adoption of IoT Solution - this relation is 
found to be strong with Pearsons Correlation Coefficient of 0.74 

The model can be a starting point for the firms to formulate their strategies, utilize the value 

from the factors that are seen as important and apply it for mutual benefits. In addition to 

providing the empirical validation of the proposed model grounded on innovation adoption 

frameworks, this study provides direction for researchers for future studies in the industrial 

B2B markets in this focus area of the adoption and implementation of the potential benefits 

from IoT Solutions.  



 

120 

8. References  

Aguinis, H., & Gottfredson, R. K. (2010). Best‐practice recommendations for estimating 
interaction effects using moderated multiple regression. Journal of organizational 
behavior, 31(6), 776-786. 

Ahuett-Garza, H., & Kurfess, T. (2018). A brief discussion on the trends of habilitating 
technologies for Industry 4.0 and Smart manufacturing. Manufacturing Letters, 15, 60-63. 

Aloi, G., Caliciuri, G., Fortino, G., Gravina, R., Pace, P., Russo, W., & Savaglio, C. (2017). 
Enabling IoT interoperability through opportunistic smartphone-based mobile 
gateways. Journal of Network and Computer Applications, 81, 74-84. 

Alsaad, A., Mohamad, R., & Ismail, N. A. (2017). The moderating role of trust in business to 
business electronic commerce (B2B EC) adoption. Computers in Human Behavior, 68, 157-
169. 

Analysts, T. G. M. (2014). “For Lowest Cost and Greatest Agility, Choose Software-Defined 
Data Center Architectures Over Traditional Hardware-Dependent Designs. Technology Brief, 
Tech. Rep., Aug. 

Anderson, J. C., & Gerbing, D. W. (1988). Structural equation modeling in practice: A review 
and recommended two-step approach. Psychological bulletin, 103(3), 411. 

ANGELES, R. (2009). Anticipated IT infrastructure and supply chain integration capabilities 
for RFID and their associated deployment outcomes. International journal of information 
management, 29(3), 219-231.  

Aono, K., Lajnef, N., Faridazar, F., & Chakrabartty, S. (2016, May). Infrastructural health 
monitoring using self-powered internet-of-things. In 2016 IEEE international symposium on 
circuits and systems (ISCAS) (pp. 2058-2061). IEEE. 

Archetti, F., Giordani, I., & Candelieri, A. (2015). DATA SCIENCE AND 
ENVIRONMENTAL MANAGEMENT IN SMART CITIES. Environmental Engineering & 
Management Journal (EEMJ), 14(9). 

Ardolino, M., Rapaccini, M., Saccani, N., Gaiardelli, P., Crespi, G., & Ruggeri, C. (2018). The 
role of digital technologies for the service transformation of industrial 
companies. International Journal of Production Research, 56(6), 2116-2132. 

Ardolino, M., Saccani, N., Gaiardelli, P., & Rapaccini, M. (2016). Digital technologies and 
their impacts on servitization strategies. 

Arthur, W. B. (1989). Competing technologies, increasing returns, and lock-in by historical 
events. The economic journal, 99(394), 116-131. 

Ayala, N. F., Paslauski, C. A., Ghezzi, A., & Frank, A. G. (2017). Knowledge sharing dynamics 
in service suppliers' involvement for servitization of manufacturing companies. International 
Journal of Production Economics, 193, 538-553. 

Bachmann, R., & Inkpen, A. C. (2011). Understanding institutional-based trust building 
processes in inter-organizational relationships. Organization Studies, 32(2), 281-301. 



 

121 

Baines, T. S., Lightfoot, H. W., Evans, S., Neely, A., Greenough, R., Peppard, J., ... & Wilson, 
H. (2007). State-of-the-art in product-service systems. Proceedings of the Institution of 
Mechanical Engineers, Part B: journal of engineering manufacture, 221(10), 1543-1552. 

Baines, T., & Lightfoot, H. W. (2014). Servitization of the manufacturing firm: Exploring the 
operations practices and technologies that deliver advanced services. International Journal of 
Operations & Production Management. 

Baker, J. (2012). The technology–organization–environment framework. Information systems 
theory, 231-245. 

Bandur, K. M., Katicic, L., & Dulcic, Z. (2015, April). Physical Asset Management-a New 
Approach in Industrial Management. In International OFEL Conference on Governance, 
Management and Entrepreneurship (p. 616). Centar za istrazivanje i razvoj upravljanja doo. 

Baron, R. M., & Kenny, D. A. (1986). The moderator–mediator variable distinction in social 
psychological research: Conceptual, strategic, and statistical considerations. Journal of 
personality and social psychology, 51(6), 1173. 

Barroso-Castro, C., Villegas-Periñan, M. M., & Dominguez, M. (2017). Board members’ 
contribution to strategy: The mediating role of board internal processes. European research on 
management and business economics, 23(2), 82-89. 

Bartel, A. P., & Lichtenberg, F. R. (1987). The comparative advantage of educated workers in 
implementing new technology. The Review of Economics and statistics, 1-11. 

Basu, A. T. A. N. U. (2013). Five pillars of prescriptive analytics success. Analytics 
magazine, 8, 12. 

Bello, O., Zeadally, S., & Badra, M. (2017). Network layer inter-operation of Device-to-Device 
communication technologies in Internet of Things (IoT). Ad Hoc Networks, 57, 52-62. 

Benedettini, O., Neely, A., & Swink, M. (2015). Why do servitized firms fail? A risk-based 
explanation. International Journal of Operations & Production Management. 

Bentler, P. M. (2007). On tests and indices for evaluating structural models. Personality and 
Individual differences, 42(5), 825-829. 

Bernheim, B. D., & Whinston, M. D. (1998). Incomplete contracts and strategic 
ambiguity. American Economic Review, 902-932. 

Berre, A. J., Elvesæter, B., Figay, N., Guglielmina, C., Johnsen, S. G., Karlsen, D., ... & Lippe, 
S. (2007). The ATHENA interoperability framework. In Enterprise interoperability II (pp. 
569-580). Springer, London. 

Bertsimas, D., & Kallus, N. (2020). From predictive to prescriptive analytics. Management 
Science, 66(3), 1025-1044. 

Boh, W. F., Huang, C. J., & Wu, A. (2020). Investor experience and innovation performance: 
The mediating role of external cooperation. Strategic Management Journal, 41(1), 124-151. 

Bousdekis, A., Magoutas, B., Apostolou, D., & Mentzas, G. (2018). Review, analysis and 
synthesis of prognostic-based decision support methods for condition based 
maintenance. Journal of Intelligent Manufacturing, 29(6), 1303-1316. 



 

122 

Bousdekis, A., Papageorgiou, N., Magoutas, B., Apostolou, D., & Mentzas, G. (2018). 
Enabling condition-based maintenance decisions with proactive event-driven 
computing. Computers in Industry, 100, 173-183. 

Boyes, H., Hallaq, B., Cunningham, J., & Watson, T. (2018). The industrial internet of things 
(IIoT): An analysis framework. Computers in industry, 101, 1-12. 

Bradach, J. L., & Eccles, R. G. (1989). Price, authority, and trust: From ideal types to plural 
forms. Annual review of sociology, 97-118. 

Bröring, A., Schmid, S., Schindhelm, C. K., Khelil, A., Käbisch, S., Kramer, D., ... & Teniente, 
E. (2017). Enabling IoT ecosystems through platform interoperability. IEEE software, 34(1), 
54-61. 

Bröring, A., Ziller, A., Charpenay, V., Thuluva, A. S., Anicic, D., Schmid, S., ... & Seidel, C. 
(2018). The big iot api-semantically enabling iot interoperability. IEEE Pervasive 
Computing, 17(4), 41-51. 

Brous, P., Janssen, M., & Herder, P. (2018). Internet of Things adoption for reconfiguring 
decision-making processes in asset management. Business Process Management Journal. 

Brynjolfsson, E., & Hitt, L. (1996). Paradox lost? Firm-level evidence on the returns to 
information systems spending. Management science, 42(4), 541-558. 

Bui, T. H. (2015). Prognostic Algorithm Development for Plant Monitoring and Maintenance 
Planning. 

Byrne, B. M. (1994). Structural equation modeling with EQS and EQS/Windows: Basic 
concepts, applications, and programming. Sage. 

Camarinha-Matos, L. M., Goes, J., Gomes, L., & Martins, J. (2013, April). Contributing to the 
Internet of Things. In Doctoral conference on computing, electrical and industrial systems (pp. 
3-12). Springer, Berlin, Heidelberg. 

Carlson, N. R., Heth, D., Miller, H., Donahoe, J., & Martin, G. N. (2009). Psychology: the 
science of behavior. Pearson. 

Caruth, G. D. (2013). Demystifying mixed methods research design: A review of the 
literature. Online Submission, 3(2), 112-122. 

Cassina, J., Tomasella, M., Matta, A., Taisch, M., & Felicetti, G. (2007). Closed-loop PLM of 
household appliances: an industrial approach. In Advances in production management 
systems (pp. 153-160). Springer, Boston, MA. 

Cavalieri, S. (2021). Semantic interoperability between IEC 61850 and oneM2M for IoT-
enabled smart grids. Sensors, 21(7), 2571. 

Chandra, S., & Kumar, K. N. (2018). Exploring factors influencing organizational adoption of 
augmented reality in E-Commerce : Empirical analysis using Technology-Organization-
Environment model. Journal of electronic commerce research, 19(3). 

Chandy, R. K., & Tellis, G. J. (2000). The incumbent's curse? Incumbency, size, and radical 
product innovation. Journal of marketing, 64(3), 1-17. 

Chase, R. B. and Garvin, D. A., “The Service Factory,” Harvard Business Review, Vol. 67, 
No. 4, July-August 1989, pp. 61–69 



 

123 

CHASE, R. B., Kumar, K. R., & Youngdahl, W. E. (1992). Service‐based manufacturing: The 
service factory. Production and operations management, 1(2), 175-184. 

Chen, D., & Doumeingts, G. (2003). European initiatives to develop interoperability of 
enterprise applications—basic concepts, framework and roadmap. Annual reviews in 
control, 27(2), 153-162. 

Chen, D., Doumeingts, G., & Vernadat, F. (2008). Architectures for enterprise integration and 
interoperability: Past, present and future. Computers in industry, 59(7), 647-659. 

Chen, D., Vallespir, B., & Daclin, N. (2008). An Approach for Enterprise Interoperability 
Measurement. MoDISE-EUS, 341, 1-12. 

Chen, H., Chiang, R. H., & Storey, V. C. (2012). Business intelligence and analytics: From big 
data to big impact. MIS quarterly, 1165-1188. 

Chen, Y. H., Lin, T. P., & Yen, D. C. (2014). How to facilitate inter-organizational knowledge 
sharing: The impact of trust. Information & management, 51(5), 568-578. 

Cheng, J. H. (2011). Inter-organizational relationships and information sharing in supply 
chains. International Journal of Information Management, 31(4), 374-384. 

Christensen, C. M. (2013). The innovator's dilemma: when new technologies cause great firms 
to fail. Harvard Business Review Press. 

CLARK, L., & WATSON, D. (1995). Constructing validity: basic issues in objective scale 
development. Psychological assessment, 7(3), 309-319. 

Cohen, J. (1988). Statistical power analysis for the behavioral sciences (rev. ed.) 
Erlbaum. Hillsdale, NJ. 

Cohen, W. M., & Levinthal, D. A. (1990). Absorptive capacity: A new perspective on learning 
and innovation. Administrative science quarterly, 128-152. 

Colman, A. M., Norris, C. E., & Preston, C. C. (1997). Comparing rating scales of different 
lengths: Equivalence of scores from 5-point and 7-point scales. Psychological Reports, 80(2), 
355-362. 

Colquitt, J. A., Scott, B. A., & LePine, J. A. (2007). Trust, trustworthiness, and trust propensity: 
a meta-analytic test of their unique relationships with risk taking and job performance. Journal 
of applied psychology, 92(4), 909. 

Creswell, J. W., Fetters, M. D., & Ivankova, N. V. (2004). Designing a mixed methods study 
in primary care. The Annals of Family Medicine, 2(1), 7-12. 

Cronholm, S. (2011). Experiences from sequential use of mixed methods. Electronic Journal 
of Business Research Methods, 9(2), pp87-95. 

Crowson Mike (2021, July 15). Stata demo: Moderated multiple regression with continuous 
focal (X) and moderator (W) variables [PowerPoint slides]. University of Oklahoma. [Video]. 
YouTube. https://www.youtube.com/watch?v=H3draVeVwqw) 

Curran, C., Garrett, D., & Puthiyamadam, T. (2017). Global Digital IQ Survey: 10th 
anniversary edition. PWC. https://www.pwc.com/ee/et/publications/pub/pwc-digital-iq-
report.pdf  



 

124 

Custódio, C., Ferreira, M. A., & Matos, P. (2019). Do general managerial skills spur 
innovation?. Management Science, 65(2), 459-476. 

d’Aveni, R. (2015). The 3-D printing revolution. Harvard business review, 93(5), 40-48. 

Daft, R. L., Sormunen, J., & Parks, D. (1988). Chief executive scanning, environmental 
characteristics, and company performance: An empirical study. Strategic management 
journal, 9(2), 123-139. 

Dalenogare, L. S., Benitez, G. B., Ayala, N. F., & Frank, A. G. (2018). The expected 
contribution of Industry 4.0 technologies for industrial performance. International Journal of 
production economics, 204, 383-394. 

Daniyan, I. A., Mpofu, K., & Adeodu, A. O. (2020). Development of a diagnostic and 
prognostic tool for predictive maintenance in the railcar industry. Procedia CIRP, 90, 109-114. 

Daugherty, P. J., Ellinger, A. E., & Rogers, D. S. (1995). Information accessibility: customer 
responsiveness and enhanced performance. International Journal of Physical Distribution & 
Logistics Management. 

Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of 
information technology. MIS quarterly, 319-340.  

Dawson, P. M. (1994). Organizational change: A processual approach. Paul Chapman 
Publishing. 

Day, D. V., & Lord, R. G. (1992). Expertise and problem categorization: the role of expert 
processing in organizational sense‐making. Journal of Management Studies, 29(1), 35-47. 

Delen, D., & Demirkan, H. (2013). Data, information and analytics as services. Decision 
Support Systems, 55(1), 359-363. 

Dhebar, A. (1996). Speeding high-tech producer, meet the balking consumer. Sloan 
Management Review, 37(2), 37-50.  

Di Maio, F., & Zio, E. (2013). Failure prognostics by a data-driven similarity-based 
approach. International Journal of Reliability, Quality and Safety Engineering, 20(01), 
1350001. 

Dombrowski, C., Kim, J. Y., Desouza, K. C., Braganza, A., Papagari, S., Baloh, P., & Jha, S. 
(2007). Elements of innovative cultures. Knowledge and Process Management, 14(3), 190-
202. 

Driscoll, J. W. (1978). Trust and participation in organizational decision making as predictors 
of satisfaction. Academy of management journal, 21(1), 44-56. 

Drucker, P. F. (1993). Post-Capitalist Society> Harper Collins. New York. 

Dulaimi, M. F., Y. Ling, F. Y., Ofori, G., & Silva, N. D. (2002). Enhancing integration and 
innovation in construction. Building research & information, 30(4), 237-247. 

Dunham, R. B. (1984). Organizational behavior: people and processes in management. 
Homewood, Ill.: Irwin. 

Dunham, R.B., Grube, J.A., Gardner, D.G., Cummings, L.L., Pierce, J.L. (1989), "The 
development of an attitude toward change instrument", paper presented at the Academy of 
Management Annual Meeting, Washington, DC.   



 

125 

Dyer, J. H., & Singh, H. (1998). The relational view: Cooperative strategy and sources of 
interorganizational competitive advantage. Academy of management review, 23(4), 660-679. 

Ebert, T. A. (2009). Facets of trust in relationships–a literature synthesis of highly ranked trust 
articles. Journal of business market management, 3(1), 65-84. 

Egbu, C. O., Henry, J., Kaye, G. R., Quintas, P., Schumacher, T. R., & Young, B. A. (1998, 
September). Managing organizational innovations in construction. In Proceedings of the 14th 
Annual Conference Association of Researchers in Construction Management (ARCOM) (pp. 
605-614). ARCOM. 

El Kadiri, S., Grabot, B., Thoben, K. D., Hribernik, K., Emmanouilidis, C., Von Cieminski, 
G., & Kiritsis, D. (2016). Current trends on ICT technologies for enterprise information 
systems. Computers in Industry, 79, 14-33. 

Elia, V., Gnoni, M. G., & Lanzilotto, A. (2016). Evaluating the application of augmented 
reality devices in manufacturing from a process point of view: An AHP based model. Expert 
systems with applications, 63, 187-197. 

Engel, Y., Etzion, O., & Feldman, Z. (2012, July). A basic model for proactive event-driven 
computing. In Proceedings of the 6th ACM international conference on distributed event-based 
systems (pp. 107-118). 

Fama, E. F., & Jensen, M. C. (1983). Separation of ownership and control. The journal of law 
and Economics, 26(2), 301-325. 

Fang, E., Palmatier, R. W., Scheer, L. K., & Li, N. (2008). Trust at different organizational 
levels. Journal of marketing, 72(2), 80-98. 

Farrell, J., & Klemperer, P. (2007). Coordination and lock-in: Competition with switching costs 
and network effects. Handbook of industrial organization, 3, 1967-2072. 

Farrell, J., & Shapiro, C. (1988). Dynamic competition with switching costs. The RAND 
Journal of Economics, 123-137. 

Farrell, J., & Shapiro, C. (1989). Optimal contracts with lock-in. The American Economic 
Review, 51-68. 

Fehr, E., & Gächter, S. (2000). Fairness and retaliation: The economics of reciprocity. Journal 
of economic perspectives, 14(3), 159-181. 

Ford, T. C., Colombi, J. M., Graham, S. R., & Jacques, D. R. (2007). Survey on interoperability 
measurement. AIR FORCE INST OF TECH WRIGHT-PATTERSON AFB OH. 

Fornell, C., & Larcker, D. F. (1981). Evaluating structural equation models with unobservable 
variables and measurement error. Journal of marketing research, 18(1), 39-50. 

Fortino, G., Savaglio, C., Palau, C. E., Puga, J. S. D., Ganzha, M., Paprzycki, M., ... & Llop, 
M. (2018). Towards multi-layer interoperability of heterogeneous IoT platforms: The INTER-
IoT approach. In Integration, interconnection, and interoperability of IoT systems (pp. 199-
232). Springer, Cham. 

Framework, I. (2004). European interoperability framework for pan-european egovernment 
services. 



 

126 

Frank, A. G., Dalenogare, L. S., & Ayala, N. F. (2019). Industry 4.0 technologies: 
Implementation patterns in manufacturing companies. International Journal of Production 
Economics, 210, 15-26. 

Frosini, L., Harlişca, C., & Szabó, L. (2014). Induction machine bearing fault detection by 
means of statistical processing of the stray flux measurement. IEEE Transactions on Industrial 
Electronics, 62(3), 1846-1854. 

Frost, J.(n.d.). Statistics by Jim. https://statisticsbyjim.com/regression/multicollinearity-in-
regression-analysis/  

Gallini, N., & Karp, L. (1989). Sales and consumer lock-in. Economica, 279-294. 

Gann, D. (2000). Building innovation: complex constructs in a changing world. Thomas 
Telford. 

Gassmann, O., Frankenberger, K., & Csik, M. (2014). The business model navigator: 55 
models that will revolutionise your business. Pearson UK.  

George, J. M., & Jones, G. R. (1996). The experience of work and turnover intentions: 
Interactive effects of value attainment, job satisfaction, and positive mood. Journal of applied 
psychology, 81(3), 318. 

Gilchrist, A. (2016). Industry 4.0: the industrial internet of things. Apress. 

Goedkoop, M. J., Van Halen, C. J., Te Riele, H. R., & Rommens, P. J. (1999). Product service 
systems, ecological and economic basics. Report for Dutch Ministries of environment (VROM) 
and economic affairs (EZ), 36(1), 1-122. 

Gorecky, D., Khamis, M., & Mura, K. (2017). Introduction and establishment of virtual 
training in the factory of the future. International Journal of Computer Integrated 
Manufacturing, 30(1), 182-190. 

Govindarajan, V., & Kopalle, P. K. (2006). The usefulness of measuring disruptiveness of 
innovations ex post in making ex ante predictions. Journal of product innovation 
management, 23(1), 12-18. 

Granovetter, M., & Action, E. (1985). The problem of embeddedness. American journal of 
sociology, 91(3), 481-510. 

Griliches, Z. (1998). Patent statistics as economic indicators: a survey. In R&D and 
productivity: the econometric evidence (pp. 287-344). University of Chicago Press. 

Grönroos, C. (1997). Keynote paper From marketing mix to relationship marketing‐towards a 
paradigm shift in marketing. Management decision.  

Grönroos, C. (1999). Internationalization strategies for services. Journal of services marketing. 

Grönroos, C. (1999). Relationship marketing: challenges for the organization. Journal of 
business research, 46(3), 327-335. 

Grubic, T. (2014). Servitization and remote monitoring technology: A literature review and 
research agenda. Journal of Manufacturing Technology Management. 

Grubic, T. (2018). Remote monitoring technology and servitization: Exploring the 
relationship. Computers in Industry, 100, 148-158. 



 

127 

Grubic, T., & Jennions, I. (2018). Remote monitoring technology and servitised strategies–
factors characterising the organisational application. International Journal of Production 
Research, 56(6), 2133-2149. 

Gulati, R. (1995). Does familiarity breed trust? The implications of repeated ties for contractual 
choice in alliances. Academy of management journal, 38(1), 85-112. 

Gulati, R., & Nickerson, J. A. (2008). Interorganizational trust, governance choice, and 
exchange performance. Organization science, 19(5), 688-708. 

Gummerus, J., Liljander, V., Pura, M., & Van Riel, A. (2004). Customer loyalty to content‐
based Web sites: the case of an online health‐care service. Journal of services 
Marketing, 18(3), 175-186. 

Guo, Z., Zhou, D., Chen, J., Geng, J., Lv, C., & Zeng, S. (2018). Using virtual reality to support 
the product’s maintainability design: Immersive maintainability verification and evaluation 
system. Computers in Industry, 101, 41-50. 

Haas, P. J., Maglio, P. P., Selinger, P. G., & Tan, W. C. (2011). Data is dead... without what-if 
models. Proceedings of the VLDB Endowment, 4(12), 1486-1489. 

HAIR JUNIOR, J. F., Black, W. C., Babin, B. J., Anderson, R. E., & Tatham, R. L. (1998). 
Multivariate data analysis. New Jersey, 5(3), 207-219. 

Hajjar, S. T. (2018). Statistical analysis: internal-consistency reliability and construct 
validity. International Journal of Quantitative and Qualitative Research Methods, 6(1), 46-57. 

Hartmann, A. (2006). The role of organizational culture in motivating innovative behaviour in 
construction firms. Construction innovation. 

Hasselblatt, M., Huikkola, T., Kohtamäki, M., & Nickell, D. (2018). Modeling manufacturer’s 
capabilities for the Internet of Things. Journal of Business & Industrial Marketing. 

Hayes, A. F. (2017). Introduction to mediation, moderation, and conditional process analysis: 
A regression-based approach. Guilford publications. 

Hazra, A., Adhikari, M., Amgoth, T., & Srirama, S. N. (2021). A comprehensive survey on 
interoperability for IIoT: taxonomy, standards, and future directions. ACM Computing Surveys 
(CSUR), 55(1), 1-35. 

Heim, G. R., & Sinha, K. K. (2005). Service product configurations in electronic business-to-
consumer operations: a taxonomic analysis of electronic food retailers. Journal of Service 
Research, 7(4), 360-376. 

Henderson, R. (1993). Underinvestment and incompetence as responses to radical innovation: 
Evidence from the photolithographic alignment equipment industry. The RAND Journal of 
Economics, 248-270. 

Henning, K., Wolfgang, W., & Johannes, H. (2013). Recommendations for implementing the 
strategic initiative INDUSTRIE 4.0. Final report of the Industrie, 4, 82. 

Hermann, M., Pentek, T., & Otto, B. (2016, January). Design principles for industrie 4.0 
scenarios. In 2016 49th Hawaii international conference on system sciences (HICSS) (pp. 
3928-3937). IEEE. 

Hogan, S. J., & Coote, L. V. (2014). Organizational culture, innovation, and performance: A 
test of Schein's model. Journal of business research, 67(8), 1609-1621. 



 

128 

Hooper, D., Coughlan, J., & Mullen, M. R. (2008). Structural equation modelling: Guidelines 
for determining model fit. Electronic journal of business research methods, 6(1), pp53-60. 

Hu, L. T., & Bentler, P. M. (1999). Cutoff criteria for fit indexes in covariance structure 
analysis: Conventional criteria versus new alternatives. Structural equation modeling: a 
multidisciplinary journal, 6(1), 1-55. 

Hu, L. T., Bentler, P. M., & Kano, Y. (1992). Can test statistics in covariance structure analysis 
be trusted?. Psychological bulletin, 112(2), 351. 

Hua, L., Junguo, Z., & Fantao, L. (2014). Internet of things technology and its applications in 
smart grid. TELKOMNIKA Indonesian Journal of Electrical Engineering, 12(2), 940-946. 

Huang, M. H., & Rust, R. T. (2017). Technology-driven service strategy. Journal of the 
Academy of Marketing Science, 45(6), 906-924. 

Hurst, W., Shone, N., & Tully, D. (2019, March). Investigations into the Development of a 
Knowledge Transfer Platform for Business Productivity. In 2019 5th International Conference 
on Information Management (ICIM) (pp. 159-164). IEEE. 

Hypko, P., Tilebein, M., & Gleich, R. (2010). Benefits and uncertainties of performance‐based 
contracting in manufacturing industries: An agency theory perspective. Journal of Service 
Management.  

Iantovics, L. B. (2021). Black-box-based mathematical modelling of machine intelligence 
measuring. Mathematics, 9(6), 681. 

Iantovics, L. B., Gligor, A., Niazi, M. A., Biro, A. I., Szilagyi, S. M., & Tokody, D. (2018). 
Review of recent trends in measuring the computing systems intelligence. BRAIN. Broad 
Research in Artificial Intelligence and Neuroscience, 9(2), 77-94. 

Islam, M. M., Kim, J., Khan, S. A., & Kim, J. M. (2017). Reliable bearing fault diagnosis using 
Bayesian inference-based multi-class support vector machines. The Journal of the Acoustical 
Society of America, 141(2), EL89-EL95. 

ISO 55000 (2104). Asset Management. https://www.iso.org/obp/ui/#iso:std:iso:55000:ed-
1:v2:en (definition of assets)  

Ivy Wigmore. (2014, June) Internet of Things (IoT) definition. 
https://www.techtarget.com/iotagenda/definition/thing-in-the-Internet-of-Things  

Jardine, A. K., Lin, D., & Banjevic, D. (2006). A review on machinery diagnostics and 
prognostics implementing condition-based maintenance. Mechanical systems and signal 
processing, 20(7), 1483-1510. 

Javier, S. P., Márquez, A. C., & Rosique, A. S. (2016). Criticality Analysis for optimising 
OPEX cost lifecycle. IFAC-PapersOnLine, 49(28), 7-12. 

Jian, M., Xia, K., Wang, Q., Yin, Z., Wang, H., Wang, C., ... & Zhang, Y. (2017). Flexible and 
highly sensitive pressure sensors based on bionic hierarchical structures. Advanced Functional 
Materials, 27(9), 1606066. 

Jiang, X., Wu, L., & Ge, M. (2017). A novel faults diagnosis method for rolling element 
bearings based on ewt and ambiguity correlation classifiers. Entropy, 19(5), 231. 



 

129 

Kabir, G., Sadiq, R., & Tesfamariam, S. (2014). A review of multi-criteria decision-making 
methods for infrastructure management. Structure and infrastructure engineering, 10(9), 
1176-1210. 

Kang, S., & Chung, K. (2020). IoT Framework for Interoperability in the oneM2M 
Architecture. Advances in Electrical and Computer Engineering, 20(2), 11-18. 

Karim, R., Candell, O., & Söderholm, P. (2009). E‐maintenance and information logistics: 
aspects of content format. Journal of Quality in Maintenance Engineering. 

Kasunic, M. (2001). Measuring Systems Interoperability. https://apps.dtic.mil/sti/ pdfs/ 
ADA400176.pdf  

Kaynama, S. A., & Black, C. I. (2000). A proposal to assess the service quality of online travel 
agencies: An exploratory study. Journal of professional services marketing, 21(1), 63-88. 

Kenny, D. A., & McCoach, D. B. (2003). Effect of the number of variables on measures of fit 
in structural equation modeling. Structural equation modeling, 10(3), 333-351. 

Kenny, D.A. (2021, May 4) Mediation, http://davidakenny.net/cm/mediate.htm 

Khanna, A., & Kaur, S. (2019). Evolution of Internet of Things (IoT) and its significant impact 
in the field of Precision Agriculture. Computers and electronics in agriculture, 157, 218-231. 

Kiel, D., Arnold, C., & Voigt, K. I. (2017). The influence of the Industrial Internet of Things 
on business models of established manufacturing companies–A business level 
perspective. Technovation, 68, 4-19. 

Kline, R. B. (1998). Structural equation modeling. New York: Guilford. 

Knight, R. (2015). Convincing skeptical employees to adopt new technology. Harvard 
Business Review, 2, 1-7. 

Kobayashi, H., Hara, Y., & Usui, T. (2017). Trust building process for new market entrants: a 
case study of a Japanese cosmetics company’s business expansion in China. Journal of 
Business & Industrial Marketing. 

Komonen, K., Kortelainen, H., & Räikkonen, M. (2006). An asset management framework to 
improve longer term returns on investments in the capital intensive industries. In Engineering 
asset management (pp. 418-432). Springer, London. 

Koo, J., Oh, S. R., & Kim, Y. G. (2019). Device identification interoperability in heterogeneous 
IoT platforms. sensors, 19(6), 1433. 

Kortuem, G., Kawsar, F., Sundramoorthy, V., & Fitton, D. (2009). Smart objects as building 
blocks for the internet of things. IEEE Internet Computing, 14(1), 44-51. 

Kotzé, P., & Neaga, I. (2010). Towards an enterprise interoperability framework. 

Kouroubali, A., & Katehakis, D. G. (2019). The new European interoperability framework as 
a facilitator of digital transformation for citizen empowerment. Journal of biomedical 
informatics, 94, 103166. 

Kuan, K. K., & Chau, P. Y. (2001). A perception-based model for EDI adoption in small 
businesses using a technology–organization–environment framework. Information & 
management, 38(8), 507-521. 



 

130 

Lapierre, J. (2000). Customer‐perceived value in industrial contexts. Journal of business & 
industrial marketing. 

Lee, B. M. (2014). Design requirements for IoT healthcare model using an open IoT 
platform. computer, 4(5). 

Lee, E. A. (2008, May). Cyber physical systems: Design challenges. In 2008 11th IEEE 
international symposium on object and component-oriented real-time distributed computing 
(ISORC) (pp. 363-369). IEEE. 

Lee, I., & Lee, K. (2015). The Internet of Things (IoT): Applications, investments, and 
challenges for enterprises. Business horizons, 58(4), 431-440. 

Lee, J., Bagheri, B., & Kao, H. A. (2014, July). Recent advances and trends of cyber-physical 
systems and big data analytics in industrial informatics. In International proceeding of int 
conference on industrial informatics (INDIN) (pp. 1-6). 

Lee, J., Bagheri, B., & Kao, H. A. (2015). A cyber-physical systems architecture for industry 
4.0-based manufacturing systems. Manufacturing letters, 3, 18-23. 

Lee, J., Lapira, E., Bagheri, B., & Kao, H. A. (2013). Recent advances and trends in predictive 
manufacturing systems in big data environment. Manufacturing letters, 1(1), 38-41. 

Lee, J., Wu, F., Zhao, W., Ghaffari, M., Liao, L., & Siegel, D. (2014). Prognostics and health 
management design for rotary machinery systems—Reviews, methodology and 
applications. Mechanical systems and signal processing, 42(1-2), 314-334. 

Legner, C., & Wende, K. (2006). Towards an excellence framework for business 
interoperability. 

Lemon, M., & Sahota, P. S. (2004). Organizational culture as a knowledge repository for 
increased innovative capacity. Technovation, 24(6), 483-498. 

Levitt, B., & March, J. G. (1988). Organizational learning. Annual review of sociology, 319-
340. 

Levitt, T. (1972). Production-line approach to service. Harvard business review, 50(5), 41-52. 

Li, H., & Suomi, R. (2009). A proposed scale for measuring e-service quality. International 
Journal of u-and e-Service, Science and Technology, 2(1), 1-10. 

Lightfoot, H. W., Baines, T., & Smart, P. (2011). Examining the information and 
communication technologies enabling servitized manufacture. Proceedings of the institution of 
mechanical engineers, part b: journal of engineering manufacture, 225(10), 1964-1968. 

Lightfoot, H., Baines, T., & Smart, P. (2013). The servitization of manufacturing: A systematic 
literature review of interdependent trends. International Journal of Operations & Production 
Management. 

Lilien, G. L. (2016). The B2B knowledge gap. International Journal of Research in 
Marketing, 33(3), 543-556. 

Lin, H. F. (2011). An empirical investigation of mobile banking adoption: The effect of 
innovation attributes and knowledge-based trust. International journal of information 
management, 31(3), 252-260. 



 

131 

Linstone, H. A., & Mitroff, I. I. (1994). The challenge of the 21st century: Managing 
technology and ourselves in a shrinking world. SUNY Press. 

Liu, H., Zhou, J., Xu, Y., Zheng, Y., Peng, X., & Jiang, W. (2018). Unsupervised fault 
diagnosis of rolling bearings using a deep neural network based on generative adversarial 
networks. Neurocomputing, 315, 412-424. 

Liu, H., Zhou, J., Zheng, Y., Jiang, W., & Zhang, Y. (2018). Fault diagnosis of rolling bearings 
with recurrent neural network-based autoencoders. ISA transactions, 77, 167-178. 

Löffler, M., & Tschiesner, A. (2013). The Internet of Things and the future of 
manufacturing. McKinsey & Company, 4. 

Luoto, S., Brax, S. A., & Kohtamäki, M. (2017). Critical meta-analysis of servitization 
research: Constructing a model-narrative to reveal paradigmatic assumptions. Industrial 
Marketing Management, 60, 89-100. 

Macaulay, S. (1963). The Use and Non-Use of Contracts in the Manufacturing 
Industry. Stewart Macaulay: Selected Works, 33. 

Mahloo, M., Soares, J. M., & Roozbeh, A. (2017, September). Techno-economic framework 
for cloud infrastructure: A cost study of resource disaggregation. In 2017 Federated 
Conference on Computer Science and Information Systems (FedCSIS) (pp. 733-742). IEEE. 

Marcus, G. (2020). The next decade in ai: four steps towards robust artificial intelligence. arXiv 
preprint arXiv:2002.06177. 

Mariñoso, B. G. (2001). Technological incompatibility, endogenous switching costs and lock‐
in. The Journal of Industrial Economics, 49(3), 281-298. 

Mario Hermann, Tobias Pentek, and Boris Otto. 2016. Design principles for industrie 4.0 
scenarios. In 2016 49th Hawaii international conference on system sciences (HICSS). IEEE, 
3928–3937. 

Martins, C., Oliveira, T., & Popovič, A. (2014). Understanding the Internet banking adoption: 
A unified theory of acceptance and use of technology and perceived risk 
application. International journal of information management, 34(1), 1-13. 

Mayer, K. J., & Argyres, N. S. (2004). Learning to contract: Evidence from the personal 
computer industry. Organization science, 15(4), 394-410. 

Mayer, R. C., Davis, J. H., & Schoorman, F. D. (1995). An integrative model of organizational 
trust. Academy of management review, 20(3), 709-734. 

McDonald, M. L., Westphal, J. D., & Graebner, M. E. (2008). What do they know? The effects 
of outside director acquisition experience on firm acquisition performance. Strategic 
management journal, 29(11), 1155-1177. 

Mehmetoglu, M. (2018). Medsem: A Stata package for statistical mediation analysis. 

Milichovský, F. (2013). New tools for effective marketing communications. Acta Universitatis 
Bohemiae Meridionalis, 16(1), 35-43. 

Miller, G. A. (1956). The magical number seven, plus or minus two: Some limits on our 
capacity for processing information. Psychological review, 63(2), 81. 



 

132 

Mohr, J., Slater, S. F., & Sengupta, S. (2010). Technology marketing. The Handbook of 
Technology Management, 2, 421-34, in Bidgoli, H. (2010). The handbook of technology 
management, supply chain management, marketing and advertising, and global 
management (Vol. 2). John Wiley & Sons. 

Moon, T., Fewell, S., & Reynolds, H. (2008). The what, why, when and how of 
interoperability. Defence & Security Analysis, 24(1), 5-17. 

Moran, P., & Ghoshal, S. (1996, August). VALUE CREATION BY FIRMS. In Academy of 
management proceedings (Vol. 1996, No. 1, pp. 41-45). Briarcliff Manor, NY 10510: 
Academy of Management. 

Moura, R., Ceotto, L., Gonzalez, A., & Toledo, R. (2018, December). Industrial Internet of 
Things (IIoT) platforms-an evaluation model. In 2018 International Conference on 
Computational Science and Computational Intelligence (CSCI) (pp. 1002-1009). IEEE. 

Muganyi, P., Mbohwa, C., & Madanhire, I. (2018). Warranting physical assets reliability 
through criticality optimization. In Proceedings of the International Conference on Industrial 
Engineering and Operations Management (pp. 3383-3393). 

Naik, P., Schroeder, A., Kapoor, K. K., Bigdeli, A. Z., & Baines, T. (2020). Behind the scenes 
of digital servitization: actualising IoT-enabled affordances. Industrial Marketing 
Management, 89, 232-244. 

Nda, R. M., Tasmin, R., & Hamid, A. A. (2020). Assessment of big data analytics maturity 
models: an overview. In Proceedings of the 5th NA International Conference on Industrial 
Engineering and Operations Management (pp. 10-14). 

Neely, A. (2007, June). The servitization of manufacturing: an analysis of global trends. In 14th 
European Operations Management Association Conference (pp. 1-10). Turkey Ankara. 

Netemeyer, R. G., Bearden, W. O., & Sharma, S. (2003). Scaling procedures: Issues and 
applications. sage publications. 

Noura, M., Atiquzzaman, M., & Gaedke, M. (2019). Interoperability in internet of things: 
Taxonomies and open challenges. Mobile networks and applications, 24(3), 796-809. 

Novales, A., Mocker, M., & Simonovich, D. (2016). IT-enriched" digitized" products: building 
blocks and challenges. 

Noy N et al., 2005. Semantic Integration & Interoperability Using RDF and OWL. W3C 
https://www.w3.org/2001/sw/BestPractices/OEP/SemInt/ 

Nunally, J. C., & Bernstein, I. (1978). Psychometric Theory, ed. New York McGraw. 

O’Brien, H. L. (2010). The influence of hedonic and utilitarian motivations on user 
engagement: The case of online shopping experiences. Interacting with computers, 22(5), 344-
352. 

O’brien, R. M. (2007). A caution regarding rules of thumb for variance inflation 
factors. Quality & quantity, 41(5), 673-690. 

Obal, M. (2013). Why do incumbents sometimes succeed? Investigating the role of 
interorganizational trust on the adoption of disruptive technology. Industrial Marketing 
Management, 42(6), 900-908. 



 

133 

Oliva, R., & Kallenberg, R. (2003). Managing the transition from products to 
services. International journal of service industry management. 

Opara-Martins, J., Sahandi, R., & Tian, F. (2014, November). Critical review of vendor lock-
in and its impact on adoption of cloud computing. In International Conference on Information 
Society (i-Society 2014) (pp. 92-97). IEEE. 

Opresnik, D., & Taisch, M. (2015). The value of big data in servitization. International journal 
of production economics, 165, 174-184. 

Parasuraman, A., Berry, L., & Zeithaml, V. (2002). Refinement and reassessment of the 
SERVQUAL scale. Journal of retailing, 67(4), 114. 

Parvatiyar, A., & Sheth, J. N. (1999). Handbook of relationship marketing. Sage Publications. 

Pavlou, P. A. (2002). Institution-based trust in interorganizational exchange relationships: the 
role of online B2B marketplaces on trust formation. The Journal of Strategic Information 
Systems, 11(3-4), 215-243. 

Pavlou, P. A., & Gefen, D. (2004). Building effective online marketplaces with institution-
based trust. Information systems research, 15(1), 37-59. 

Pearl, J. (2022). Direct and indirect effects. In Probabilistic and Causal Inference: The Works 
of Judea Pearl (pp. 373-392).  

Pituch, K. A., & Stevens, J. P. (2016). Applied Multivariate Statistics for the Social Sciences. 
6th edn. New York and London. 

Polfliet, S., Ryckbosch, F., & Eeckhout, L. (2011, May). Optimizing the datacenter for data-
centric workloads. In Proceedings of the international conference on Supercomputing (pp. 
182-191). 

Porter, M. E., & Heppelmann, J. E. (2014). How smart, connected products are transforming 
competition. Harvard business review, 92(11), 64-88. 

Porter, M. E., & Heppelmann, J. E. (2015). How smart, connected products are transforming 
companies. Harvard business review, 93(10), 96-114. 

Porter, M. E., & Millar, V. E. (1985). How information gives you competitive advantage. 

Porter, M. E., & Strategy, C. (1980). Techniques for analyzing industries and 
competitors. Competitive Strategy. New York: Free. 

Power, D. J. (2014). Using ‘Big Data’for analytics and decision support. Journal of Decision 
Systems, 23(2), 222-228. 

Preston, C. C., & Colman, A. M. (2000). Optimal number of response categories in rating 
scales: reliability, validity, discriminating power, and respondent preferences. Acta 
psychologica, 104(1), 1-15. 

Priyadarshinee, P., Raut, R. D., Jha, M. K., & Gardas, B. B. (2017). Understanding and 
predicting the determinants of cloud computing adoption: A two staged hybrid SEM-Neural 
networks approach. Computers in Human Behavior, 76, 341-362.Provost, F., & Fawcett, T. 
(2013). Data science and its relationship to big data and data-driven decision making. Big 
data, 1(1), 51-59. 



 

134 

Radatz, J., Geraci, A., & Katki, F. (1990). IEEE standard glossary of software engineering 
terminology. IEEE Std. 610.12-1990. Computer Society of the IEEE. 

Raddats, C., & Easingwood, C. (2010). Services growth options for B2B product-centric 
businesses. Industrial marketing management, 39(8), 1334-1345. 

Ramdani, B., Kawalek, P., & Lorenzo, O. (2009). Predicting SMEs' adoption of enterprise 
systems. Journal of enterprise information management. 

Rashid, Z. A., Sambasivan, M., & Rahman, A. A. (2004). The influence of organizational 
culture on attitudes toward organizational change. Leadership & organization development 
Journal. 

Ratnasingam, P., Gefen, D., & Pavlou, P. A. (2005). The role of facilitating conditions and 
institutional trust in electronic marketplaces. Journal of Electronic Commerce in 
Organizations (JECO), 3(3), 69-82. 

Ravishanker, G. (2011). Doing academic analytics right: Intelligent answers to simple 
questions. Research bulletin, 2, 2011.  

Raykov, T. (1997). Estimation of composite reliability for congeneric measures. Applied 
Psychological Measurement, 21(2), 173-184. 

Rėklaitis, K., & Pilelienė, L. (2019). Principle differences between B2B and B2C marketing 
communication processes. Organizacijø Vadyba: Sisteminiai Tyrimai, (81), 73-86. 

Robins, J. M., & Greenland, S. (1992). Identifiability and exchangeability for direct and 
indirect effects. Epidemiology, 143-155. 

Rogers, E. M., Singhal, A., & Quinlan, M. M. (2014). Diffusion of innovations. In An 
integrated approach to communication theory and research (pp. 432-448). Routledge. 

Rüßmann, M., Lorenz, M., Gerbert, P., Waldner, M., Justus, J., Engel, P., & Harnisch, M. 
(2015). Industry 4.0: The future of productivity and growth in manufacturing industries. Boston 
consulting group, 9(1), 54-89. 

Rust, R. T., & Chung, T. S. (2006). Marketing models of service and relationships. Marketing 
science, 25(6), 560-580. 

Rust, R. T., & Huang, M. H. (2012). Optimizing service productivity. Journal of 
Marketing, 76(2), 47-66. 

Rust, R. T., & Huang, M. H. (2014). The service revolution and the transformation of marketing 
science. Marketing Science, 33(2), 206-221. 

Rymaszewska, A., Helo, P., & Gunasekaran, A. (2017). IoT powered servitization of 
manufacturing–an exploratory case study. International journal of production economics, 192, 
92-105. 

Sanghi, P., & Dowe, D. L. (2003, July). A computer program capable of passing IQ tests. In 4th 
Intl. Conf. on Cognitive Science (ICCS’03), Sydney (pp. 570-575). 

Scheer, L. K., & Stern, L. W. (1992). The effect of influence type and performance outcomes 
on attitude toward the influencer. Journal of marketing research, 29(1), 128-142. 

Schein, E. H. (1996). Culture: The missing concept in organization studies. Administrative 
science quarterly, 229-240. 



 

135 

Schneider, M., Hippchen, B., Abeck, S., Jacoby, M., & Herzog, R. (2018, June). Enabling IoT 
platform interoperability using a systematic development approach by example. In 2018 
Global Internet of Things Summit (GIoTS) (pp. 1-6). IEEE. 

Schölkopf, B., Platt, J. C., Shawe-Taylor, J., Smola, A. J., & Williamson, R. C. (2001). 
Estimating the support of a high-dimensional distribution. Neural computation, 13(7), 1443-
1471. 

Schuh, G., Anderl, R., Gausemeier, J., ten Hompel, M., & Wahlster, W. (Eds.). 
(2017). Industrie 4.0 maturity index: managing the digital transformation of companies. 
Herbert Utz Verlag GmbH. 

Schuh, G., Wenger, L., Stich, V., Hicking, J., & Gailus, J. (2020). Outcome economy: 
Subscription business models in machinery and plant engineering. Procedia CIRP, 93, 599-
604. 

Schumacker, R. E., & Lomax, R. G. (2004). A beginner's guide to structural equation 
modeling. psychology press. 

Scott III, C. L. (1980). Interpersonal trust: A comparison of attitudinal and situational 
factors. Human Relations, 33(11), 805-812. 

Scurati, G. W., Gattullo, M., Fiorentino, M., Ferrise, F., Bordegoni, M., & Uva, A. E. (2018). 
Converting maintenance actions into standard symbols for Augmented Reality applications in 
Industry 4.0. Computers in Industry, 98, 68-79. 

Seppänen, R., Blomqvist, K., & Sundqvist, S. (2007). Measuring inter-organizational trust—a 
critical review of the empirical research in 1990–2003. Industrial marketing 
management, 36(2), 249-265. 

Shacklett Mary, (2019, March 13). Seven Tips for identifying and managing IIoT deployment 
costs. ZDNet. https://www.zdnet.com/article/seven-tips-for-identifying-and-managing-iiot-
deployment-costs/ 

Shehzad, H. M. F., Ibrahim, R. B., Yusof, A. F., Khaidzir, K. A. M., Iqbal, M., & Razzaq, S. 
(2021). The role of interoperability dimensions in building information modelling. Computers 
in Industry, 129, 103444. 

Sheth, J. N., & Parvatiyar, A. (2000). The domain and conceptual foundations of relationship 
marketing. Handbook of relationship marketing, 3-38. 

Shostack, G. L. (1977). Breaking free from product marketing. Journal of marketing, 41(2), 
73-80. 

Shrout, P. E., & Bolger, N. (2002). Mediation in experimental and nonexperimental studies: 
new procedures and recommendations. Psychological methods, 7(4), 422. 

Sila, I. (2013). Factors affecting the adoption of B2B e-commerce technologies. Electronic 
commerce research, 13(2), 199-236. 

Sinche, S., Raposo, D., Armando, N., Rodrigues, A., Boavida, F., Pereira, V., & Silva, J. S. 
(2019). A survey of IoT management protocols and frameworks. IEEE Communications 
Surveys & Tutorials, 22(2), 1168-1190. 

Sobel, M. E. (1982). Asymptotic confidence intervals for indirect effects in structural equation 
models. Sociological methodology, 13, 290-312. 



 

136 

Söderholm, P., Karim, R., Candell, O., & Kumar, U. (2009). Condition monitoring and 
maintenance support information services. In International Conference on Condition 
Monitoring and Machinery Failure Prevention Technologies: 23/06/2009-25/06/2009 (pp. 
284-294). British Institute of Non-Destructive Testing and Coxmoor Publishing. 

Soltanpoor, R., & Sellis, T. (2016, September). Prescriptive analytics for big data. 
In Australasian database conference (pp. 245-256). Springer, Cham. 

Stock, T., Obenaus, M., Kunz, S., & Kohl, H. (2018). Industry 4.0 as enabler for a sustainable 
development: A qualitative assessment of its ecological and social potential. Process Safety 
and Environmental Protection, 118, 254-267. 

Subramanian, A., & Nilakanta, S. (1996). Organizational innovativeness: Exploring the 
relationship between organizational determinants of innovation, types of innovations, and 
measures of organizational performance. Omega, 24(6), 631-647. 

Sung, T. K. (2018). Industry 4.0: a Korea perspective. Technological forecasting and social 
change, 132, 40-45. 

Sutton, R. I. (2001). The weird rules of creativity. Harvard business review, 79(8), 94-103. 

SWEFC (n.d.) Criticality. https://swefc.unm.edu/iamf/criticality-introduction/ (definition of 
criticality) 

Taber, K. S. (2018). The use of Cronbach’s alpha when developing and reporting research 
instruments in science education. Research in science education, 48(6), 1273-1296. 

Tabusca, A. (2015). Present and Future Economics of Augmented Reality. Journal of 
Information Systems & Operations Management, 482. 

Tan, Y., Yang, W., Yoshida, K., & Takakuwa, S. (2019). Application of IoT-aided simulation 
to manufacturing systems in cyber-physical system. Machines, 7(1), 2. 

Tao, F., Zhang, H., Liu, A., & Nee, A. Y. (2018). Digital twin in industry: State-of-the-
art. IEEE Transactions on industrial informatics, 15(4), 2405-2415. 

Tashakkori, A., & Creswell, J. W. (2007). The new era of mixed methods. Journal of mixed 
methods research, 1(1), 3-7. 

Theoharakis, V., & Hooley, G. (2003). Organizational resources enabling service 
responsiveness: Evidence from Greece. Industrial Marketing Management, 32(8), 695-702. 

Thoben, K. D., Wiesner, S., & Wuest, T. (2017). “Industrie 4.0” and smart manufacturing-a 
review of research issues and application examples. International journal of automation 
technology, 11(1), 4-16. 

Tolk, A. (2004, April). Composable mission spaces and M&S repositories–applicability of 
open standards. In Spring simulation interoperability workshop, Arlington (VA). 

Tolk, A., & Muguira, J. A. (2003, September). The levels of conceptual interoperability model. 
In Proceedings of the 2003 fall simulation interoperability workshop (Vol. 7, pp. 1-11). 
Citeseer. 

Tornatzky, L. G., Fleischer, M., & Chakrabarti, A. K. (1990). Processes of technological 
innovation. Lexington books. 



 

137 

Tukker, A. (2004). Eight types of product–service system: eight ways to sustainability? 
Experiences from SusProNet. Business strategy and the environment, 13(4), 246-260. 

Tuli, K. R., Bharadwaj, S. G., & Kohli, A. K. (2010). Ties that bind: the impact of multiple 
types of ties with a customeron sales growth and sales volatility. Journal of Marketing 
Research, 47(1), 36-50. 

Turner, C. J., Hutabarat, W., Oyekan, J., & Tiwari, A. (2016). Discrete event simulation and 
virtual reality use in industry: new opportunities and future trends. IEEE Transactions on 
Human-Machine Systems, 46(6), 882-894. 

Tushman, M., & Nadler, D. (1986). Organizing for innovation. California management 
review, 28(3), 74-92. 

Ullman, J. (2001). Structural equation modeling. U: BG Tabachnick, LS Fidel (ur.)-Using 
Multivariate Statistics. 

Van Barneveld, A., Arnold, K. E., & Campbell, J. P. (2012). Analytics in higher education: 
Establishing a common language. EDUCAUSE learning initiative, 1(1), l-ll. 

van der Veer, H., & Wiles, A. (2018). ETSI White paper No. 3 Achieving Technical 
Interoperability—The ETSI Approach. European Telecommunications Standards Institue 
(ETSI): Sophia Antipolis, France. 

van der Veer, H., & Wiles, A. (2018). ETSI White paper No. 3 Achieving Technical 
Interoperability—The ETSI Approach. European Telecommunications Standards Institue 
(ETSI): Sophia Antipolis, France. 

Vandermerwe, S., & Rada, J. (1988). Servitization of business: adding value by adding 
services. European management journal, 6(4), 314-324. 

Vargo, S. L. (2008). Customer integration and value creation: paradigmatic traps and 
perspectives. Journal of service research, 11(2), 211-215. 

Vargo, S. L., & Lusch, R. F. (2004). Evolving to a New Dominant Logic for 
Marketing. Journal of Marketing, 68, 1-17. 

Vargo, S. L., Maglio, P. P., & Akaka, M. A. (2008). On value and value co-creation: A service 
systems and service logic perspective. European management journal, 26(3), 145-152. 

Vendrell-Herrero, F., Bustinza, O. F., Parry, G., & Georgantzis, N. (2017). Servitization, 
digitization and supply chain interdependency. Industrial Marketing Management, 60, 69-81. 

Venkatesh, V., & Davis, F. D. (2000). A theoretical extension of the technology acceptance 
model: Four longitudinal field studies. Management science, 46(2), 186-204. 

Verma, V., Sharma, D., & Sheth, J. (2016). Does relationship marketing matter in online 
retailing? A meta-analytic approach. Journal of the academy of marketing science, 44(2), 206-
217. 

Vernadat, F. B. (2007). Interoperable enterprise systems: Principles, concepts, and 
methods. Annual reviews in Control, 31(1), 137-145. 

Vittinghoff, E., Glidden, D. V., Shiboski, S. C., & McCulloch, C. E. (2006). Regression 
methods in biostatistics: linear, logistic, survival, and repeated measures models. 



 

138 

Vogl, G. W., Weiss, B. A., & Helu, M. (2019). A review of diagnostic and prognostic 
capabilities and best practices for manufacturing. Journal of Intelligent Manufacturing, 30(1), 
79-95. 

Voss, C. (2000). Developing an eService strategy. Business strategy review, 11(1), 21-34. 

Vrana, J. (2020). NDE 4.0: the fourth revolution in non-destructive evaluation: digital twin, 
semantics, interfaces, networking, feedback, new markets and integration into the industrial 
internet of things. arXiv preprint arXiv:2004.05193.  

Wang, L., Törngren, M., & Onori, M. (2015). Current status and advancement of cyber-
physical systems in manufacturing. Journal of Manufacturing Systems, 37, 517-527. 

Wang, S., Wan, J., Li, D., & Zhang, C. (2016). Implementing smart factory of industrie 4.0: an 
outlook. International journal of distributed sensor networks, 12(1), 3159805. 

Wang, S., Wan, J., Zhang, D., Li, D., & Zhang, C. (2016). Towards smart factory for industry 
4.0: a self-organized multi-agent system with big data-based feedback and 
coordination. Computer networks, 101, 158-168. 

Watson, H. J. (2011). Business analytics insight: Hype or here to stay. Business Intelligence 
Journal, 16(1), 4-8. 

Wayne, E. (2007). Extending the Value of Your Data Warehousing Investment. The Data 
Warehouse Institute. 

WebNMS. (n.d.), Industrial IoT (IIoT) Solutions. https://www.webnms.com/iot/industrial-iot-
solutions.html   

Weller, C., Kleer, R., & Piller, F. T. (2015). Economic implications of 3D printing: Market 
structure models in light of additive manufacturing revisited. International Journal of 
Production Economics, 164, 43-56. 

Wheaton, B., Muthen, B., Alwin, D. F., & Summers, G. F. (1977). Assessing reliability and 
stability in panel models. Sociological methodology, 8, 84-136. 

Wigmore Ivy. (2014 January). Thing (in the Internet of Things) 
https://internetofthingsagenda.techtarget.com/definition/thing-in-the-Internet-of-Things 

Woolthuis, R. K., Hillebrand, B., & Nooteboom, B. (2005). Trust, contract and relationship 
development. Organization studies, 26(6), 813-840. 

Wu, L., & Chen, J. L. (2005). An extension of trust and TAM model with TPB in the initial 
adoption of on-line tax: an empirical study. International Journal of Human-Computer 
Studies, 62(6), 784-808. 

Zaheer, A., & Bachmann, R. (2008). The Dynamics of Trust. 

Zaheer, A., McEvily, B., & Perrone, V. (1998). Does trust matter? Exploring the effects of 
interorganizational and interpersonal trust on performance. Organization science, 9(2), 141-
159. 

Zammuto, R. F., Griffith, T. L., Majchrzak, A., Dougherty, D. J., & Faraj, S. (2007). 
Information technology and the changing fabric of organization. Organization science, 18(5), 
749-762. 



 

139 

Zeithaml, V. A., Parasuraman, A., & Berry, L. L. (1985). Problems and strategies in services 
marketing. Journal of marketing, 49(2), 33-46. 

Zeithaml, V. A., Parasuraman, A., & Malhotra, A. (2000). A conceptual framework for 
understanding e-service quality: implications for future research and managerial 
practice (Vol. 115). Cambridge, MA: Marketing Science Institute. 

Zhang, J., Guo, B., Chen, H., Yu, Z., Tian, J., & Chin, A. (2015, August). Public sense: refined 
urban sensing and public facility management with crowdsourced data. In 2015 IEEE 12th Intl 
Conf on Ubiquitous Intelligence and Computing and 2015 IEEE 12th Intl Conf on Autonomic 
and Trusted Computing and 2015 IEEE 15th Intl Conf on Scalable Computing and 
Communications and Its Associated Workshops (UIC-ATC-ScalCom) (pp. 1407-1412). IEEE. 

Zhong, R. Y., Xu, X., Klotz, E., & Newman, S. T. (2017). Intelligent manufacturing in the 
context of industry 4.0: a review. Engineering, 3(5), 616-630. 

Zhu, K., Kraemer, K., & Xu, S. (2002). A cross-country study of electronic business adoption 
using the technology-organization-environment framework. ICIS 2002 Proceedings, 31. 

Zhu, K., Kraemer, K., & Xu, S. (2003). Electronic business adoption by European firms: a 
cross-country assessment of the facilitators and inhibitors. European journal of information 
systems, 12(4), 251-268. 

Zucker, L. G. (1986). Production of trust: Institutional sources of economic structure, 1840–
1920. Research in organizational behavior. 

 

 

 

 

 

 

 



 

140 

9. Appendix 

 



 

141 

Appendix A Survey Questionnaire 

 Based on your experience, please indicate the response that most closely describes the degree of importance on a scale 
of 1 to 7, with (1) being Strongly disagree, (2) Disagree (3) Disagree Somewhat (4) Neither Agree nor Disagree (5) 
Somewhat Agree (6) Agree and (7) Strongly Agree. 

Strongly 
Disagree 

Disagree 
Somewhat 
Disagree 

Neither 
Agree nor 
Disagree 

Somewhat 
Agree 

Agree 
Strongly 

Agree 

  1 2 3 4 5 6 7 

6 Think of interoperability as the ability of two or more IoT devices, systems, applications or platforms to communicate, 
exchange information and use it. I believe interoperability is high when... 

       

 devices from different types/suppliers can communicate with each other on a platform        

 data can be seamlessly routed from wireless and wired instruments over the network for end-to-end communication.        

 data from the sender can be correctly comprehended by the receiver without any mismatch        

 data can be transferred independent of the Operating system        

 information can be exchanged seamlessly between IoT platform and my companies internal systems like ERP, 
CRM (Customer Relationship Management) and BPM (Business process management) applications. 

       

         

7 Think about the various types of costs and their impact on the decision to implement an IoT Solution        

 Hardware devices like sensors, routers, gateways, upgrading/modification of servers, and storage capacity are high 
costs of implementing IoT solutions. 

       

 Software license, customization, and software modification for compatibility are high costs of implementing IoT 
solutions. 

       

 Services Costs like external consulting fees, training of employees, cloud service and insurance premium        

 Data Integration costs from different software's/platform        

 Operating Costs like Subscription fees, maintenance costs        

         

8 Think about the dependence on the Solution provider that users may encounter when implementing an IoT Solution        

 Most of the IoT Solutions available are proprietary, incompatible with other providers and prevent integration onto 
one platform 

       

 There is a lack of industry standards on IoT Solutions to allow changing suppliers/service providers easily        

 For critical equipment, proprietary IoT solution from vendors is acceptable due to their expertise in their supplies, 
product and services. 

       

 For non-critical equipment, a proprietary IoT solution is acceptable        

         



 

142 

9 Think about the machinery/equipment that is considered as Critical by the user. Based on it, a Critical equipment is 
any equipment that 

       

 affects the overall production capacity of the plant/factory        

 affects the safety of operators in the plant        

 has no spare Unit/redundancy available        

 is customized for the requirement/supplied from a monopoly supplier and requires's specialized knowledge        

 where we lack in-house maintenance capability of that particular equipment        

 for which the supplier may not be able to provide a fast service response        

 that has a high first cost/ cost of purchase        

 that is a bad actor/frequently failing        

         

10 Think of Responsiveness as the ability to respond quickly to requests and assist with problems. Please rate by the 
degree of importance the responsiveness requirement from IoT Solution Provider 

       

 has fast, efficient procedures for providing inputs on key parameters        

 typically meets our expectations for life cycle reliability        

 Turnaround time for work performed typically meets our expectations for service delivery        

 Service personnel competently handle most of our requests/queries        

         

11 Please indicate your level of agreement with the statement on use of IoT solutions –        

 Increase the availability ((% of time machine can be used) of equipment/machine        

 Reduce overall life cycle cost (Buy cost + Operate and Maintenance Cost) of the equipment/machinery        

 Increase the overall plant/factory productivity        

 Enhances customer service        

 Improve the quality of the product manufactured        

 Improve the safety of the plant/operation and its people        

         

13 Please indicate your level of agreement with the statement on use of IoT Solutions –        

 The devices are easy to use        

 The dashboard and reports are clear and easy to understand        

 There is flexibility of setting up the analytic report per our requirement        
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14 Please indicate your level of agreement with the statements below        

 I will explore opportunities to get better quality  solution compared to the present available        

 I would strongly recommend Organizations to use IoT Solutions        

 I believe that adopting IoT Solutions have largely benefited organization        

         

         

 Questions dropped from 14 - for statistical analysis        

 I foresee reduction in usage of the IoT Solutions        

 I foresee IoT Solutions industry to be stagnant for next 2 to 3 years        

 I would prefer an IoT solution provider to provide services for the repair and maintenance of the equipment        
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