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Fortifying the Seams of Software Systems
Hong Jin Kang

A seam in software is a place where two components within a software sys-
tem meet. There are more seams in software now than ever before as modern
software systems rely extensively on third-party software components, e.g.,
libraries. Due to the increasing complexity of software systems, understand-
ing and improving the reliability of these components and their use is crucial.
While the use of software components eases the development process, it also
introduces challenges due to the interaction between the components.

This dissertation tackles problems associated with software reliability
when using third-party software components. Developers write programs
that interact with libraries through their Application Programming Inter-
faces (API). Both static and dynamic analysis of API-using code require
knowledge of the API and its usage constraints. Hence, we develop tech-
niques to learn and model the usage constraints of APIs. Next, we apply
the insights gleaned from our studies to support bug-finding techniques us-
ing static and dynamic analysis. Then, we look into larger software systems
comprising multiple components. We propose techniques for mining rules
to monitor the joint behaviors of apps, and for exploiting known library
vulnerabilities from a project importing a library. These techniques aim to
assist developers to better understand third-party components, and to detect
weaknesses in software systems.

The dissertation includes the following contributions:

1. ALP: An approach using active learning to mine GitHub and train an
API misuse detector using subgraph patterns. Previous work in this
area has relied on learning from examples on GitHub and assuming that
frequent usage patterns should be learned. However, frequent examples
are not always correct, and correct examples may not be frequent. ALP
weakens this assumption by involving a human annotator who labels
informative examples. This helps to improve the effectiveness of the
detector and reduce the need for large amounts of training data.

2. We have conducted a replication study of techniques for postprocess-
ing the warnings reported by a static analyzer. Static analyzers often
produce a large number of false alarms, and many proposed techniques
use machine learning to filter out false alarms. However, we have found
that the performance of these techniques may have been overoptimistic
due to methodological issues in their experiments. As a result, we
have proposed a new approach called TrailMarker, which uses few-shot



in-context learning by exploiting a small number of labels on warn-
ings associated with the same traces, including events on the execution
paths that invoke library functions. This approach provides a more
effective way of filtering out false alarms from static analysis.

3. DICE: A tool that implements our proposed framework, Adversarial
Specification Mining, to falsify incorrect rules derived from a collection
of execution traces. Uncommon API usage patterns may not be rep-
resented in the execution traces, leading to the inference of inaccurate
rules. To address this problem, DICE focuses its execution of an API
on falsifying each inferred rule. This allows for the creation of a more
accurate and refined set of rules, which can be used to infer a behavioral
model of the API.

4. SkipFuzz: An active learning approach to learn the input constraints
of API. SkipFuzz preprocesses the possible inputs to deep learning li-
braries. By doing so, it would use inputs that are more likely to pro-
vide new information for SkipFuzz to refine its model of the input
constraints, e.g. by falsifying a property that SkipFuzz believed had
to hold for the input to be valid. This enables SkipFuzz to generate
a greater proportion of valid inputs with a high level of diversity. 23
CVE IDs have been assigned to the vulnerabilities found by SkipFuzz.

5. IoTBox: An approach that mines rules for monitoring an Internet-of-
Things (IoT) environment. Prior studies use handcrafted safety and
security policies to detect these threats from the joint behavior of apps
in an environment. These policies may not anticipate all usages of
the devices and apps, causing false alarms. Using a formal model of
the applications on an IoT environment, IoTBox explores its possible
behaviors and encodes them in rules that, after the developer/user
validated them, can be used to disallow previously unseen behaviors.

6. TRANSFER: An approach that automatically generates test cases ex-
ploiting a vulnerability in a library imported in a project (a client
program). TRANSFER implements our proposed framework, Test
Mimicry. Given a library test case that demonstrates triggers the
vulnerability from the library code, TRANSFER aims to trigger the
library vulnerability from the client program. Using search-based test
generation, TRANSFER construct goals corresponding to the library’s
program state when the vulnerability is triggered, which guides the
generation of a test case that triggers the library vulnerability.
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Le-Cong, Tegawendé F. Bissyandé, Thong Hoang (James), Tim Menzies,
Truong Giang Nguyen, Xueqi Yang, Yunbo Lyu, Zhipeng Zhao, Zhou Yang.

I thank both the current members and alumni of our research group. The
group was a great place for sharing ideas and I am thankful for the interesting
discussions, helpful suggestions, and many more.

I am thankful to the Software Engineering research community, especially
the reviewers who impacted and improved my research. My submissions tend
to receive insightful reviews that provide constructive feedback for improving
the work. My work was built on many inspiring studies and I performed my
research while standing on the shoulders of giants.

I would also like to express my gratitude to Singapore Management Uni-
versity (SMU). SMU was a great environment for my research and I would
like to thank everyone who provided the resources and support needed for
this dissertation. In particular, I thank everyone in the graduate office and re-
search administration, including Chui Ngoh, Caroline, Yar Ling, Chew Hong,
Pei Huan, for the support and the immense patience that they must have
had for all of my interactions with them.

I thank my family, especially my parents and parents-in-law. I have
received tremendous support, companionship, and understanding from my
family in the past four years. I would also like to express my thanks to my
friends for their support, great memories, and interesting discussions.

Finally, I would like to thank my wife, Wei Ling, for having gone through
so much with me. Her love, patience, and support was a driving force for me
during the long hours of research. I could not have completed this dissertation
without her unwavering encouragement and understanding. I am infinitely
grateful.

ii



Chapter 1

Introduction

1.1 Motivation

Software systems are now pervasive in virtually every aspect of our lives.
Software reliability is more critical than ever. However, modern software
systems are becoming increasingly complex as the use of third-party systems
have become ubiquitous. Libraries help to bring down the cost of software
development by providing functionalities that can easily be reused, through
their APIs (Application Programming Interfaces). The number of libraries on
package repositories, such as PyPI and npm, is rapidly increasing [52, 442].
An average project is now believed to include over 110 libraries.1 While li-
braries increase the ease of developing software, they also drive the increasing
complexity of software systems, introducing new challenges and risks.

Challenges. The inner workings and implementations of libraries are
abstracted through their APIs. This has several implications which pose
challenges for software reliability. Firstly, developers may only have a surface-
level understanding of the libraries and third-party systems before interacting
with them. Secondly, as APIs may be opaque, tools that we have relied on
to fortify software systems may not be able to effectively navigate their way
around and into the APIs. Thirdly, developers may be unaware of bugs and
security weaknesses that arise from the use of libraries with security issues
and the composition of smaller software components into a larger system.

To correctly use a library, developers interact with the library through its
API. When invoking a library’s API, mistakes made by the developers may
lead to subtle but severe consequences. While APIs may hide the low-level
details of a library, developers have to understand the APIs’ intended usages

1https://www.contrastsecurity.com/security-influencers/

2021-state-of-open-source-security-report-findings
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and constraints that they may impose. Failing to do so may introduce bugs
and defects, which could lead to consequences such as data loss and security
vulnerabilities. Close to 10% of all software bugs were found to be caused
by API misuses [58]. As such, tools that help developers to understand APIs
and detect developer mistakes in their use are important.

Static analyzers and fuzzers are often used to improve software reliability.
However, these techniques suffer from limitations. Static analyzers produce
a large number of false alarms [215] while fuzzers cannot always generate
a large proportion of meaningful, valid inputs [308]. The use of libraries
present challenges for static analyzers as they may not be able to correctly
understand idioms and domain knowledge of the developers. As such, static
analyzers overapproximate possible execution paths, including paths that
cannot be taken in reality. Without knowledge of the input constraints of a
given function from an API, fuzzers cannot effectively generate structurally
and semantically-valid inputs. As such, fuzzers may fail to adequately test
the core logic of a library and are stuck testing code for input validation.

Beneath the problems that surface at the API-level, the composition of
reusable software components may lead to unexpected behaviors. Even when
each component works as expected, their interactions may lead to danger-
ous behaviors. For example, in an Internet-of-Things environment, programs
are triggered given certain conditions, may actuate sensors in the environ-
ment and may, in turn, trigger other programs. The joint behaviors may
produce unintended results. Furthermore, when reusable software compo-
nents contain bugs and vulnerabilities, these weaknesses could propagate to
larger software systems that used the components as building blocks. Due to
this risk, it is critical for developers to better understand possible weaknesses
when building systems that comprise these components. Approximately 40%
of vulnerabilities in software projects are introduced by the inclusion of a de-
pendency [37]. While developers currently deploy monitoring systems that
alert them about vulnerable libraries, these systems are known to produce
a large number of false alarms [437]. To support developers in judiciously
building larger systems, we need tools that provide more precise warnings.

Thesis. A seam in software is a place where two parts of the software
meet [148]. This dissertation takes the perspective that understanding the in-
teraction between components where their seams meet is essential to improv-
ing the reliability of modern software systems. The work in this dissertation
introduces techniques to prevent bugs in the interaction between software
systems. The chapters share a common theme where a useful abstraction
or model is identified for capturing salient information about the library/-
software system. The abstraction then empowers automated techniques for
fortifying software systems.
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1.2 Contributions

1.2.1 Static Analysis and APIs

We start by using static analysis to improve the reliability of developer-
written programs that use APIs. We propose and investigate a new approach
for detecting code that incorrectly use APIs. Next, as static analysis tools
tend to produce a large number of false alarms, we look into metohds of
identifying and filtering false alarms.

In the first study, this dissertation presents ALP, an approach for detect-
ing API misuses, which are violations of usage constraints of the API. While
there have been techniques proposed to detect such misuses, studies have
shown that they fail to reliably detect misuses while reporting many false
positives. One limitation of prior work is the inability to reliably identify
correct patterns of usage. Many approaches conflate a usage pattern’s fre-
quency with correct patterns. Due to the variety of alternative usage patterns
that may be uncommon but are correct, anomaly detection-based techniques
have limited success in identifying misuses. We address these challenges and
propose ALP (Actively Learned Patterns), reformulating API misuse detec-
tion as a classification problem, where each API usage is identified as a misuse
or not. Prior work has shown the promise of representing programs as graphs
with complex relationships. ALP mines discriminative subgraphs, capturing
relationships between program elements that indicative of correct or misuses
of an API. Through limited human supervision, we reduce the reliance on
the assumption relating frequency and correctness. The principles of ac-
tive learning are incorporated to shift human attention away from the most
frequent patterns. Instead, ALP samples informative and representative ex-
amples while minimizing labeling effort. In our empirical evaluation, ALP
substantially outperforms prior approaches on both MUBench [59], an API
Misuse benchmark, and a new dataset that we constructed from real-world
software projects.

In the second study, we present our research on filtering false alarms of
static analyzers. Bug detection approaches based on static analysis, such as
FindBugs and Infer, have been adopted by many projects. Still, these ap-
proaches are characterized by the large volume of false alarms that are pro-
duced. Researchers have proposed techniques to postprocess the warnings,
using machine learning techniques on handcrafted features. These features
are metrics that are extracted from the characteristics and history of the
file, code, and warning. We found that several studies used an experimental
procedure that results in data leakage, i.e., the model is trained using infor-
mation that would not be available at prediction time, and data duplication,
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i.e., some testing data is present during training. These issues are subtle but
have significant implications. Firstly, the ground-truth labels have leaked
into features that measure the proportion of actionable warnings in a given
context. Secondly, as the construction of each of the training and testing
datasets do not consider the warnings already present in the other, many
warnings in the testing dataset appear in the training dataset. Next, we
demonstrate limitations in the warning oracle that determines the ground-
truth labels. Given warnings reported on a revision of the project, the warn-
ing oracle relies on a heuristic comparing these warnings to the warnings
reported in a reference revision chronologically in the future of the given re-
vision. We show the choice of reference revision influences the distribution of
labels determined by the oracle. Moreover, the heuristic produces labels that
do not agree with human oracles. Without data leakage and data duplica-
tion, the postprocessing approaches are still effective, but we find that there
is still room for improvement as the number of labelled examples required
for a machine learning to learn from is still high.

In our analysis, we find that an important aspect of filtering false alarms
is the inclusion of the bug triggering path in the postprocessing analysis.
For example, some false alarms stem from the static analyzer’s inability to
account for common code idioms related to commonly used APIs, as well as
its inability to handle invocations to third-party libraries. To this end, we
propose a new approach, TrailMarker, that exploits in-context learning using
large language models to learn from a few labeled examples.

1.2.2 Dynamic Analysis and APIs

Next, we investigate dynamic analysis techniques, which have been used
to generate behavioural models of APIs and to find bugs in libraries. In
contrast to static analysis techniques, dynamic analysis may fail to cover all
behaviors of the program, leading to the inference of an inaccurate model of
the program. We propose a method of finding traces of program behaviors
that are not represented in a collection of traces. When fuzzing libraries,
fuzzers are challenged by the difficulty in generating valid inputs that satisfy
the API’s input constraints. We propose a method of learning information
about the input constraints during fuzzing, which improves the generation
of inputs for fuzzing.

In the third study, we present our research on dynamic analysis of APIs.
To refine behavioural models of API usages, we use search-based test gener-
ation for generating counterexamples to temporal properties, which are used
as input to an automata inference algorithm. Our work mines finite-state
automata (FSA) from execution traces, collected from the execution of test
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cases using the API. To learn accurate specifications, many tests are required.
Existing approaches generalize from a limited number of traces or use simple
test generation strategies. Unfortunately, these strategies may not exercise
uncommon usage patterns of a software system. This may cause incorrect
rules to be inferred from the execution traces (e.g. a uncommon pattern may
be incorrectly believed to be impossible in the software system). To address
this problem, we propose a new approach, adversarial specification mining,
and develop a prototype, DICE (Diversity through Counter-Examples). In-
correct rules are caused by missing but possible execution traces, i.e., insuf-
ficiently diverse traces. Targeting gaps in the diversity of the test traces,
DICE produces new execution traces corresponding to usage patterns that
were unrepresented in code executed by the input test suite.

In the fourth study, we extend our insights from the previous chapter
to mine API usage constraints for more effective library fuzzing. We focus
our attention on deep learning libraries. Deep learning libraries are widely
used today, and empirical studies have characterized the properties of in-
puts expected by the library, as well as the inputs that can trigger bugs and
vulnerabilities in them. Building on the domain understanding gained from
these empirical studies, we build a fuzzer that can learn input constraints
on-the-fly. We propose SkipFuzz, a fuzzer that applies active learning to
learn the input constraints to improve fuzzing. Inputs are selected to re-
fine the fuzzer’s knowledge of the APIs’ input constraints. This enables the
fuzzer to produce a greater proportion of valid inputs. This enables quicker
enumeration of the inputs that are likely to cause unexpected behaviors. 28
vulnerabilities have been confirmed in TensorFlow, with 23 unique CVE IDs
assigned.

1.2.3 Interacting Systems

While the previous studies learn and detect issues in a single program (e.g.,
a library, or a program using a library), the combination of behaviors of
multiple programs may pose challenges to developers. To defend against
malicious behaviors from the joint behaviors of multiple programs, we pro-
pose a method of mining security policies where individual programs may
interact to produce unexpected behaviors. To help developers understand
security weaknesses in the libraries included in their programs, we propose
a method to generate a test case that provides more information about the
exploitability of a library vulnerability from a program.

In the fifth study, we present our research on learning rules about an
Internet-of-Things software environment. We report our research on an In-
ternet of Things (IoT) platform where programs may be individually correct,
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but threats may emerge from the joint behavior of multiple programs. Rules
and policies may be written to allow only expected behaviors or block po-
tentially dangerous behaviors. With these rules, a sandbox or monitoring
system can be set up to defend against unexpected behaviors. While prior
studies use handcrafted safety and security policies to detect these threats,
these policies may not anticipate all legitimate uses of the devices and apps
in a smart home, causing false alarms. We propose to mine sandbox rules
for securing an IoT environment. After the joint behaviors are analyzed
from a bundle of apps and devices, a sandbox can be deployed to disallow
previously unseen behaviors. Moreover, the execution of malicious behavior,
introduced from software updates or obscured through methods to hinder
program analysis, will be blocked.

In the sixth study, we present our research that allows developers to bet-
ter understand the exploitability of library vulnerabilities. When projects in-
clude libraries, library vulnerabilities may propagate and cause these projects
to suffer from the same security weaknesses. For example, the Log4Shell vul-
nerability affected the popular Log4J library and impacted over 8% of the
Maven Central repository.2. Developers can use Software Composition Anal-
ysis tools to warn them of potential library vulnerabilities, but these tools
often produce a large number of false alarms, making it difficult for develop-
ers to understand and prioritize alerts about library vulnerabilities.

We propose a framework, Test Mimicry, which addresses this problem by
constructing a test case that exploits a vulnerability in the library dependen-
cies of a project. It leverages the test cases written by software developers
to accompany bugs and vulnerability fixes. Given a test case in a software
library that reveals a vulnerability, our approach captures the program state
associated with the vulnerability. Then, a test generation tool is guided
to construct a test case for the client program that invokes the library and
reaches the same program state reached in the library’s test case. Our frame-
work is implemented in a tool, TRANSFER, which uses search-based test
generation. Based on the library’s test case, TRANSFER produces search
goals that represent the program state where the vulnerability is triggered.
This enables us to construct test cases that demonstrate attacks on a client
project, which will provide useful information to developers to understand
how the vulnerability could be exploited on their systems.

2https://security.googleblog.com/2021/12/understanding-impact-of-apache-log4j.html
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1.2.4 Publications.

This dissertation aims to be self-contained. The core of this dissertation
reports work that was described in the following first-authored papers:

1. “Active Learning of Discriminative Subgraph Patterns for API Misuse
Detection” IEEE Transactions on Software Engineering (TSE 2022). [222]

2. “Detecting False Alarms from Automatic Static Analysis Tools: How
Far are We?” IEEE/ACM International Conference on Software Engi-
neering (ICSE 2022) [220]

3. “Adversarial specification mining.” ACM Transactions on Software
Engineering and Methodology (TOSEM 2021) [223]

4. “IoTBox: Sandbox Mining to Prevent Interaction Threats in IoT Sys-
tems.” IEEE Conference on Software Testing, Verification and Valida-
tion (ICST 2021) [225]

5. “Test Mimicry to Assess the Exploitability of Library Vulnerabilities.”
ACM SIGSOFT International Symposium on Software Testing and
Analysis (ISSTA 2022) [224]

6. “SkipFuzz: Active Learning-based Input Selection for Fuzzing Deep
Learning Libraries” (under submission)

7. “Few-shot In-context Filtering of False Alarms from Static Analyzers”
(to be submitted)

Some material from the following papers, whose contributions are not
essential to this dissertation but influenced the work reported in the above
papers, are included:

1. “Semantic patches for Java Program Transformation (experience re-
port).” European Conference on Object-Oriented Programming (ECOOP
2019) [226]

2. “Assessing the Generalizability of code2vec Token Embeddings.” IEEE/ACM
International Conference on Automated Software Engineering (ASE
2019) [221]
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1.3 Reading Guide

Figure 1.1 illustrates the roadmap of the dissertation. The remainder of this
dissertation is organized as follows. Chapter 2 presents an overview of related
work on the themes of the dissertation, namely, improving understanding and
analysis of APIs, libraries, and the interaction of software systems. Chapter 3
presents ALP, an active learning approach for detecting API misuses. Chap-
ter 4 presents our research on machine learning techniques, including our
proposed approach TrailMarker, that filters false alarms from static analyz-
ers. Chapter 5 presents an approach, DICE, that uses a test case generator to
obtain more diverse execution traces for learning models of APIs. Chapter 6
presents SkipFuzz, a fuzzer that updates its knowledge about an API’s input
constraints by learning from the execution outcomes given the inputs gener-
ated during fuzzing. Chapter 7 presents IoTBox, a sandbox mining technique
to learn rules about the joint behaviors of a system with multiple IoT apps,
enabling the construction of a sandbox to defend an environment against
malicious attackers. Chapter 8 presents TRANSFER, which constructs a
vulnerability-revealing test case for a client program using a vulnerable li-
brary. Finally, in Chapter 9, we conclude this dissertation and discuss some
potential future research directions.

Figure 1.1: Roadmap of this dissertation
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Chapter 2

Background

2.1 Third-party Software Components

In modern software development, the use of third-party software components,
e.g. libraries and frameworks, are now ubiquitous. While providing benefits,
they also introduce new challenges for software development. While devel-
opers may understand their own code, they are less likely to understand the
code of third-party software components. Developers and their code inter-
act with third-party components through their API, which abstracts away
low-level details.

The use of libraries and their APIs presents challenges. These chal-
lenges include the need for developers to be aware of and manage break-
ing changes [419, 88, 292], API deprecations [226, 182, 261, 247], license
changes [393], malicious packages [395, 396], as well as bugs and vulnerabil-
ities found in the libraries [156, 332, 203]. Each of these tasks may require
substantial effort from developers and may be error-prone. In particular,
vulnerabilities in libraries pose challenges as there is growing concern about
the opaqueness of the libraries used in a software project. As some libraries,
such as Log4J, are widely used, security weaknesses in these libraries have
a widespread impact [44, 15]. Libraries may not publicly disclose every vul-
nerability found in their code [352, 304, 458], and fixes to vulnerabilities may
only be released after large delays [204, 329].

APIs can also be challenging to use. While there has been significant ef-
fort on improving usability issues [296], a large proportion of bugs are caused
by misuses of APIs by developers [58]. APIs impose usage constraints that
developers should adhere to. Failing to do so may lead to unexpected behav-
iors, and may introduce bugs and vulnerabilities [59, 61]. These constraints
may not be well-documented [388, 295, 421], making understanding them
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challenging for developers. Hence, tools that allow for better understanding
of these constraints may be highly valuable.

Many studies have presented methods to improve the reliability of li-
braries and APIs. Some researchers target developers and propose meth-
ods of recommending APIs. Other propose techniques for mining models
of API usages [157, 423], synthesizing code using APIs [82], automatically
migrating usages of deprecated APIs [305, 226, 182, 247], and finding API
misuses [59, 60, 61, 416, 229].

Other research focuses on improving the reliability of the libraries them-
selves. Some studies propose methods of detecting breaking changes in the
libraries [95, 284], detecting malicious packages [395, 396], and finding bugs
in the libraries through testing their APIs [213, 206, 447, 415, 132].

Emerging computing platforms, such as an Internet-of-Things (IoT) plat-
form, tend to involve interacting devices and apps [53, 301, 105, 106]. The
platform adopts an event-handling paradigm. The apps are bounded to and
listens for events from a few physical devices. On receiving events from sensor
devices (e.g. a light sensor), the apps may trigger the actuator devices (e.g.
a lamp). While providing great convenience, these apps are known to pose
a challenge for users to understand [407, 184]. The interaction between mul-
tiple apps may lead to unexpected behaviors. Moreover, apps may contain
malicious behaviors that are difficult to detect by end users.

2.2 Detecting Bugs

To improve software reliability, both static and dynamic analysis have been
used to detect bugs and vulnerabilities. Static analysis tools are able to detect
bugs at low cost as they do not execute the program. These tools are well-
known to suffer from a large number of false alarms, which hinders their adop-
tion [215, 119, 294]. Dynamic analysis tools execute the programs. While
they do not suffer from large numbers of false alarms, they may get stuck in
the shallow parts of the programs as entering program states associated with
complex constraints can be challenging for fuzzing [308, 421, 325, 326, 70].

Static analyzers, such as Findbugs [75] and Infer [137], report warnings of
possible bugs in code. Findbugs includes over 400 bug patterns that match
a range of possible bugs, such as null pointer dereferences. They have been
known to find a large number of bugs and have been adopted in many different
code contexts. Still, many warnings are false alarms, which limits its adoption
as developers do not trust its warnings [215, 119]. Many factors, including
the use of APIs, may contribute to false alarms. Many studies have proposed
methods of improving static analyzers. Several studies [404, 181, 186, 232,
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241, 351, 435, 417, 364, 234] postprocess the warnings reported to attempt
to filter out false alarms or to prioritize warnings that are more likely to be
true alarms.

Dynamic analysis techniques include both test case generation tools and
fuzzers. Both techniques usually aim to maximize code coverage of the soft-
ware under test. Test case generation tools include Randoop [306] and Evo-
Suite [158]. These tools generate unit tests by creating objects and argu-
ments to invoke the methods in a program. Search-based test generation
tools, such as EvoSuite [158], uses evolutionary algorithms to evolve test
cases over multiple generations. EvoSuite [158] has been known to achieve a
high level of code coverage on large benchmarks of real-world programs [311].
Similar to test case generation tools, fuzzers automatically tests software
systems. Fuzzers randomly generate inputs to invoke programs. Since its
early successes in crashing UNIX utilities, fuzzers have now been applied to
a wide range of software systems, including stateful programs [325] and li-
braries [213, 206, 447, 415, 132]. As these techniques execute the programs,
each execution requires some computational power and time. One challenge
faced by dynamic analysis tools is the waste of executions as the majority of
generated inputs may be invalid, i.e., they fail shallow checks. For example,
when fuzzing deep learning libraries, one study reported that a random input
generator produces valid inputs only a fifth of the time [421].

2.3 Mining Rules and Specifications

Mining patterns/features. To understand how an API should be used,
many studies have proposed methods for mining patterns from publicly avail-
able resources such as GitHub and StackOverflow.

Many studies have proposed approaches for mining API usage patterns [456,
262, 414, 413, 291, 303, 61, 449, 381]. Patterns mined from StackOverflow
were shown to contain API misuses [449]. Other approaches focus on mining
patterns from repositories on GitHub.

Several studies describe how to use their patterns for detecting API mis-
uses in source code [262, 414, 413, 291, 303, 61, 381]. Many of these studies
mine frequent patterns and detect misuses from anomalies from frequent
patterns in their choice of source code representation. PR-Miner [262] uses
frequent itemset mining over the function calls invoked to identify associa-
tion rules between functions. JADET [414] constructs finite state automatas
based on temporal properties over method calls and extracts patterns from
them. It detects anomalies that violate the model and heuristically ranks
them. Building on JADET, Tikanga [413] converts JADET’s models into
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formulas in Computational Tree Logic, then use model checking to identify
formulae with enough support in a codebase. DMMC [291] detects missing
calls on a receiver type, characterising methods by the invocations on each
receiver type. Alattin [381] is an approach that mines alternative patterns to
detect missing conditional checks. GrouMiner [303] represents programs as
groums, which are graphs that encode method calls, field accesses, control,
and data-flow. MUDetect [61] encodes methods as API Usage Graphs, build-
ing on top of Groums but encoding more relationships between program ele-
ments. The above studies proposed unsupervised techniques to mine patterns
solely based on their frequency. Apart from mining patterns from GitHub,
MUTAPI [416] applies mutation analysis to discover misuse patterns that
are mutants of correct usage patterns.

Apart from static analysis, runtime verification can be used to detect
violations of API specifications [214]. Runtime verification depends on spec-
ifications or patterns that can be both automatically mined [331] or written
by hand. However, Legunsen et al. [255] have shown that both manually
written specifications and automatically mined specifications have high false
positive rates.

Mining models using Active Learning. In active learning [63, 64,
101], a learner sends queries to an oracle (e.g., a human-in-the-loop, or by
execution of a program) who responds with some feedback (e.g., the ground
truth label of a given data instance). The feedback is used by the learner to
refine its model. Active learning has been employed for inferring models of
programs. Some studies learns automaton models using active learning, using
Angluin’s L* algorithm [63] or the QSM technique [139], to build models of
software systems [397, 68, 129]. For example, execution traces can be used
to construct a specification of a software system [397]. An oracle, which
can be a human user, is involved in answering membership queries, i.e. if a
sequence of events (e.g. method calls) should be accepted or rejected by the
ground-truth state machine representing the software system. Others have
used active automata learning for finding differences between programs [68]
and finding security flaws in TLS implementations [129]. Researchers have
used active learning for the generation of assertions from test suite [324]
as well as for regenerating programs using the models to remove undesired
behaviors [389, 365].

In classification tasks, active learning is used to query for labels of a
small number of informative data instance when labeling every instance is
too costly [361]. Data instances are identified, for example, based on the
instances that would cause the model to undergo the greatest change if the
labels of data instances were known [363]. In software engineering, active
learning has been used for the classification of execution traces [92], and for
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tasks related to defect and fault prediction [382, 278].
Mining input constraints. To invoke a function in a library, the in-

puts supplied has to adhere to the API input constraints. To test a li-
brary function, randomly generated inputs can be supplied without having
knowledge of the input constraints. However, unlike other programs e.g.
UNIX utilities [286, 285] that take sequences of bytes as input, many pro-
grams, including libraries, accept inputs with both syntactic and semantic
pre-conditions [308, 76]. Therefore, the vast majority of random inputs will
be invalid and fail to test the core logic of the program.

Some studies have proposed to extract constraints from documentation [87,
170, 377, 421], which enables test generators to be more effective. Specifica-
tions generated by JDoctor [87] can be integrated with Randoop [306], while
DocTer [421] extracts input constraints for fuzzing deep learning libraries.

Other research infer types [191, 320, 330, 279], which are useful for pro-
grams written in dynamically typed languages. In some languages, type an-
notations can be added to existing code, allowing flexibility for developers,
but is challenging and tedious to perform manually. Studies have proposed
automated methods of inferring types, often done so probabilistically using
deep learning approaches.

Mining rules for monitoring program behaviors. Traditionally,
malicious programs have been executed in sandboxes, which blocks access
to security-sensitive resources. Researchers [209, 79] suggest that entirely
blocking/allowing access to a certain resource may be too coarse-grained, and
have proposed to identify more granular conditions of accessing each resource.
To do so, techniques have been proposed to automate the mining of rules to
be enforced in a sandbox. Jamrozik et al. [209] mines associations between
GUI elements and sensitive API access. This allows the identification of rules
permitting access to sensitive resources, such as the camera, only if the user
is performing specific actions on the app. If the sandbox detects previously
unseen sensitive behaviors (e.g. reading a file), the user is alerted. This
allows the user to assesses the situation and determine if the new behavior
is permitted or stopped.

Existing techniques [252, 209, 398, 79] rely on test generation to explore
the possible behaviors for generating rules. These rules can be mined with
test case generation using the test complement exclusion [438] method. As
test case generation do not observe all behaviors, it is possible that behaviors
that have not been observed will occur in future. Test complement exclusion
uses this as a guarantee by using the sandbox to allow only behaviors seen
as the rules were mined. If malicious behavior wasn’t observed before, then
no malicious behavior can execute.

Existing techniques differ in the context considered to determine if a
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given resource should be accessible. If the rule allowing a resource access is
too coarse-grained, then it may fail to detect malicious behaviors. If it is too
granular, then it may block benign behaviors with inconsequential differences.
Wan et al. [398] considers system calls that are called. In Jamrozik et al’s
work [209], the execution context is the last interacted GUI element before
an API call. Le et al’s work [252] considers the execution context to be the
sequence of other API calls before a given API call.

Mining specifications and behavioural models. Many specification
mining algorithms have been proposed. To infer models based on Finite State
Automata (FSA), specification mining algorithms abstract over states, and
determine if two set of execution traces result in the same state. A classic
algorithm that infers a Finite State Automaton from traces is the k-tails
algorithm [62]. The k-tails algorithm [62] first uses the input execution traces
to build a Prefix Tree Acceptor (PTA). A PTA is a tree-like deterministic
finite automaton (DFA) where states are grouped and merged based on the
prefix that they share. This automaton is consistent with the input traces
and will accept all of them. Next, the algorithm merges states that have the
same sequences of invocations in the next k steps.

Building on the k-tails algorithm, Lo et al. [275] propose to mine temporal
rules that hold over the input traces and prevent any merge that will result in
a violation of the rules. GK-tail [277] mines extended FSA where transitions
are labelled not only with method calls, but includes parameter values. They
introduce multiple merging criteria, including criteria that do not require
exact matches of the transitions, and allow for more general conditions of
the parameter values. Krka et al. [242] introduce multiple algorithms in their
work, including SEKT, which extends k-tails by adding another condition for
equivalence: States are merged only if they correspond to the same abstract
state, which are defined by the invariants extracted by Daikon. Le et al. [252]
propose a deep-learning based approach, Deep Specification Miner (DSM).
After training a Recurrent Neural Network (RNN) on the execution traces,
DSM characterizes the states by feature vectors from the RNN.

While variants of the k-tails algorithm combine states based on their
prefixes and an equivalence criteria, other approaches have been proposed
to determine the states in a model. The CONTRACTOR [128] and CON-
TRACTOR++ [242], which uses program invariants [146] to characterize
model states. ADABU [127] and Tautoko [126] identify inspector methods
for each class. Inspector methods are heuristically identified based on their
return type (not void), a lack of parameters, and the lack of side-effects.
States are characterized by the return values, which are abstracted over to
prevent a large number of states, of these inspector methods.
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Chapter 3

(Static Analysis + API) Active
Learning of Discriminative
Subgraph Patterns for API
Misuse Detection

3.1 Overview

Developers frequently use Application Programming Interfaces (APIs) incor-
rectly by violating usage constraints that these APIs may impose [144, 295,
59]. Known as API misuses, the violation of these constraints is a frequent
cause of bugs, resulting in software crashes and vulnerabilities.

There have been many techniques proposed to detect misuses of APIs [344];
both static and dynamic analysis have been employed. However, recent stud-
ies have shown the ineffectiveness of existing techniques. Manually written
specifications and API misuse detectors using static analysis have low pre-
cision and recall [255, 60]. From a survey of existing API misuses detec-
tors by Amann et al. [60], most existing detectors mine frequent patterns
from existing code. These detectors then look for code that deviates from
these patterns, assuming that these deviations are API misuses. Along with
recent studies [61, 416, 381], Amann et al. [60] suggested that this naive
assumption is the cause of the numerous false positives of existing detec-
tors. There may be uncommon patterns of usage that do not conform to
the mined patterns, but do not lead to bugs. Furthermore, there are classes
of APIs where their prevalent use are incorrect, such as Java Cryptographic
APIs [144, 295, 243, 165]. For these APIs, their correct usage may look like
deviants of the most frequent patterns. Due to these reasons, the frequency
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of a usage pattern is not a reliable signal of its correctness.
We propose our approach, ALP (Actively Learned Patterns), for detecting

Java misuses. While still using frequency information, ALP does not rely on
it as the only signal of correctness, and incorporates some human supervision
from an experienced user of each API to identify discriminative subgraph
features, i.e. subgraphs that occur more frequently in graphs of one label than
the other. These subgraph patterns act as indicators of either correctness
or misuse. Based on the discriminative subgraphs present in each usage
example, they are classified with a machine learning classifier.

However, it is impossible to label every usage pattern of an API. Fur-
thermore, similar to findings from prior work [381], we find that API usage
is highly imbalanced, with most APIs exhibiting distributions where correct
usage examples outnumber misuse examples. Misuses are usually the minor-
ity class in this classification-based formulation of the API misuse detection
problem. While they are the minority, misuses may lead to bugs and vulner-
abilities. As a result, failing to detect them may have severe consequences. A
naive sampling of examples to label is likely to pick usage examples containing
frequent patterns, while omitting less common but informative patterns that
may be discriminative of the minority class. Therefore, key to our approach
is our careful use of usage examples from GitHub. ALP uses active learning
to identify informative examples for human annotation. This enables ALP
to sample a small but informative number of examples for labeling.

Next, to reduce misclassification, ALP withholds judgement on examples
it cannot classify with confidence, such as uncommon usage patterns it has
not seen, and leaves them for further human inspection. Notice that this
is in contrast with existing misuse detectors, which considers usage that
deviates from previously seen examples as misuses. Using a novelty detector,
ALP withholds judgement on usage instances that it is uncertain of. During
practical use, it is plausible for ALP to encounter usage instances of the
API that do not resemble any training example. Given the prevalence of
correct alternative usage patterns [381], we suggest that the optimal behavior
of an API misuse detection tool is to signal that it does not know how
to classify such usage instances. By withholding judgement, ALP prevents
wasted developer effort investigating false positives.

3.2 Background

We present some background information of ALP. Through examples, we
motivate the features of ALP through the challenges of detecting misuses
that are tackled by ALP. Afterwards, we describe the API Usage Graph [61],
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a graph representation of source code shown to be promising for the API
misuse detection problem. We build ALP on top of the API Usage Graph.

3.2.1 Motivating Examples

In this section, we show simplified examples from GitHub projects that show
the challenges we attempt to address. Existing misuse detectors usually
conflate frequent usage patterns and correct usage patterns, then look for
API usage instances that deviate from these patterns. The two primary
challenges that we tackle in this work are that there is no known way to
reliably and automatically evaluate the correctness of a mined pattern
(Challenge 1) and the correctness of a usage example that deviates
from known usage patterns (Challenge 2).

Cipher cipher = Cipher.getInstance("DES");

cipher.init(1, secretKey);

byte[] textBytes = text.getBytes(charset);

byte[] bytes = cipher.doFinal(textBytes);

Figure 3.1: A usage pattern involving Cipher. This uses the ”DES” algo-
rithm, known to be insecure [144].

The distribution of API usages is highly skewed, and most frequency-
based pattern mining approaches assume that the most common patterns
are more likely to be correct. However, this is not the case for some APIs,
such as cryptographic APIs. An example of an incorrect API usage is shown
in Figure 3.1. Hence, the assumption that a highly frequent usage pattern is
a correct usage is not a valid assumption, and we address this by including
some human supervision. Still, even with a user of the APIs labeling a
sample of usage examples, it is challenging to train an effective classifier.
Due to the imbalanced distribution of API usage patterns, if one tries to
learn usage patterns through a random sampling of examples from GitHub,
then it is possible that the sample does not contain a single example using an
uncommon pattern. In the case of Cipher, one may only encounter examples
similar to the above, and miss out the uncommon but correct usage examples.

The second challenge is related to the high rate of false positives. To
detect misuses, existing tools look for deviations from mined patterns. Simply
reporting any deviation as a misuse will produce numerous false positives,
and existing tools attempt to mitigate this problem through various heuristics
although the use of heuristics alone are insufficient to solve the problem.
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For an example API, we look at java.util.Map. Included in Java’s
standard library, this data structure is ubiquitous in Java projects. Yet,
when we inspect the evaluation results of existing detectors on API misuse
detection benchmark, MUBench [59, 60], we find that none of the existing
misuse detectors are able to detect misuses of Map. We hypothesize that this
is caused by the variety of usage contexts it appears in. Based on an empirical
analysis by sampling API usage instances from GitHub, the idiomatic usage
pattern is a null-check performed on the return value of the get(key) method
call, but there are less common patterns that may not be idiomatic, but are
safe and correct.

// 1. A pattern that is common and correct

map1 = new HashMap<>();

Integer val1 = map1.get("data");

if (val1 != null) {

...

}

// 2. A pattern that is uncommon but correct.

// If reported as a misuse, it would be a false positive

map2 = new ConcurrentHashMap<>();

for (String key : map2.keySet()) {

int val2 = map2.get(key);

...

}

// 3. A misuse of Map.

// If not reported as a misuse,

// it would be a false negative.

// codeMap.get() may return null

((Integer)this.codeMap.get(

cause.getClass())).intValue()

Figure 3.2: Three usages of Map. The first is common and correct, while the
second is uncommon but correct. The third is a simplification of a misuse
from MUBench.

In the second example shown in Figure 3.2, we see an uncommon usage of
a ConcurrentHashMap. While it implements the Map interface, ConcurrentHashMap
does not allow for null values in it. Hence, invoking get on keys of the map
(by iterating over keySet) never returns null. However, based on the frequent
pattern of a null-check, this usage instance may be considered a misuse as
it deviates from the pattern. Reporting it results in a false positive. Many
tools use a ranking-based approach by computing various metrics, such as
rareness [303], to rank their output with the aim of ranking false positives
below true positives.

The third usage is a misuse, in which a method is invoked on the return
value of get without checking for null, but is not detected by existing tech-
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niques. In particular, while it is a deviation from the null-check pattern,
MUDetectXP does not report such usage instances as it heuristically omits
fields from its findings. This restriction was required to prevent numerous
false positives related to the usage of fields. While this heuristic succeeds in
reducing the number of false positives, it may cause MUDetectXP to miss
misuses.

The poor empirical performance [60] of these tools suggest the need for
a different approach to reduce false positives. We suggest that, despite some
success in using heuristics to prevent the reporting of false positives, the
fundamental problem of distinguishing real usage constraints from spurious
usage patterns remains unsolved.

We also address a third challenge, which is that API usage patterns
can be complex (Challenge 3). Some studies model method calls and
their order of invocation, data-flow, and control-flow [414, 413], other studies
has suggested the need for modelling multiple objects [331], static methods
and constants [454], self-usages [61] (the usage of an API within its own
implementation), inheritance [454], argument values [144, 455], and synchro-
nization [266, 61]. Consequently, the representation of a usage pattern has
to be sufficiently rich to capture this complexity.

1 class CopyOnWriteMap<K,V> implements ConcurrentMap<K,V> {

2 ...

3 public V putIfAbsent(K k, V v) {

4 synchronized(this) {

5 if (!containsKey(k))

6 return put(k, v);

7 else

8 return get(k);

9 }

10 }

11 ...

12 public V get(K k) {

13 this.internalMap.get(k);

14 }

15 }

Figure 3.3: Example usage of Map in a CopyOnWriteMap, which transitively
implements the Map interface

In Figure 3.3, we show an example of the complex relationships between
program elements related to usage of an API. We see uses of Map that have
relationships with program elements beyond control-flow. The class, Copy-
OnWriteMap, is a sub-type of Map through the ConcurrentMap interface.
The get(key) on line 8 is a self-usage, invoking get(key) which is overridden
by the class (line 12). The object, itself a Map, is used to synchronize access
to the other method calls on line 4.
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Figure 3.4: Example of an API Usage Graph

3.2.2 API Usage Graph

As prior work [60, 303, 61, 454] have shown the promise of using a graph
representation of API usage for detecting API misuses, our work represents
programs as graphs. Amann et al. [61] proposed the API Usage Graph. An
example is shown in Figure 3.4, constructed based on the putIfAbsent method
in Figure 3.3. The API Usage Graph is a directed multi-graph with labeled
nodes and edges. Nodes represent objects, values, method invocations, con-
structor calls, field accesses, and conditional checks. Edges represent data
and control flow between the program elements of the nodes. Edges have the
following labels:

• recv (linking method calls that are invoked on a object),

• param (linking variables/literals used as arguments to the methods
called. While labeled “param”, a more accurate label may be “arg”
as this links variables/literals used as arguments to method call.),

• def (linking actions creating/returning a data),

• order (linking actions in order of execution),

• sel (for control-flow; representing a control-relationship),
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• sync (linking actions to objects they are synchronized on),

• throw and handle (for exceptional flow).

Amann et al. [61] mined subgraphs of the API Usage Graph. Alternatives
to using the API Usage Graph are to use patterns mined from other repre-
sentations of a program. For example, Grouminer [303] considers control
and dataflow dependencies, while DMMC [291] encodes the set of methods
called on an object. Still, the expressivity of the API Usage Graph allows
it to distinguish more types of misuses from correct usage. While previously
proposed detectors have modelled some of these relationships, they were not
considered in tandem. On the other hand, these relationships are combined
in the API Usage Graph [61]. Therefore, patterns mined in these prior stud-
ies [303, 291] can also be represented as a subgraph pattern in the API Usage
Graphs Frequent subgraphs mined from API usage graphs was shown to be
able to capture usage constraints of APIs in previous work [61]. Therefore,
we express programs as API Usage Graphs in our work and mine subgraphs
from them.

Discriminative Subgraph Mining Many existing approaches focus on
mining frequent usage patterns of source code using an API. Frequent sub-
graphs are discovered by identifying subgraphs occuring more than a user-
specified number of times in a collection of graphs. Most of these frequent
subgraphs will not be discriminative of API misuses, in other words, they may
appear equally frequently in both correct and incorrect API usages. More-
over, there is usually a large number of subgraphs with frequency greater than
the user-specified number of times. The large volume of frequent subgraphs
may make further processing of the subgraphs unscalable.

One solution to the limitations of frequent pattern mining is to mine
discriminative subgraphs. Used for graph classification tasks where graphs
have different labels, these subgraphs are both frequent and have discrimi-
native power to distinguish between graphs of different labels. In our study,
we mine discriminative subgraphs to distinguish API usage graphs that are
misuses from API usage graphs that are correct. In other words, we look
only for frequent subgraphs that are indicative of either correct or incorrect
API usage. While all discriminative subgraphs are frequent, not all frequent
subgraphs are discriminative.

Graphs can be represented by the subgraphs that they contain. To use
discriminative subgraphs to perform classification, each usage location is ex-
pressed in terms of the presence and absence of these subgraphs. A vector of
the same length of the number of discriminative subgraphs, containing 0s and
1s representing absence and presence respectively, is passed into a machine
learning classifier. For example, the source code given in Figure 3.3 could
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Figure 3.5: Vector representation of a usage example. The i ’th element in the
vector is 1 if the i ’th discriminative subgraph is present in the usage example.
Given that the second element represents a check for containsKey, and the
program in Figure 3.3 contains a checks for containsKey, the second element
is 1.

be represented as a vector in Figure 3.5. A single usage example may match
multiple subgraph features (e.g. both the second and last subgraph features
in Figure 3.5 are matched). The other discriminative subgraphs that are not
present in the API usage location have a value of 0 in the vector. Represent-
ing the usage in this form allows the use of machine learning classifiers which
take vectors as input.

The task is of a probabilistic nature; while it is typically the case that con-
tainsKey followed by get is a correct usage, this usage pattern does not guar-
antee that the usage is correct. Some implementations of java.util.Map

may allow a null value. As such, an approach that directly matches pro-
grams to a singular pattern cannot capture this uncertainty while the machine
learning classifier-based approach of ALP reflects the nature of this task.

3.2.3 Active Learning

Active learning is a subfield of machine learning that aims to achieve better
effectiveness while requiring fewer labelled examples [125, 260, 259, 122, 162].
Many machine learning techniques require many labeled examples, which are
examples where their true class has been indicated by a human annotator,
to train a model. Active learning techniques can be useful in situations
where labels of examples are hard to obtain. Rather than selecting random
examples to be labelled, active learning aims to select informative and rep-
resentative examples, and has been shown to be effective in minimizing the
number of labels required to learn an effective classifier. Approaches using
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Figure 3.6: Data points projected onto the input feature space. Each point
represents one example. The dashed line represented the decision boundary
of the model, which learned to distinguish between examples of two different
labels. The figure indicates two groups of examples that have been labeled.
The unfilled circles indicate examples that have not been labeled. An active
learner may select an example from Unlabeled for labeling.

active learning ask queries that are answered by an oracle (usually human
annotators). These queries are unlabelled examples; their true classes are
not known yet as they have not been labeled by the human annotator. In
the context of graph classification, an active learning technique poses query
graphs, unlabeled graphs, to the human annotator.

Many frameworks for querying unlabelled examples have been proposed [125,
260, 259, 122, 162]. Many of these strategies direct the human annotator’s
attention at informative examples, such as examples where the model pro-
duces the most uncertain predictions [125, 260, 259], examples that would
cause the model to change the most [362], or examples that will reduce the
variance of a model [122]. In Figure 3.6, points with similar features as the
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already labeled examples (and are close to them in the input space) are less
likely to be selected, since they likely share the same label as the labeled ex-
amples. An example from the Unlabeled region is likely to be selected as it
is far from the already labeled examples. Another direction of research mea-
sures the representativeness of unlabelled examples, addressing limitations
of prior techniques that tend to select outliers for labeling (e.g. selecting the
outlier in Figure 3.6 may not give us information about the other points in
the Unlabeled cluster). These techniques, e.g. [362, 162], favour examples
that are in dense regions of the input space, or are most similar to other
unlabelled examples (e.g. examples from Unlabeled in Figure 3.6) . In
short, active learning tries to minimize the total number of labels required
by selecting query examples that are informative and representative. An
informative example is one that should be dissimilar to examples that are
already labelled, while a representative example is one that is similar to other
unlabelled examples.

In ALP, we leverage active learning to iteratively identify examples from
GitHub to be labelled by the human annotator. We describe in Section 3.3.6
how we determine unlabelled usage examples that are dissimilar from already
labelled examples, while ensuring that they are similar to other unlabelled
usage examples.

To motivate this, we use Figure 3.1 as an example. If ALP has already ob-
tained enough examples to mine a feature indicating that getInstance(”DES”)
is an incorrect use, ALP will focus more on examples that do not contain
getInstance(”DES”) (hence, dissimilar to existing labeled examples). How-
ever, of the different usage examples, it will be helpful to focus on examples
with usage patterns that do not appear by coincidence and are not outliers
(in other words, examples which are similar to other unlabelled examples).
These heuristics would help ALP to locate examples that use other types of
algorithm (e.g. ”AES”).

3.2.4 Learning with Rejection and Novelty Detection

Researchers have proposed a framework for classification with a reject op-
tion [117, 193, 124]. This framework consists of two components: a tra-
ditional classifier and a rejection function. The goal is a machine learning
model that knows what it does not know. It is suggested that this frame-
work is useful for scenarios where incorrect predictions can be costly, such
as medical diagnosis [193]. Typically, approaches that incorporate learning
with rejection estimate the confidence of a prediction. If less confident about
a prediction, the model withholds its prediction.

Rejecting a classification and task of novelty detection are closely re-
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Figure 3.7: Examples projected onto the input feature space. Given that
two features related to “DES” and “AES” have been identified, a novelty
detector detects if a test instance (shown with a question mark, “?”) uses
an algorithm it has not seen (e.g. “RSA”). This allows ALP to make the
right choice to reject the classification as it has no way to make the right
prediction.

lated [378]; a classification should be rejected if the object under classification
is an outlier [378], and novelty detection is the task of identifying that some
test example does not resemble the examples used during training. While
modern machine learning techniques learn from large amounts of data, it is
still possible that a large number of examples that exist in the real world are
not reflected within the dataset. Solutions to this problem learn a model of
“normal” examples seen during training, and use the model to detect “ab-
normal” examples during testing. One-class classification can be used to
approach this problem [166, 321], in which a model learns to differentiate the
“normal” class seen during training from all other examples [230].

In ALP, we use a classifier with a reject option, in which we use an
off-the-shelf novelty detector (later described in Section 3.3.7) as a measure
of the confidence of a prediction. If the novelty detector determines that
the example is novel, then it rejects the classification and does not make a
prediction. The novelty detector compares a test instance to its neighbours
to determine how isolated the instance is; the more isolated and further it is
from its neighborhood, the more novel it is.

In the example of Cipher, if ALP has only seen examples that allowed it
to mine some features for a small set of algorithms (e.g. getInstance("DES")
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and getInstance("AES")), it will not be able to correctly judge the correct-
ness of a previously unseen algorithm. When faced with a test instance that
use a new algorithm, e.g. getInstance("RSA"), as shown in Figure 3.7 as
the question mark (“?”), the novelty detector allows ALP to detect that it is
a an out-of-distribution instance as it does not resemble any of the training
examples, all of which have one of the two subgraph features.

3.3 The ALP Approach

Figure 3.8: High-level overview of ALP. ALP’s objective is to classify API
usages. A user labels a small sample of usage examples, categorizing them as
misuses or correct uses. Discriminative subgraphs, which are indicative of ei-
ther correct uses or misuses, are identified from these labeled examples. ALP
may identify more samples of informative and representative code examples
for labeling. Based on the discriminative subgraphs, a given API usage can
be represented as a vector, and then input to a Machine Learning classifier
to determine if it is a misuse.

3.3.1 High-level Overview

In ALP, the API misuse detection task is reformulated as a graph classifica-
tion task. In this formulation of the problem, usage sites of an API (methods
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using an API) can be classified as either a misuse or a correct usage. Sum-
marized in Figure 3.8, ALP relies on a human annotator to label a small
set of selected examples as correct and misuse examples. Next, it performs
discriminative subgraph mining while picking more examples for the human
annotator to label based on principles of Active Learning. Finally, a machine
learning classifier is trained together with a novelty detector.

We represent each method with a usage of the API as a graph, G. ALP
extends the API Usage Graph to represent source code (Section 3.3.3). Ex-
amples of API usage are mined from GitHub (Section 3.3.4) and these ex-
amples are transformed into graphs. In order to train and use a machine
learning classifier, each graph is represented as a feature vector, v. To this
end, we identify and use discriminative subgraphs features (Section 3.3.5).

The difficulty of addressing Challenge 1 using a supervised approach
is the need to minimize human effort while labeling examples that are less
common but informative. It is not possible for a human to label every pos-
sible usage pattern. ALP directs human attention to examples that differ
from already labeled examples to maximise the diversity of labeled exam-
ples, addressing Challenges 1 and 2. This is enabled by an active-learning
inspired approach (Section 3.3.6), in which ALP iteratively queries the hu-
man annotator for the labels of a small but informative batch of examples.

Finally, we perform classification using a machine learning classifier (Sec-
tion 3.3.7). We utilize reject option in classification [117, 193] for handling
usage instances with uncertain labels. This helps addresses Challenge 2
during testing time, detecting if the usage instance is too abnormal from
training usage examples. When faced with an abnormal example, ALP does
not consider it a misuse, but defers judgement. The classification module
outputs one of three labels, Rejection (signalling uncertainty), Misuse, or
Correct.

ALP represents programs using the API Usage Graphs (see Section 3.2.2).
This enables ALP to mine subgraph features that are complex, consisting of
multiple types of information (e.g. both constraints on parameter values and
control-flow can be included within a single pattern). To tackle Challenge
3, we address several limitations of the API Usage Graph by extending it to
include richer information about the program. In this work, we refer to our
extension as the EAUG (Extended API Usage Graph).

To sum up, ALP consists of the following components:

• Extensions to the API Usage Graph (Extended API Usage
Graph). This allows for the subgraph mining process to mine features
that are key to avoid false positives.

• A wrapper over GitHub’s search API. This is used to obtain usage
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examples.

• A loop over the human annotating the examples, the discrim-
inative subgraph miner, and the selector of examples to label.
This is the only component requiring (potentially multiple iterations
of) human input.

• The graph classifier. Based on the features mined by the discrimi-
native subgraph miner, the classifier is tuned over the training dataset.
It outputs one of three labels (Correct, Misuse, and Unknown) for an
unlabelled instance during testing time.

3.3.2 Workflow of ALP

ALP is intended for use by an experienced user of a given API. We assume
that these users are knowledgeable about the use of the API, and can accu-
rately label the correctness of their usages with relatively low effort. ALP
enables a user to identify potential problems without writing a specification
by hand. Some studies have shown that manually written specifications may
introduce many false positives as they fail to account for all usage patterns
used by API clients [255]. Other studies also suggest that developers face
many challenges writing specifications [108, 358].

In this work, the first author studied the APIs carefully before labeling
the data. We envision that our work may be useful for an API developer
to locate all projects and locations where the API may be used incorrectly,
such as if a vulnerability related to the API has been reported, or if the API
developer plans to introduce a breaking change that may affect clients that
have used the API in a way not expected by the API developer [18] (e.g. due
to API workarounds [246]). There is often a knowledge gap between API
developers and API users [246, 343], and it is possible that users may use
an API in ways that violate undocumented usage constraints (i.e., misuses)
. For such cases, a modification to the API by the developer may break the
client projects [290, 155]. Considering the latter usage scenario (developer
introduces breaking changes), the following illustrates the benefit of ALP:

Without ALP, the API developer will have to search for all usages of
the API and manually inspect them to determine if it is a misuse. The API
developer may try to filter the usages, but ultimately will find it difficult to
perform a search that checks if a given constraint holds and to enumerate
over all the valid usage scenarios. The developer may also miss out uncom-
mon usage patterns. This leads to loss of time and increases the cost of
maintenance when the API developer wishes to introduce breaking changes.
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With ALP, the API developer only has to label a small number of usage
examples, and ALP can classify the locations that are likely to be misuses,
acting as a filter for usages that the developer has to inspect. Moreover, once
ALP has been trained, it can be used again without any cost. The developer
only needs to inspect the few locations that ALP reports misuses in, and can
quickly reach out to the developers of the client projects. As a result, the
developer can save time and effort while detecting potential problems.

The workflow of using ALP is given as follows:

• First, the type of the API is given as input, then ALP randomly selects
a small number of examples for the user to label.

• Next, the first batch of inputs is input to ALP, which may query the
user for the labels to another batch of examples. This step is repeated
until the stopping criteria (e.g. a maximum of 5% of the dataset are
labelled, or if ALP has found enough discriminative subgraphs for 95%
of the dataset) is met. After this step, no further data is labeled.

• ALP uses the labeled examples as input to construct a machine learning
model of the API. Both the graph classifier and novelty detector are
trained in this step.

• After ALP has a trained model of the API, it can accept test instances
as input. Given a file with source code using an API, ALP converts
each method using the API into a vector. For each instance, the model
produces one of three labels, Correct, Misuses, or Unknown.

Within this study, we limit ourselves to look for misuses in MUBench
and AU500. To evaluate the generalizibility of the approach, we do not label
usage examples from projects that are present in MUBench and the AU500.
The usages in MUBench and AU500 are used only as test instances.

3.3.3 Extended API Usage Graph

To mine discriminative subgraphs, we represent an API usage as a graph, and
we propose extensions to the API Usage Graph (AUG). While the AUG can
represent many important aspects of an API usage, we find that it considers
only information of program elements directly related to the execution of the
program. We hypothesize that other elements in the source code, which may
not directly influence a program’s execution, may serve to inform developers
of their purpose and can act as indicators of the different contexts of an
API usage. Extending the AUG with these indicators may allow subgraphs
that are more discriminative to be mined. In this subsection, we motivate
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the choices we make for extending the AUG using concrete examples from
GitHub.

1 void sendNck(String protocol, PrintWriter printWriter,

2 String result) {

3 printWriter.write(protocol + TOKEN_DIVISION +

4 result + "\r\n");

5 printWriter.flush();

6 }

7
8 void quit(String nickName, PrintWriter printWriter,

9 BufferedReader bufferReader, Socket socket) {

10 ... // removed irrelevant code

11 printWriter.close();

12 ... // removed irrelevant code

13 }

Figure 3.9: Simplified example usage of PrintWriter. The PrintWriter’s
use is spread across multiple methods.

Parameters and fields. The AUG does not distinguish between variables
that are instantiated locally in the scope of the current method, the fields
of the class, and the parameters of the current method. We suggest that
having the ability to distinguish between them will help to further distin-
guish between different usage contexts, including self-usages [60] where the
implementation of an API calls itself. In practice, developers may use fields
and parameters differently from local variables. Fields have a wider range of
usage compared to local variables; the usage of fields may extend beyond a
single method and may hold the result of partial computation, may be used
for synchronization, or for caching. Empirically, we found that the use of
some APIs are not self-contained within a single call site, e.g. many usages
of PrintWriter use it as a field in an enclosing class. While the correct use
of a PrintWriter requires close to be invoked at the end of its lifecycle, its
correct use may be spread across multiple methods of the enclosing class.
Hence, a misuse only occurs if a usage constraint of the enclosing class is,
itself, violated. Another frequently observed pattern (e.g. in Figure 3.9) is
that a PrintWriter is passed as an argument to the method, and it would
not be a misuse if the PrintWriter wasn’t closed as the client of the API
that passed in the PrintWriter should close it from the outside of the API.
On the other hand, had the PrintWriter been instantiated as a local vari-
able, then failing to invoke close on it will cause a resource leak. Note that
while the AUG has an edge type (described above as the param edge) to
indicate that a particular variable is passed as an argument in a method call,
the AUG does not indicate the parameters of the method represented by the
AUG.
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Figure 3.10: When a field is used in a method, the initialization of the field
is linked to the method through an order edge.

In the EAUG, we indicate fields and parameters differently from local
variables, indicating this piece of information in the data node. Similar to
fields, method parameters may have implicit usage constraints on them and
may follow specific rules and patterns [455, 444].

Constructors and field initializations. We observe that constructors
and field initializations provide essential information to identify misuses. For
example, some fields are immutable (e.g. the name of a cryptographic algo-
rithm, such as “DES” and “AES”, as a string constant, and this information
is essential to identifying API misuses related to cryptography), such as the
example in Figure 3.11. Once assigned a value, they are never reassigned and
this value is critical in deciding if the use of an API is a misuse. To include
such information, we find statements from blocks of code containing the ini-
tialization of fields (e.g. constructors, field initialization, and initialization
blocks), linking them to the graph of methods that use these fields. As the
execution of the initializations and constructor must occur before the execu-
tion of other methods, they are joined by order edges in the graph, where
the initializations are ordered before the method invocations. An example is
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1 // a constant with a choice of algorithm

2 private static String DES_CBC = "DES/CBC/PKCS7Padding";

3
4 byte[] process(

5 byte[] src, byte[] key, byte[] iv) {

6 ...

7 Cipher cipher = Cipher.getInstance(DES_CBC);

8 ...

9 }

Figure 3.11: Simplified example usage of a Cipher. The Cipher is initialized
using the value of a field.

shown in Figure 3.10.

Subtyping and inheritance. The self-usage of members of an API often
imply different usage constraints [61], for example, one source of false pos-
itives was related to self-usage, in which a class invokes its own API in its
own implementation [61] as API usage within its own implementation may
deviate from common usage patterns [61]. For example, a class implement-
ing the Iterator interface may internally call its next() method without a
check of the hasNext() method [60]. Usage constraints expected of clients,
e.g. guarding method calls or checking a return value, may not be necessary
for self-usages. Other studies also found that API clients may extend the
API through inheritance [454]. We try to detect this context by including
information about subtyping and inheritance in the Extended AUG (EAUG);
if a class implements a given interface, a correct usage of the API may resem-
ble other usages that implements the same interface. Thus, the EAUG can
model self-usages by generalizing it as a usage contextualized by a particular
interface.

We encode such information by including the superclass/interface as a
data node linked to the method entry. Concretely, this allows ALP to extract
this information as a subgraph of a single node during the discriminative
subgraph mining process. In the vector representation of the usage example,
it may not be directly useful on its own, but it may provide useful information
in conjunction with the other subgraph features for the classifier to make a
decision.

Comparison with AUG In Figure 3.12, we provide a visualization of the
EAUG of the example shown earlier in Figure 3.3, which is represented as an
AUG shown ealier in Figure 3.4. In the EAUG, the interface, ConcurrentMap,
implemented by the CopyOnWriteMap is captured in a node. Moreover, the
type of the variable is suffixed with “param:” if it was passed into the method
from the calling site as an argument. While this example does not use a field,
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(a) Example of an Extended API Usage
Graph (b) Example of an API Usage Graph

Figure 3.12: Example of an Extended API Usage Graph, shown in (a). The
corresponding API Usage Graph, previously presented in Figure 3.4, of the
same program is shown in (b)

the type of a field would be similarly prefixed with “field:”. This allows ALP
to distinguish between fields, parameters, and locally instantiated variables.

3.3.4 Mining GitHub

To learn subgraph features, we first require a set of usage examples of a
given API. We take advantage of the numerous usage examples of an API
on GitHub. The examples from GitHub are later labeled by the human
annotator and this data is used as the training dataset.

We mine GitHub for usage examples by adapting a tool [71] that wraps
over GitHub’s search API. Types are resolved on a best-effort basis by down-
loading the latest version of the libraries whenever requiring third-party de-
pendencies. If type resolution fails, we discard the usage example.

As the majority of files on GitHub are clones [276], we perform a file-level
code clone de-duplication to avoid wasted effort and space storing redundant
information. We use a token-based algorithm similar to SourcererCC [356].
Much of SourcererCC focuses on scalability, which we did not need in our
work and we used only its code comparison algorithm. Next, methods using
the API are identified and a method-level de-duplication is used to further
trim the dataset. Hence, only unique methods will be labeled by a human
annotator.

To detect code clones, we use a token-based approach [356]. We con-
sider a block of code as a bag of tokens. The similarity measure, O (Bx, By),
between two code blocks, O(Bx, By), is computed based on the number of
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tokens shared by the code blocks, it is given as follows:

O (Bx, By) = |Bx ∩By|
If O (Bx, By) is greater than 0.7, then we consider the code blocks as

clones. As earlier described, we perform code clone deduplication at the
method-level, and the human annotator does not waste any effort in labeling
a code clone of an earlier labeled method.

On average, we find that there are about 7 code clones (explained ) for
a file containing an API usage. 37% of the files have at least one clone, and
the most frequently cloned file had over 1600 code clones. This is in line with
previous studies [276, 169], which found a large number of copy-and-pasted
code on GitHub.

3.3.5 Discriminative subgraph mining

Unlike typical machine learning applications, graphs cannot be immediately
encoded in a vector space, which is required to pass the graph as input to
a machine learning classifier. One method of encoding a graph in a vector
space is to run a subgraph mining algorithm and identify the best subgraph
features. The graph is represented as a vector indicating if these subgraphs
are contained in it. Then, we mine subgraphs that are discriminative, i.e.
occurring more frequently in graphs of one label than the other. Rather than
using frequent subgraphs, we posit that discriminative subgraphs are more
likely to better represent usage constraints.

In Figure 3.13, we illustrate the discriminative subgraph mining process
using the running example. Given some examples that have been labeled,
ALP mines subgraphs from them. Among the examples containing a null-
check following a get method call, there are significantly more examples that
are labeled by the human annotator as correct usages than incorrect usages.
Thus, the subgraph shown in Figure 3.14, common to the three examples in
Figure 3.13, is identified as a discriminative subgraph feature.

In this study, discriminative subgraphs are identified by two criteria. As
ALP enumerates through frequent subgraphs, a test of statistical significance
is performed to filter out insignificant subgraphs. At the end of the frequent
subgraph mining process, a second round of filtering is done using the CORK
criterion [379], which we use to remove subgraph features that do not con-
tribute to improving classification.

Enumerating frequent subgraphs Enumerating frequent subgraphs al-
lows us to skip the consideration of subgraphs with support below a thresh-
old, min sup. However, identifying frequent subgraphs is computationally
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(a) Fragments of three examples using java.util.Map

(b) Parts of the three examples represented as EAUGs

Figure 3.13: Simplified examples of three usages of java.util.Map, shown
in (a), and parts of their EAUG representation, shown in (b)
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Figure 3.14: Example discriminative subgraph mined from the examples in
Figure 3.13 after labeling. This discriminative subgraph represents a null-
check following get

costly due to the cost of checking for subgraph isomorphism, which deter-
mines if a graph contains a particular subgraph. This check is known to
be NP-complete. To enumerate frequent subgraphs quickly, we leverage the
frequent subgraph mining algorithm, gSpan [427], which is well-understood
and efficient.

gSpan takes a collection of graphs and min sup as input, identifying sub-
graphs with frequency abovemin sup as output. To efficiently enumerate the
frequent subgraphs, gSpan maps each subgraph to a canonical representation,
a minimum DFS code. Through a depth-first search, gSpan enumerates sub-
graphs in their DFS code order. The order of subgraphs visited can be viewed
as a traversal of a DFS code tree. When a subgraph with a non-minimum
DFS code is reached, it is directly pruned from the code tree. Using this
strategy, gSpan visits subgraphs in the canonical search space, without the
computationally expensive test for subgraph isomorphism. In this work, we
set min sup to a small value, 3. In practice, the threshold required for a sub-
graph to be discriminative predominantly depends on the Chi-Square test of
independence if the choice of the min sup parameter is small.

Testing for significance A frequent subgraph may occur commonly among
the usage examples of an API, but have no implication on the correctness
of the usage. For example, a frequent subgraph of java.util.Map may cap-
ture the common use of System.out.println (as shown in Figure 3.15), which
is unrelated to using java.util.Map, while another frequent subgraph cap-
tures the usage pattern of a null-check following get, a true usage constraint
(previously shown in Figure 3.14). Our objective is to filter away the sub-
graph shown in Figure 3.15, but keep the subgraph shown in Figure 3.14.
Therefore, when enumerating the frequent subgraphs, we perform a second
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Figure 3.15: Simplified example of a frequent subgraph that is not discrim-
inative, representing usages printing to standard output. ALP enumerates
such subgraphs, but they fail to pass the checks used to identify discrimina-
tive subgraphs.

check that the frequent subgraph has some discriminative power. In the case
of java.util.Map, the subgraph that captures the null-check would be dis-
criminative, while the subgraph that encodes printing to System.out would
be filtered out.

Next, we try to find subgraphs that appear more frequently among one
label (C or M). To determine if a subgraph appears significantly more in
graphs of one label than the other, we compute the support of each subgraph.
We count four quantities. They are CH , the support (number of ‘hits’) of
the subgraph among examples labeled C, examples of correct usage, CM , the
number of graphs labeled C that does not contain the subgraph (‘misses’),
and MH and MM , similarly defined for the examples labeled M, the examples
of misuses. Then, we use a Chi-Square test of independence to determine if
the difference in the number of occurrences of a subgraph in the two set C and
M is more often than expected by chance, using a significance level of 0.05
as a threshold. The Chi-Square statistic measures the statistical significance
of a pattern, and is calculated as follows:

χ2 =
∑

i={C,M}

∑
j={H,M}

(
oij − eij

)2
eij

(3.1)

oij is the support observed of CH , CM , MH , and MM . eij is the expected
support, given the null hypothesis that the subgraph is not discriminative of
either label. Under the null hypothesis, the subgraph is expected to appear a
similar number of times in graphs of both labels. The Chi-Square statistic is,
therefore, a measure that the difference in the number of observations did not
occur by chance. For the null hypothesis to be rejected, the subgraph should
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appear significantly more frequently in graphs of one label. The larger χ2

is, the more probable there is a relationship between the subgraph and the
label. Subgraphs that are not discriminative with respect to the two label
are filtered out.

CORK scoring criterion Finally, we use the CORK scoring criterion [379].
While the subgraphs remaining after the previous step are discriminative, the
subgraphs may not be independent and may frequently co-occur with one an-
other. The CORK criterion allows us to address this by discarding subgraphs
that do not contribute to better classification. CORK counts the number of
correspondences, which are pairs of misuse and correct examples that cannot
be disambiguated from each other given the selected set of features. A high
correspondence indicates that the selected features lack discriminative power
and more features should be selected. CORK is defined by the following
equation, where v is the example represented as a feature vector, and f is a
feature in the set of selected features, F . Given a pair of labeled examples
i and j, i and j correspond with each other if they have different labels but
their feature vectors, v, constructed based on the currently selected features,
are identical.

correspondence(i, j)⇔
(
v(i) ∈ C

)
∧
(
v(j) ∈M

)
∧ ∀f ∈ F

(
v
(i)
f = v

(j)
f

) (3.2)

Initially, F is empty. We iterate through the significant subgraphs in the
decreasing order of their coverage of the unlabeled dataset, considering one
subgraph at a time. A subgraph feature is added to F only if it improves
the CORK score (i.e. only if it contributes to disambiguating at least one
pair of misuse/correct example). After this step, we have obtained a set of
discriminative subgraphs which will be used to construct the feature vector
of a usage site.

Branch-and-prune Mining subgraphs is known to be computationally in-
tensive. For mining subgraphs in a shorter time, researchers have proposed
various methods to speed up the search. Such approaches may involve prun-
ing the search space. For example, gSpan employs a heuristic to prune
branches during the traversal of the code tree. Branches corresponding to
supergraphs are pruned if a subgraph has frequency below the minimum
support, min sup, as any supergraph has a lower frequency than its sub-
graph. Similar to existing subgraph mining algorithms [379], ALP’s extends
the branch-and-prune approach in the canonical search space to speed up
subgraph mining. As our focus is to identify subgraphs that occur more sig-
nificantly for one label, we compute the upper-bound of significance that a
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supergraph can have in this particular branch. For any subgraph, the best
case is that one of CH or MH is maximized while the other is 0. Within the
code tree, as we traverse from a subgraph to its supergraph, a supergraph
feature is most informative when one of CH or MH reaches 0 while the other
(MH or CH) is maintained at its current value. As such, we compute the
best p-value (as given by the Chi-Square test) that a supergraph can achieve
on a traversal of a particular branch. If this score is insignificant, then we
prune this branch. This allows us to speed up the subgraph mining process.
In this study, we only consider subgraph patterns with size up to 6 edges to
keep running time reasonable. The size of subgraphs considered influences
the running time. There is an exponential increase in running time for every
increase in the number of edges we consider. Six was, therefore, selected as
this was the maximum size of subgraph that we could mine within one hour
from a dataset of over 2000 API usage examples. The size of the subgraph
affects the specificity of the features we mine; if we set the size to a greater
value, then it could mine larger patterns. However, the larger the pattern is,
the more likely it is specific to a few usage locations, while smaller patterns
are more likely to be found in more usage locations. Empirically, all the
mined subgraphs in our experiments had fewer than 6 edges.

3.3.6 Selection of examples to label

ALP involves a human-in-the-loop, using multiple rounds of labeling. It
initially queries for labels of several dozens randomly sampled unique meth-
ods. For the subsequent rounds of labelling, ALP applies principles of active
learning [240, 147, 199] to the selection of queries for labeling. Different from
typical scenarios that active learning is applied to [147], the choice of selected
examples to label and the identification of discriminative subgraphs features
are closely coupled. For a subgraph to be identified as a discriminative sub-
graph, it has to occur among the labeled usage examples enough times such
that it can be statistically more common in either the correct usage or misuse
examples. Therefore, a sufficient number of graphs that contain the subgraph
must be labeled. Otherwise this subgraph, regardless of how potentially dis-
criminative it can be (given a hypothetical fully-labeled dataset), cannot be
selected as a feature.

However, it is prohibitively expensive for us to label enough graphs to
have information about every subgraphs. As described earlier in Section 3.2,
performing active learning on graphs requires the selection of query graphs
in each round. These query graphs are the usage examples that the human
annotator will annotate in the coming round. Existing studies [240, 199]
suggest a good selection of query examples should be both informative and
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representative. A query graph should not be similar to graphs already labeled
(i.e. informative), and it should be similar to other graphs that are unlabeled
(i.e. representative).

Informativeness Using these principles, we identify heuristics for picking
examples to label. To pick informative examples, we only select queries from
the graphs uncovered by the currently selected features. Thus, the query
graphs will be dissimilar from already-labeled graphs as they will not share
features. Due to the coupling between the choice of examples to label and
subgraph features, we propose that the informativeness of labeled examples
can be viewed through the informativeness of the subgraphs features they
contain. As such, we measure the informativeness of subgraphs using the
notion of coverage following the work of Wang et al. [401], but viewed through
the lens of graphs and subgraphs:

• Coverage: the proportion of total examples containing at least one
selected subgraph. Having a high coverage indicates that we can char-
acterize the space of the API usage using the selected subgraphs. The
more the coverage increases when a subgraph is selected, the more in-
formative the subgraph is.

In the example of labeling java.util.Map, if ALP has already seen
enough examples to know that a null-check following get is a common and
correct usage pattern, ALP focuses the labeler’s attention to examples that
do not contain a null-check following get.

Representativeness To prevent the selection of non-representative exam-
ples, i.e. outliers, we filter out subgraphs that appear in too few graphs.
These subgraphs can never be discriminative even if all graphs are labeled,
as the number of graphs they appear in is too small. The number of graphs,
min signif , required to be significant is pre-computed based on the Chi-
Square test of independence and the threshold of statistical significance (p-
value=0.05). We pick only query graphs containing the remaining subgraphs.
In other words, we only select graphs containing potentially discriminative
subgraphs, which are subgraphs that are contained in at least min signif
graphs. Consequently, graphs containing such subgraphs share at least one
feature with min signif − 1 other graphs, and are less likely to be outliers.

To pre-compute min signif , we simply enumerate possible values starting
from 1 and pass these values to the Chi-Square test, given the number of
occurrences of correct and incorrect uses among the currently labeled set of
examples. We pick the smallest value that satisfies the threshold of statistical
significance (0.05) and set min signif to this value.
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String rule = inputSourceMap.get(ruleName);

...

InputSource is = new InputSource(

StreamUtil.stringTOInputStream(rule));

Figure 3.16: An example usage of java.util.Map that is not representative.
It uses project-specific code (StreamUtil.stringTOInputStream). ALP has
little to gain even if this example was labeled.

In the example of labeling java.util.Map, ALP should avoid wasting the
labeler’s attention on outliers, such as uncommon usages that are specific to
a given client project (e.g. the example shown in Figure 3.16). Knowing the
labels of the outliers would not help ALP to learn discriminative subgraph
features.

Constraint solving For each iteration, we view the selection problem as an
optimization problem where we pick unlabeled examples to optimize quality
metrics with respect to some constraints. The first constraint is that for each
potentially-informative subgraph, we only want to pick the minimal number
of graphs for the subgraph to be selected as a discriminative feature. The
second constraint is that, in each batch, we pick at most 0.5% of graphs to
label. Therefore, solving the optimization problem can be seen as the selec-
tion of a minimal number of graphs to maximize our knowledge of subgraphs
that cover many graphs.

We encode information about the graphs, subgraphs, and subgraph iso-
morphisms as a logic program. We pass the logic program as input to an
off-the-shelf logic program solver, Clingo [168], selected for its ease-of-use
and its strong performance against other systems [100]. The solution to the
optimization problem is the next set of examples to label. These graphs are
labeled and passed to the subgraph mining algorithm. This process is con-
tinued until one of two stopping criteria is satisfied: 1. more than 95% of
the training dataset has been covered by the identified subgraph features, or
2. we have labeled 5% of the dataset. As only 0.5% of graphs are labelled in
each batch, it may take up to 10 batches to satisfy the stopping criterion of
5% of the dataset being labeled. These values were picked arbitrarily. We as-
sumed that a limited number of examples were collected and 5% was chosen
as a sweet spot. Empirically, we collected an average of 2330 usage examples
per API, and on average, only about 1% of the examples were labeled.

In this logic program, we consider a set of predicates. First, we de-
fine graph(i) for all uncovered graphs in the dataset. Next, we define
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subgraph(j) for all frequent subgraphs that were mined as an intermediate
product of the discriminative subgraph mining process. Note that these are
frequent subgraphs, and not discriminative subgraphs, as we are trying to
determine the next set of graphs to label. Therefore, these graphs do not
yet contain a subgraph that we have found to be discriminative. After this,
covers(i, j) is defined over graph(i) and subgraph(j), and it holds sub-
graph if j is present in the graph i. As earlier described, coverage gives
us the total number of graphs that have been covered; containing at least
one subgraph that may be discriminative. The output of executing the logic
program on Clingo is the answer set containing the query graphs, which are
the graphs that are selected. These are the usage examples that will be
labeled in the next iteration. Logically, we express the two desired proper-
ties of informativeness and representativeness by maximizing the coverage of
graphs, given a set of subgraphs that may be discriminative subgraphs.

1 % each graph can be selected only once

2 { selected(G) : graph(G) } <= 1 :- graph(G).

3
4 % a subgraph may_be_discriminative if n graphs are selected

5 % and contains the subgraph

6 may_be_discriminative(SG) :- #count {

7 G : selected(G), covers(G, SG), graph(G) } >= n,

8 subgraph(SG).

9
10 % s or less graphs are selected

11 :- { selected(G)} > s.

12
13 % a graph is covered if a subgraph that may_be_discriminative

14 % is contained in it

15 coverage(X) :- X = #count {G: covers(G,SG), graph(G),

16 may_be_discriminative(SG) }.

17
18 #maximize {X : coverage(X) }.

Figure 3.17: Expressing the constraints as a logic program, trying to find the
best selected graphs based on the subgraphs that may be discriminative.

We show the encoding of these properties in Figure 3.17. After the logic
program is executed, the output are the query graphs, which are the graphs
that are selected. Line 2 specifies a constraint that each graph can be
selected for labelling at most once. Lines 5-8 determine if a subgraph may
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be discriminative given the currently selected graphs. A frequent subgraph
has to appear a statistically significant number of times (n in Figure 3.17)
among the labelled graphs for it to be considered a discriminative subgraph.
Therefore, if a subgraph appears in fewer labeled graphs than this threshold,
it cannot be discriminative. In this formulation, we consider that a subgraph
may be discriminative if it appears in at least n query graphs, where n is the
support required for a subgraph to be discriminative. Line 101denotes that
the total number of query graphs should not exceed s, set to be 0.5% of the
total number of graphs. This number is the number of instances that the
human annotator has to label in the next iteration. Lines 15 to 18 declares
that the choice of selected graphs should maximize the coverage. In short,
we find a small set of graphs such that labelling them may help to identify
the set of subgraphs that maximises coverage.

Observe that, at each iteration of selecting a batch of query examples, the
coverage can only increase as we only select graphs that were not previously
covered. This helps in identifying query graphs that are more informative
than if we had randomly selected examples. Next, the selection of query
graph targets only subgraphs that may be discriminative. This helps to
select only graphs that are representative.

We visualize this process in Figure 3.18, and to improve the intuition of
this process, we work backwards from our objective. Our objective is to max-
imise coverage of all unlabeled graphs. A graph is covered when a subgraph is
discriminative and is contained in this graph. A sub-objective is, then, to de-
termine the choice of discriminative subgraphs that can maximise coverage.
To determine if a graph is discriminative, ALP requires a statistically signifi-
cant number of graphs to be labeled. In Figure 3.18, to simplify our example,
we assume that only one graph is required to be labeled for a subgraph to be
discriminative. Then, in this simple example, three subgraphs will suffice to
cover 9 out of 10 examples. The next sub-objective is to select the graph for
labeling. One graph is selected for each potentially discriminative subgraph.
As there are three subgraphs, three graphs that contain these subgraphs are
selected. By labelling these three selected graphs, we will have information
about the subgraphs they contain, and these subgraphs cover most of the
examples.

3.3.7 Graph classification

The final part of ALP is the classification module which uses classification
with a reject option. Apart from (M)isuses and (C)orrect, we introduce
a third decision, reject, expressing uncertainty and inability to classify the
usage instance accurately. This module comprises of a machine learning clas-
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Figure 3.18: Our objective is to maximise coverage (green dots on the right,
each dot represents a one usage example) while minimizing the number of
labeled examples (black dots on the left). In this example, by labeling 3
graphs, we gain enough information about the subgraphs that can collectively
cover 9 graphs.
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Figure 3.19: ALP’s Classification Module. Given an input method, it either
signals that it cannot be classified (Reject), or classifies it as a misuse (M)
or correct use (C).

sifier and a novelty detector, as seen in Figure 3.19. To classify an API usage
instance, the input API usage is encoded into an EAUG, G, and subgraph
isomorphism tests are performed for each discriminative subgraph [180]. This
gives us the feature vector, v.

vi =

{
1 if Fi ⊑ G (i.e. Fi is a subgraph of G)
0 otherwise

(3.3)

v is a binary indicator vector, given in Equation 3.3. vi is set to 1 if the
graph contains the i-th discriminative subgraph feature, Fi.

To train the classification module, a grid-search is done on the training
data to identify the best-performing (in terms of F1) classifier in 5-fold cross
validation. As the dataset is imbalanced, we oversample instances of the mi-
nority class. SVM (with linear, RBF kernel), K-nearest neighbors and Bayes
Classifier (Naive and Complement [340]) are included in the grid search. Our
choice of classifiers exclude Deep Learning models as they need voluminous
data, but our dataset typically have only about 50 labels for each API. We
train one model per API.

Novelty detection The novelty detector allows the classification module to
identify that a code usage is abnormal and is unrepresented in the training
dataset. Novel usage patterns can appear during practical usage, and cannot
be characterized by the set of patterns identified from the training dataset.
As we train our classification model, the novelty detector is also tuned on
the training dataset. To perform novelty detection, we use the Local Outlier
Factor [94] algorithm. For each data point, the algorithm measures how
isolated is it with respect to its neighbors. The novelty detector can be

45



viewed as a binary classifier, categorizing an example as an outlier or not. If
it is an outlier, then ALP withholds its judgement. We use an off-the-shelf
implementation1 of this algorithm in this work.

This algorithm was selected for its effectiveness on data distributions
where the data forms clusters of different densities. We expect that API
usage examples follows this distribution. Due to alternate usage patterns,
we expect that majority of examples belong to a core-pattern cluster, with
smaller, loose clusters containing other examples using alternative patterns.
An advantage of this technique is that it provides an outlier factor, which is
a measure of how much of an outlier a point is, rather than just producing a
binary output. We train one model for each API.

3.4 Empirical Evaluation

3.4.1 Benchmarks

To evaluate the effectiveness of ALP, we run an empirical evaluation using two
benchmarks. MUBench was used to evaluate prior work [59, 60, 61], and the
AU500 dataset that was constructed from API usage instances in real-world
projects. The training dataset comprises usage examples of the API selected
by ALP from GitHub, To evaluate ALP on the benchmarks, we took care to
construct the training dataset such that API usage examples from projects
in the benchmarks were not labeled. Therefore, ALP takes advantage of data
from many projects from GitHub, but this dataset is separate from the testing
dataset. For each API, an average of 2330 usage examples (at the granularity
of a method) were collected from GitHub. Using the procedure described in
Section 3.3.6, we use an average of 23 labels for each iteration, and an average
of slightly over 2 iterations were required for each API. This quantity is fewer
than other studies that use active learning for tasks related to defect and fault
prediction [382, 278], as well as studies using active learning for inferring state
machine specifications [397], which may require the user to answer several
hundred queries.

We studied the same APIs as prior work [61], which are 57 APIs from
both the Java standard library as well as third party libraries. Through the
discriminative mining process, we mined about 6 discriminative subgraphs
per API. As the size of the vector passed to the machine learning classifier
is equal to the number of discriminative subgraphs, the average vector size
in our experiments is also 6.

1https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.

LocalOutlierFactor.html
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All experiments were run on a Ubuntu server with an Intel(R) Core(TM)
i7-9700K CPU @ 3.60GHz and 64GB of RAM.

MUBench. First, we perform the experiments using the API Mis-
use Detector benchmark, MUBench [59], that was used to systematically
evaluate the existing misuse detectors. These existing misuse detectors are
Tikanga [413], Jadet [414], DMMC [291], GrouMiner [303], MUDetect [61],
MUDetectXP (MUDetect on its cross-project setting, where it mines multiple
projects [61]). Tikanga, JADET, DMMC, GrouMiner, and MUDetect mine
patterns from the project with the misuse. Instead of only a single project,
MUDetectXP uses Boa [143] to search for examples on GitHub, mining API
usage patterns from multiple projects. We report the results that were previ-
ously reported by Amann et al. [61]. Similarly, we use examples from GitHub
to train ALP. While the existing approaches are unsupervised, ALP harnesses
the power of limited human supervision to boost its performance.

We follow the experimental setup from prior work [60] for computing Re-
call and Precision. For computing Recall, an experimental procedure known
as Experiment R was proposed. In Experiment R, the findings of the de-
tectors are inspected to count the number of known misuses reported. The
extended version of MUBench was used, containing 208 methods with a mis-
used API. Consisting of misuses identified in prior studies, MUBench allows
comparison between misuse detectors over these known misuses. This proce-
dure allows us to compare and contrast the misuses found by each detector.
We use ALP to train models of the APIs studied in Experiment R.

As studies [153, 239, 215] have shown that developers rarely use tools
producing many false positives, an experimental setting for computing Pre-
cision is provided by MUBench. In this experimental setup, Experiment P,
ten projects from the MUBench are selected and the misuse detectors are
run on these projects. We use the same projects as the previous studies:
Of these ten projects, five were used by Amann et al. [59] in the original
version of MUBench, while another five were included in the extended ver-
sion of MUBench [61]. These projects were selected as they were among the
projects where previously studied detectors could successfully run on, and at
most one detector did not report any findings [61].

To compute precision, the findings of the misuse detectors are investi-
gated manually. Because of the large volume of findings that are reported by
existing misuse detectors, only the top-20 findings of each detector on each
project are investigated, allowing us to compute Precision@20. This is the
same procedure used for evaluating Precision in previous studies [60, 59, 61].
This keeps the amount of effort required to investigate the findings reason-
able. ALP does not produce a ranking of findings. To allow for comparison
against the other detectors, we sample 20 reported misuses using the outlier
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Table 3.1: Number of usage sites in our evaluation dataset, AU500

Category Project Commit Sites

GUI

Apache FOP 1942336d7 59
SwingX 820656c 16
JFreeChart 893f9b15 51
iTextPdf 2d5b6a212 71

Commons

Apache Lang 0820c4c89 34
Apache Math 1abe3c769 22
Apache Text 7d2b511 13
Apache BCEL 5cc4b163 3

Security

Apache Fortress a7ab0c01 6
Santuario 3832bd83 15
Apache Pdfbox 72249f6ff 17
Wildfly-Eytron a73bbba0f0 14

Database

JackRabbit da3fd4199 90
H2Database 0ea0365c2 84
Curator 2af84b9f 3
Apache BigTop c9cb18fb 3

Total 500

factors produced by the novelty detector, which may be interpreted as a de-
gree of confidence that ALP has in a particular finding. As the outlier factors
are not comparable between different APIs, we randomly sample (without
replacement) 20 misuses inversely weighted by its outlier factor; we are less
likely to sample a misuse if the misuse is likely to be an outlier.

MUBench [59] also provided an experiment setup for the Recall Upper
Bound. In this setting, perfect examples to mine patterns of, i.e. only correct
usage examples, are provided to the detectors for each misuse. However, this
is irrelevant to ALP and MUDetectXP [61], as they mine GitHub for usage
examples.

AU500.
To gain a different perspective of the overall effectiveness of ALP, we con-

struct a new dataset. To avoid bias from focusing on the misuses collated in
MUBench, which were previously identified by existing misuse detectors, we
sample 500 API usage instances randomly from 16 open-source Java projects,
which are clients of the APIs we study. We use the same client projects
as those investigated by Wen et al. [416] These projects were identified as
projects that were from diverse domains, categorized based on their official
definition and GitHub topics [416] . Wen et al. [416] studied the APIs in
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Table 3.2: Breakdown of correct and misuses in AU500

Project # Misuses # Correct usage

Apache FOP [7] 18 42
SwingX [40] 3 15
JFreeChart [25] 10 42
iTextPdf [23] 13 56

Apache Lang [3] 4 30
Apache Math [4] 3 16
Apache Text [5] 1 12
Apache BCEL [11] 1 2

Apache Fortress [8] 0 6
Santuario [31] 2 13
Apache Pdfbox [9] 6 11
Wildfly-Eytron [43] 4 10

JackRabbit [24] 5 85
H2Database [16] 43 41
Curator [6] 0 3
Apache BigTop [2] 2 1

Total 115 385

MUBench, as well as popular APIs discussed on StackOverflow [449]. How-
ever, in this work, we look only for uses of the APIs studied by Amann et
al. [61], as we use MUDetectXP as our baseline. The details of the projects
that are given in Table 3.1. We use exactly the same projects studied by
Wen et al. [416], identifying the right commits based on the dates that the
projects were accessed by Wen et al. [416]. Each usage instance of an API
was labeled by human annotators as either a correct use or a misuse. The
dataset and labeling guideline are available on the artifact website.

As we randomly sampled usages from the clients projects, the distribution
of API usages in the AU500 reflects the actual distribution of 9972 API usage
locations in the client projects. A further breakdown of the API usages into
misuses and correct usages is given in Table 3.2.

We had 4 annotators label the dataset. Only one of the annotators is an
author of the paper reporting this study. One of the annotators has a working
experience of over 10 years in industry and all the annotators have at least
one year of experience. Each usage instance was independently labeled by at
least 2 annotators. When there were disagreements, consensus was reached
through a discussion between the annotators.

A typical annotator took about 4 minutes to annotate each usage instance,
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Table 3.3: The number of misuses with a particular violation type, based on
the MUC, in the AU500

Violation Type # violations
Missing Method Call 51
Missing Condition 62

null check 21
value or state 41

Missing Exception Handling 2

but first spent up to 32 minutes to understand the labeling guideline and the
APIs through reading its Javadoc, related StackOverflow posts, and examples
of misuses. Similar to previous studies on API misuses, we consider usages
at the granularity of a method. When considering a usage example, an
annotator was expected to look at the rest of the source code in the same
file. The usage example is presented in its original source code with code
comments intact. We instructed the annotators to use the projects’ Javadoc
documentation and code comments of other files in the project when required.
If a class or method from a third-party library is used, then the annotators
were instructed to use the documentation of the third-party library.

For inter-annotator agreement, we computed Fleiss’ Kappa [154] of 0.49,
which is interpreted as Moderate Agreement. Disagreements were caused by
differences in opinion about other mistakes in the same function and if they
should be considered as a violation of the API’s usage constraint. Another
source of disagreement was over the enclosing class’ undocumented invariants
and usage constraints.

Next, we used the API-Misuse Classification (MUC), developed by Amann
et al. [60] to label each misuse with the type of violation. The MUC allows
for the comparison of different API misuse detectors in terms of the types
of violation they can detect. the MUC distinguishes between misuses with
missing or redundant program elements. The breakdown of violation types
in the AU500 is given in Table 3.3. Compared to MUBench, the AU500
has 4 categories of violation types related to missing API usage elements,
while MUBench has 7 categories of missing API usage elements. In the
AU500, there are no violations with redundant program elements, which are
the minority of misuses in MUBench. However, similar to MUBench, the
vast majority of misuses in the AU500 are related to missing method calls or
condition checks. While MUBench had a single instance for misuses related
to missing or additional synchronization, context, iteration, the AU500 does
not have any misuses related to them. In the construction of the AU500, we
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selected the same APIs as the APIs studied in MUBench. However, while
MUBench largely consists of misuses identified in prior studies, the instances
in the AU500 were randomly sampled from 16 projects. Therefore, the dis-
tribution of misuses in the AU500 are representative of the distribution of
misuses in the 16 projects.

Compared to the projects evaluated in MUBench’s Experiment P, AU500
share 3 projects (IText, JFreeChart, Apache Math), but different versions
(as identified by their commits) of each project were used in the AU500 and
MUBench.

For the AU500, we compute Recall, Precision and F-measure by running
the misuse detectors on all the projects, and retain only the reported misuses
among the 500 annotated instances. As every test instance was annotated, we
can compute Precision instead of computing Precision@20 as we have done
for MUBench. Precision can be computed similarly to its use in machine
learning literature, in which it is the proportion of true misuses among the
reported misuses in the 500 labeled instances. True positives is the size of the
intersection of the reported misuses and the instances labeled as a misuse.
False positives is the size of the intersection of the reported misuses and
the instances labeled as a correct usage. False negatives is the size of the
intersection of the reported correct usages and the instances labeled as a
misuse.

Precision = TP
FP+FP

Recall = TP
FP+FN

Finally, the F1 is the harmonic mean of Precision and Recall:

F1 = 2× Precision ×Recall
Precision+Recall

To obtain the results for MUDetectXP, we run MUDetectXP on the 16
projects, but we do not retrain it on new data as it already had models for
the APIs we study. Both ALP and MUDetectXP learn their models from
data obtained from GitHub.

3.4.2 Research Questions

Our evaluation aims to answer these research questions:

RQ1. Is ALP able to detect misuses previously detected by existing
tools?

This research question concerns the ability of ALP to detect misuses
found by existing misuse detectors. We compare ALP against existing misuse
detectors on MUBench.
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RQ2. Does ALP find more misuses compared to existing ap-
proaches?

The objective of this research question is to evaluate the effectiveness
of ALP. Rather than focusing on the misuses found in previous studies, we
evaluate ALP on the AU500, constructed from API usage instances in real-
world projects.

RQ3. What is the effect of having a reject option and EAUG in
ALP?

In this research question, our objective is to have an ablation study, where
we determine if the reject option and our extensions to the AUG are extrane-
ous. To minimize false positives, ALP leverages a novelty detector to reject
classifying test usage instances that are dissimilar to training examples. Also,
to incorporate more signals beyond program elements used in the execution
of a program, ALP used an extended version of the AUG that captures more
information. Using the same metrics, we compare the performance of ALP
with and without the two components on the AU500 dataset.

RQ4. What is the effect of using a different training dataset?
ALP was trained with usage examples of APIs mined from GitHub. In

machine learning-based approaches, the quality of data used for training is
known to affect effectiveness. Therefore, in our last research question, we in-
vestigate the change in performance of ALP when a different training dataset
is used. We observe and compare the change in performance metrics when
ALP is trained on the same dataset used by MUDetectXP [61]. This train-
ing data was constructed through the 2015 GitHub dataset from BOA [143],
containing up to 1,000 usage examples for each API.

3.4.3 Experimental Results

RQ1. Performance of ALP on MUBench.
Table 3.4 and 3.5 summarize the results of our evaluation on MUBench.

During our manual inspection of the results, we find that one of the misuses
in MUBench, identified by MUDetect in prior work, was, in fact, a false
positive. This case, identified as a misuse of java.util.Map, is actually
a usage of Multimap2. Unlike Map, Multimap does not return null, and
instead returns an empty collection when get(key) is invoked with a key not
contained in the map. As its usage in this case is not a misuse, we removed
this case from our evaluation. Another misuse site was in a project that was
no longer publicly accessible, and as such, we also removed this case from our

2https://guava.dev/releases/23.0/api/docs/com/google/common/collect/

Multimap.html#get-K-
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Table 3.4: Statistics of running MUBench’s Experiment P. Other than ALP,
the results of the detectors were taken from prior work [61].

Detector Experiment P
# findings # true misuses Prec. @ 20

Tikanga 85 7 8.2%
JADET 91 8 8.8%
DMMC 161 12 7.5%
GrouMiner 156 4 2.6%
MUDetect 146 32 21.9%
MUDetectXP 91 31 34.1%
ALP 164 72 43.9%

Table 3.5: Statistics of running MUBench’s Experiment R. # unique is the
number of misuses found only by one detector. Other than ALP, the results
of the detectors were taken from prior work [61].

Detector Misuses in Experiment R
# found # unique Recall

Tikanga 13 0 6.3%
JADET 7 1 3.4%
DMMC 21 4 10.1%
GrouMiner 5 0 2.4%
MUDetect 42 4 20.2%
MUDetectXP 90 6 43.3%
ALP 117 35 56.3%

evaluation. Without using examples from GitHub, MUDetect outperforms
the other existing tools in both precision and recall, and by using examples
from GitHub, MUDetectXP improves substantially over MUDetect and is
the strongest baseline.

For Precision@20, following the procedure described in MUBench [60],
we3 manually inspected the top 20 cases found by ALP on each project, and
finished with a precision of 43.9%. We computed Cohen’s Kappa to measure
the agreement between the two annotators and obtained a Kappa value of
0.75 – usually interpreted as substantial agreement [248, 368]. According to
Landis and Koch [248], a Kappa value between 0.40 to 0.6 corresponds to
moderate agreement, while 0.6 to 0.8 is substantial agreement, and a value

3Two annotators, including a non-author of the paper that reported this research work
who was not informed about the purpose of the labels
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above 0.8 is almost perfect agreement. In total, ALP reports 164 violations in
the top-20 findings in the ten projects, identifying 72 true misuses. Compared
to existing detectors, ALP outperforms the baseline detectors in terms of
Precision, with the strongest baseline, MUDetectXP, achieving a precision of
34.1%. Table 3.4 summarizes Experiment P’s results.

For Recall, ALP identifies 117 misuses out of the 208 misuse (56.3%) in
MUBench. In contrast, MUDetectXP identifies 90 cases out of 208 misuses
(43.3%). Thus, ALP improves over the state-of-the-art by 13%.

The results of Experiment R are summarized in Table 3.5. From the
results, there are 35 misuses that only ALP can find, and there are just 15
misuses that the existing detectors can find that ALP is unable to. This
shows that ALP is capable of detecting misuses that none of the existing
misuse detectors can detect.

Next, we construct a composite baseline detector built from all baselines.
This detector reports a misuse at a particular location as long as a single
baseline detector reports a misuse. This composite detector would correctly
report 111 misuses, and have a resulting Recall of 53.4%, which is still fewer
than the 117 misuses and recall of 56.3% ALP detects. Comparing the com-
posite detector and ALP, there are 15 misuses found only by the composite
detector, while there are 35 misuses found only by ALP. This indicates that
ALP is complementary to prior techniques.

Compared to MUDetectXP, ALP was able to mine more usage constraints
with fewer spurious patterns. Together with the extensions to the AUG, ALP
was able to mitigate the effect of self-usages (where the internal implemen-
tation of an API calls itself) without the need for handcrafted heuristics.
We will provide a further discussion of the differences between ALP and
MUDetectXP in Section 3.5.1.

We investigated the true misuses that ALP did not find. For misuses
related to some APIs, we find that there are too few examples on GitHub to
learn any meaningful patterns. Neither ALP nor MUDetectXP was able to
detect misuses related to these APIs as both correct and incorrect usages of
these APIs are too rare. These APIs include:

• org.apache.jackrabbit.core.config.ConfigurationParser,

• org.apache.commons.lang.text.StrBuilder,

• org.apache.commons.httpclient.auth.AuthState.

We did not observe any trend regarding the misuses that ALP could detect
in the AU500 dataset based on the categories of misuses in the API-Misuse
Classification (MUC) [60] framework, which categorizes misuses based on the
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Table 3.6: Experimental results on the AU500 dataset

Detector Prec. Recall F1
ALP 44.7% 54.8% 49.2%

ALP (w/o reject option) 36.0% 62.6% 45.7%
ALP (w/o EAUG) 19.0% 45.2% 26.7%

MUDetectXP 27.6% 29.6% 28.6%

type of violation (e.g. missing null-check). ALP was able to detect misuses
in the AU500 belonging to every category of the MUC. Consistently, the
remaining misuses that were undetected by ALP are spread across various
categories.

RQ2. Performance of ALP on the AU500. Next, we compare
the evaluation metrics of the best-performing baseline, MUDetectXP [61],
against ALP on the AU500. As MUDetectXP was shown to outperform the
other existing baseline detectors, we focus on it.

Table 3.6 shows the evaluation metrics of ALP and MUDetectXP on our
evaluation dataset. Of the 500 usage instances to classify, ALP reports 141 of
them to be misuses, identifying 63 true misuses correctly, while MUDetectXP
reports misuses for 123 of them, identifying 34 true misuses correctly. ALP
finds 29 more misuses than MUDetect. In total, there are 115 true misuses
among the 500 usage sites. Therefore, ALP has a recall of 54.8% while
MUDetectXP has a recall of 29.6% (a difference of 25.2%). ALP has a
precision of 44.7% while MUDetect has a precision of 27.6% (a difference of
17.1%). Overall, ALP achieves an F1 of 49.2%, a substantial improvement
(of 20.6%) over MUDetectXP, which achieves an F1 of 28.6%.

Among the true misuses detected by either tool, ALP managed to find 36
misuses that MUDetectXP did not identify, while MUDetectXP identified 7
misuses that ALP did not detect. There are 27 misuses that both MUDe-
tectXP and ALP identified. These numbers indicate that if combined, ALP
and MUDetectXP will detect 70 of the 115 true misuses (a recall of 60.9%).
This represents an increase in Recall of about 6% compared to the use of
ALP alone, and it suggests that ALP is complementary to MUDetectXP.
Overall, ALP outperforms the state-of-the-art approach, MUDetectXP, but
a developer trying to detect as many misuses as possible, regardless of the
amount of developer effort needed, should use both tools together.

RQ3. Effect of reject option and EAUG on ALP
The first two rows of Table 3.6 shows the performance of ALP with and
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without the reject option. Without the reject option, ALP reports 59 more
instances are buggy (among the 500 annotated usage instances), however, its
precision is lowered by 8.7%. Among the 59 more findings, only 9 of them
were true misuses (or about 15.3%). This indicates that the novelty detector
was helpful in withholding inaccurate decisions. ALP’s recall increases by
about 7.8% without the reject option, but overall, it attains a reduced F1 of
45.7% compared to 49.2%.

On MUBench Experiment R, ALP finds 1 more misuse when the reject
option is removed. Without the use of the novelty detector, we have no
means to rank the misuses reported by ALP. Therefore, we are unable to
compare the change in performance in Precision@20, which requires the top
20 misuses for each project. Instead, we run ALP with and without the
reject option, and we report the total number of misuses reported among the
projects. Without the reject option, ALP reports 543 misuses in total, while
with the reject option, it reports 440 misuses in total. Thus, by removing the
reject option, ALP would report 23% more usage locations. We sampled 30
of the 103 rejected misuses, and found that just 3 of them were true positives.
Therefore, we see that the reject option helps to mitigate Challenge 2, and
overall, improves F1.

Next, we evaluate ALP with and without the extensions made to the
AUG. The third row of Table 3.6 shows the performance of ALP without the
EAUG, i.e., using only the original AUG. We found that the performance of
ALP dropped substantially without the EAUG, with a reduction in precision
of over 20% on the AU500. On MUBench’s Experiment R, the Recall of
ALP dropped to 24.5%, a decline of 30%. We observed that the decrease in
effectiveness was caused primarily by reporting many false positives related to
ResultSet, which implements the Closeable interface. Without the EAUG
distinguishing between parameters and local variables, ALP would report
that any usage of the ResultSet without a corresponding close method call
as a misuse, even if the ResultSet was passed in as an argument or was a
field. Therefore, we conclude that capturing this information, as done in the
EAUG, is important for distinguishing between correct and incorrect usages
of some APIs.

RQ4. Effect of using a different training dataset
In our final research question, we compare the performance of ALP when

using the same training data as MUDetectXP [61]. Referring to the dataset
used by MUDetectXP as the GitHub 2015 dataset, Table 3.7 summarizes
the differences in performance metrics. On both MUBench and the AU500,
overall performance declined when the GitHub 2015 dataset was used. On
MUBench, both Precision@20 and Recall drops from 43.9% to 36.3% and
from 56.3% to 47.6%. On the AU500, Precision drops from 44.7% to 28.2%.
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Table 3.7: Summary of differences in performance metrics when ALP is
trained with the same dataset (GitHub 2015) as MUDetectXP

Detector MUBench AU500
Prec.@20 Recall Prec. Recall F1

ALP (original data) 43.9% 56.3% 44.7% 54.8% 49.2%
ALP (GitHub 2015) 36.3% 47.6% 28.2% 58.3% 38.0%

MUDetectXP 34.1% 43.3% 27.6% 29.6% 28.6%

While Recall increased from 54.8% to 58.3%, the overall performance, in
terms of F1, dropped from 49.2% to 38.0%.

Compared to MUDetectXP, all performance metrics of ALP remained
higher. In particular, the F1 of ALP is almost 10% higher than the F1
of MUDetectXP on the AU500. The results suggest that ALP improves
over MUDetectXP even when using the same training dataset, validating
our findings and design decisions, even though the choice of training dataset
influences overall effectiveness.

Overall, the experimental results suggest that the effectiveness of ALP
depends heavily on having a training dataset that is sufficiently large. This
supports the intuition that ALP leverages the diversity in the training dataset
to mine discriminative subgraphs and construct an accurate classifier. Quali-
tatively, we observed that the smaller dataset had the consequence of having
lower diversity among the usage examples used for training. This hindered
the identification of discriminative subgraphs for many APIs. For some APIs,
there were extremely few examples of incorrect usage in the smaller dataset,
preventing ALP from learning a model of that API.

3.5 Discussion

3.5.1 Qualitative Analysis

So far, we have shown a quantitative evaluation of ALP. Next, we perform a
qualitative evaluation of ALP. In this section, we look into the features that
were identified by ALP and MUDetectXP. We also discuss cases of misuses
of the most common APIs, which provide insights as to why ALP was able
to detect some misuses that MUDetectXP missed, as well as some cases that
ALP failed to detect a misuse.

Developers may implement a class that extends Enumeration. In their
implementation of the nextElement method, the obligation to check for has-
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MoreElements falls on the client of the new class. Take, for example, the
code snippet from a real GitHub project given in Figure 3.20. Reporting
new FileInputStream(fileNames.nextElement()) as a misuse of nextElement
results in a false positive. ALP correctly identifies that the information about
implementing the Enumeration interface is an important feature for detect-
ing misuses of nextElement. This is possible as ALP includes subtyping in its
model of source code, the EAUG. Therefore, ALP is able to correctly detect
that this usage is a correct usage, avoiding a false positive. On the other
hand, existing misuse detectors are incapable of encoding any pattern that
captures such information, showing the difficulty of Challenge 3, which
motivates an expressive representation of programs.

class MyInputStreamEnumerator implements

Enumeration<FileInputStream> {

private Enumeration<String> fileNames;

public MyInputStreamEnumerator(

Enumeration<String> fileNames) {

this.fileNames = fileNames;

}

@Override public boolean hasMoreElements() {

return fileNames.hasMoreElements();

}

@Override public FileInputStream nextElement() {

FileInputStream ret = null;

try {

ret = new FileInputStream(

fileNames.nextElement());

} catch(FileNotFoundException ex) {

ex.printStackTrace();

}

return ret;

}

}

Figure 3.20: A client of nextElement. A salient feature recognised by ALP is
that the class implements Enumeration, highlighted in red, which helps ALP
to correctly judge that this is not a misuse without the need for handcrafted
heuristics.

Next, we investigate the patterns mined by ALP and MUDetectXP as
both MUDetectXP and ALP produce subgraph patterns as a by-product.
As each usage instance was compared against the mined patterns, having
many patterns that are unrelated to the API usage will lead to lower ef-
fectiveness. We analyze these subgraph patterns for java.util.Map. As
mentioned previously, we focus on Map due to its prevalence in virtually all
Java projects.

The results are given in Table 3.8. While MUDetectXP did not detect
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Figure 3.21: A spurious usage pattern mined by MUDetect. While fetching
an object from a map and putting it into another is frequent, its violation
leads to no consequences.

Table 3.8: Patterns discovered by MUDetectXP and ALP

Detector total patterns # unrelated
MUDetectXP 81 72

ALP 35 9

any misuse of java.util.Map in MUBench, MUDetectXP mines 81 patterns
related to it. Of these patterns, 72 (88%) do not relate any of the program
elements (e.g. method invocations, parameter values) of Map, and instead
are spurious patterns (e.g. related to printing data to standard output) that
occur frequently with Map in the dataset. These patterns can never identify
a misuse of Map, only producing false positives. The remaining patterns
are related to Map, but do not represent usage constraints. For example,
the pattern in Figure 3.21 was identified by MUDetectXP and led to several
false positives. While this pattern frequently appeared, it is not a usage
constraint; when violated, there are no consequences. This demonstrates that
MUDetectXP faces Challenge 1 and 2; it is difficult to automatically and
reliably determine the correctness of a pattern, and when given a violation
of a pattern, it is difficult to determine if the violation really is a misuse.

ALP mines 35 patterns of java.util.Map. Of these patterns, just 9
(25%) of them are patterns that do not show any relationship between pro-
gram elements of Map. The patterns mined for each API are available on
the artifact website. This suggests that ALP addresses Challenge 1
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and 2; it reduces the number of spurious patterns that are mined,
and largely picks up subgraphs that are more likely to affect the
correctness of the API usage.

One reason that ALP detects some misuses that are missed by MUDe-
tectXP is that MUDetectXP failed to mine the usage constraint using its
subgraph mining algorithm. For example, MUDetectXP is not able to de-
tect misuses related to java.util.List, which was often misused in cases
when its size was not checked before invoking get(index) on it. We hypothe-
size that this limitation is caused by the different ways that the size can be
checked before invoking get(index), for example, within a for-loop or check-
ing for isEmpty before invoking get(0), as well as the possibility of having
arbitrary amounts of code in between the check on the size and the invo-
cation to get(index). On the other hand, ALP is able to represent
a usage using multiple disjoint subgraphs, and the use of human
labels allows it to filter out subgraphs that are incidentally mined
from the arbitrary code in between the relevant code.

We also inspected some cases that ALP did not successfully detect. Be-
cause ALP makes a decision based on subgraphs which are disjoint from one
another, it may fail to detect a misuse when a single method contains multi-
ple instances of the object. For instance, if there are multiple uses of an API
in a method, it cannot detect cases where the first object is correctly used,
but the second object is not. The first correct usage masks the incorrect
second usage. In contrast, MUDetectXP is able to detect that the second
usage violates a usage constraint.

In Section 3.4.3, we observed that ALP was less effective when using
the smaller and, as a result, less diverse dataset. This is related to another
limitation of ALP, in which it cannot identify patterns which occur extremely
rarely. Both correct and incorrect usage patterns that are rare cannot be
identified as discriminative subgraphs as ALP will consider them outliers.
MUDetectXP shares a similar limitation. If it fails to identify any patterns
from a limited set of examples, then it cannot detect any misuses. However,
unlike ALP, MUDetectXP only requires examples of correct usages.

Ultimately, while ALP outperforms MUDetectXP quantitatively, both
tools are complementary, outperforming the other under different circum-
stances. Fundamentally, both approaches rely on different strategies, having
strengths and limitations that are different from each other. As mentioned
previously in Section 3.4.3 (RQ2), and they should be used together if the
goal is to detect as many misuses as possible.

To conclude, our takeaways from the qualitative evaluation are as follows:

• ALP’s extensions to the API Usage Graph allowed it to correctly detect
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self-usages (calling another method from within the same interface)
without the need for handcrafted heuristics.

• ALP has some success in addressing the challenges we described at the
start of this section. It identifies usage constraints while minimizing
the number of irrelevant patterns mined.

• By representing each graph using a vector of disjoint subgraphs, ALP
avoids some difficulties faced by prior studies.

• ALP and MUDetectXP may outperform each other under different cir-
cumstances and have different limitations, and to detect as many mis-
uses as possible, both tools should be considered.

3.5.2 Threats to Validity

To mitigate threats to internal validity, we double checked our source code
and data, however, errors may remain. Whenever possible, we reused exist-
ing, off-the-shelf implementations of algorithms to reduce the risk of imple-
mentation mistakes. We also make our source code publicly available on the
artifact website. Another threat is bias in our dataset. To mitigate this bias,
each instance is labeled by at least one annotator with industry experience.

For minimizing threats to construct validity, we reused the same bench-
mark and evaluation metrics as previous studies. For the AU500 dataset, as
we have a complete set of labels, we reuse evaluation metrics that are more
commonly used for various classification problems in other domains.

The projects used by ALP differ from those used by MUDetectXP, how-
ever, both sets of projects were obtained from GitHub. Since the projects
were sampled from GitHub, we do not expect substantial differences be-
tween the projects used. However, we note that ALP downloaded a larger
corpus of usage examples (about 2000 examples of API usage examples com-
pared to only 1000 for MUDetectXP). When we modified the source code
for MUDetectXP to mine patterns from up to 2000 examples, we found that
MUDetectXP faces scalability issues. Running on a machine with 64GB of
RAM, MUDetectXP exhausts all the available memory while mining pat-
terns. Therefore, we are unable to complete the experiments without chang-
ing the subgraph mining process used by MUDetectXP, which would fun-
damentally change how MUDetectXP identifies patterns. Furthermore, in
RQ4 (see Section 3.4.3), we have investigated the performance of ALP when
using the same dataset as MUDetextXP and found that ALP still outper-
formed MUDetectXP on both MUBench and the AU500 dataset. Funda-
mentally, ALP mines only discriminative patterns considering informative
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usage examples, while MUDetectXP mines all frequent patterns considering
all examples.

To mitigate threats to external validity, we have used two benchmarks to
increase the spread of API usage examples considered. A threat is that our
findings may not apply to APIs that were not studied. However, we study
the same APIs as prior work, and both the APIs and projects studied are
from diverse domains.

3.6 Related Work

Dynamic analysis Researchers have proposed the use of runtime verifica-
tion to detect violations of API specifications [214], these specifications can
be both automatically mined [331] or written by hand. However, Legunsen
et al. [255] have shown that both manually written specifications and auto-
matically mined specifications have high false positive rates. This suggests
the need for more tooling in mining and writing API specifications. Their
analysis revealed that the manually written JavaMOP specifications did not
sufficiently encode valid alternative usages. ALP is complementary to these
approaches; ALP can help to discover salient patterns for writing specifica-
tions. Some patterns may not be obvious and ALP may assist specification
writers in discovering unusual usage patterns.

Catcher [229] uses search-based testing to detect API misuses. Focusing
on the API of the Java standard library, it generates test cases directed at
code using the API of interest to find a test case triggering an exception from
the API. MUTAPI [416] is an approach using mutation testing for discovering
API misuse patterns. MUTAPI mutates correct usage of an API within client
projects. In contrast to our work and other API misuse detectors, MUTAPI
is focused on misuse pattern discovery. Its precision was not evaluated on
MUBench. While the misuse patterns found by MUTAPI achieved a recall
of 49% on the original version of MUBench [59] (with about 50 misuses), our
work achieves a recall of about 56% on the extended version of MUBench [60,
61] (with 208 misuse locations). Both Catcher and MUTAPI are limited to
misuses which cause exceptions to be thrown, while our approach can detect
misuses with other consequences, such as resource leaks. We do not directly
compare the performance of ALP and MUTAPI as MUTAPI relies on the
execution of a test suite to detect misuses while ALP relies on static analysis
to detect misuses. MUTAPI can work only on projects with an available test
suite, while ALP is able to detect misuses in projects without test suites or
with test suites with limited coverage. Existing research has also shown that
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many projects have poor code coverage and that developers do not always
write test cases[237, 235].

Other work on API There are other research efforts on other ways to assist
development using APIs. Researchers have worked on better search for API
usage examples [175, 176, 401], recommendation of APIs [300, 302, 157], gen-
erating or improving documentation [445, 131], studying API usage in Stack-
Overflow answers [449, 339], and finding API workarounds [246]. Lamothe
et al. [246] showed that developers may intentionally use APIs in ways that
are not officially supported by the API developers; these workarounds may
be viewed as alternative usage patterns.

3.7 Summary

We propose ALP, which represents programs as graphs and classifies them to
detect API misuses. ALP is a human-in-the-loop technique that identifies
examples for mining discriminative subgraphs. Through the principles of
active learning, a small but informative number of examples are identified
and labeled. These examples are used to train a classifier with a reject option,
which reserves judgement when encountering programs that it is uncertain
about. On both MUBench and our newly constructed AU500 dataset, ALP
substantially outperforms existing approaches and the state-of-the-art tool,
MUDetectXP.
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Chapter 4

(Static Analysis + API)
Detecting False Alarms from
Automatic Static Analysis
Tools

4.1 Overview

It has been 15 years since Findbugs [75] was introduced to detect bugs in Java
programs. Along with other automatic static analysis tools (ASATs) [350,
353, 137], FindBugs aims to detect incorrect code by matching code against
bug patterns [75, 196], for example, patterns of code that may dereference
a null pointer. Since then, many projects have adopted these tools as they
help in detecting bugs at low cost. However, these tools do not guaran-
tee that the warnings are real bugs. Many developers do not perceive the
warnings by ASATs to be relevant due to the high incidence of effective
false alarms [216, 391, 353]. Prior work has suggested that the false positive
rate may range up to 91%. While the overapproximation of static analysis
may cause false alarms, false alarms do not only refer to errors from analy-
sis or overapproximation, but include warnings that developers did not act
on [216, 354, 353]. Developers may not act on a warning if they do not think
the warning represents a bug or believe that a fix is too risky.

To address the high rate of false alarms, many researchers [404, 188] have
proposed techniques to prune false alarms and identify actionable warnings,
which are the warnings that developers would fix. These approaches [181,
186, 232, 241, 351, 435, 417, 364, 234] consider different aspects of a warn-
ing reported by Findbugs in a project, including factors about the source
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code [181], repository history [417], file characteristics [263, 435], and histor-
ical data about fixes to Findbugs warnings [241] within the project. Wang
et al. [404] completed a systematic evaluation of the features that have been
proposed in the literature, and identified 23 “Golden Features”, which are
the most important features for detecting actionable Findbugs warnings. Us-
ing these features, subsequent studies [429, 432, 431] show that any machine
learning technique, e.g. SVM, performs effectively, and that the use of a
small number of training instances can train effective models. In these stud-
ies, performances of up to 96% Recall, 98% Precision, and 99.5% AUC can be
achieved. A perfect predictor has a Recall, Precision, and AUC of 100learning
techniques using the Golden Features are almost perfect.

Although the Golden Features have been shown to perform well, we do
not know why they are effective. Therefore, in this work we seek to get a
deeper understanding of the Golden Features. We find a few issues: First,
the ground-truth label was leaked into the features measuring the proportion
of actionable warnings in a given context. Second, warnings in the test
data were used for training. To understand their impact, we addressed the
two flaws and found that the performance of the Golden Features declines.
Our results show that the use of the Golden Features do not substantially
outperform a strawman baseline that predicts all warnings are actionable.

Next, we investigate the warning oracle used to obtain ground-truth labels
when constructing the dataset. To evaluate any proposed approach, a large
dataset should be built, where each warning is accurately labeled as either
an actionable warning or false alarm. Many studies [404, 429, 432] use a
heuristic, which we term the closed-warning heuristic, as the warning oracle
to determine the actionability of a warning, checking if the same warning is
reported in a reference revision, a revision chronologically after the testing
revision. If the file is still present and the warning is not reported in the
reference revision, then the warning is closed and is assumed to be fixed. It
is, therefore, assumed to be actionable. Conversely, a warning that remained
open is a false alarm. A revision made a few years after the simulated time of
the experimental setting is used as the reference revision. Prior studies [404,
429, 432] selected reference revisions set 2 years after the testing revision.
However, no prior work has investigated the robustness of the heuristic.

There are several desirable qualities of a warning oracle. Firstly, it should
allow the construction of a sufficiently large dataset. Secondly, it should be
reliable; the labels should be robust to minor changes in the oracle. Thirdly,
it should generate labels that human annotators and developers of projects
using ASATs agree with. An advantage of the closed-warning heuristic is
that it enables the construction of a large dataset. However, our experiments
demonstrate the lack of consistency in the labels given changes in the choice
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of the reference revision. This may allow different conclusions to be reached
from the experiments. Our experiments also uncover that the oracle does not
always produce labels that human annotators or developers agree with. These
limitations show that alone, the heuristic do not always produce trustworthy
labels. After removing unconfirmed actionable warnings, the effectiveness of
the Golden Features SVM improves, indicating the importance of clean data.

We highlight lessons learned from our experiments. Our results show
the need to carefully design an experimental procedure to assess future ap-
proaches, comparing them against appropriate baselines. Our work points
out open challenges in the design of a warning oracle for the construction of
a benchmark. Based on the lessons learned, we outline several guidelines for
future work.

Subsequently, we analyze the use of pretrained models of code for filtering
false alarms. Recently, Kharkar et al. [231] have found that pretrained models
of code can be employed as a filter to remove false alarms from a static
analyzer, Infer. Their experiments showed that both a zero-shot approach
and finetuned pretrained model were able to filter out false alarms while
retaining a majority of the true alarms.

In this study, we reproduced the work of Kharkar et al. [231] but find that
the performance of the zero-shot approach may not be sufficiently effective.
Considering the objectives of both retaining true alarms and filtering out false
alarms, the zero-shot approach fails to outperform the use of Infer without
any postprocessing, making tradeoffs between precision and recall. We were
able to replicate the other proposed approach, and found that it was effective
at filtering false alarms, but the process of finetuning the model requires a
large number of labelled warnings. Automatically generated labels may be of
poor quality [220] and manually labelled data is expensive. This motivates
approaches that require only a small number of labels.

To this end, we propose a new approach, TrailMarker. TrailMarker
uses in-context learning [96] with a large language model of source code, In-
coder [160]. With the use of transformer-based architectures [392], large
language models of source code are pretrained with enormous datasets [201].
Surprisingly, they have been shown to exhibit effective performance on many
tasks that may require some understanding of program semantics [254, 228,
420]. In-context learning aims to utilize the large amount of background
knowledge captured by these models. Instead of providing a large training
dataset for finetuning or retraining, in-context learning requires a demonstra-
tion of a small number of labelled warnings to be provided. Conditioning on
the demonstration as context, the large language model can be immediately
used for a different task than its pretraining task.

To minimize the number of labels required, TrailMarker uses a novel
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strategy of selecting a small number of warnings to present to the human-in-
the-loop, who provides the labels of these warnings. TrailMarker aims to
leverage in-context learning for learning and generalizing from the demon-
stration of a a small number of labelled examples. Apart from minimizing
the number of labels required, the selection of warnings to use the demon-
stration would impact the effectiveness of the approach. While Kharkar et
al. [231] considers only the program location at which a warning is reported,
the execution paths of programs often cross functions and code from multi-
ple files. Incorporating more information may improve the filtering, hence,
TrailMarker guides its selection of warnings using information from the
execution path analyzed by Infer when providing demonstrations to the large
language model of code. Considers the seletion of warnings as a set cover
problem, TrailMarker selects warnings such that there is some informa-
tion for every trace event on the path reported by the static analyzer. As
such, TrailMarker constructs informative demonstrations to a large lan-
guage model.

As the code and dataset used in the experiments of the prior study [231]
are not publicly available, we reimplement their proposed approaches and
construct a new dataset. Our experimental results shows that TrailMarker
achieves an F1 of 87.1% compared to the F1 of 82.8% from the state-of-the-
art approach while requiring labels on only a quarter of all training warnings.
We also perform an ablation analysis and find that both the use of in-context
learning and the set cover strategy for selecting labelled warnings are impor-
tant to TrailMarker.

4.2 Background

4.2.1 Automatic Static Analysis Tools

Many researchers have proposed Automatic Static Analysis Tools (ASATs),
such as Findbugs [75], to detect possible bugs during the software devel-
opment process. Research has shown these tools are useful and succeed in
detecting bugs that developers are interested in with low cost. Compared
to program verification or software testing, these tools rely on bug patterns
written by the authors of the static analysis tools, matching code that may be
buggy. Findbugs includes over 400 bug patterns that match a range of pos-
sible bugs, such as class casts that are impossible, null pointer dereferences,
and incorrect synchronization.

Studies have also shown that ASATs are able to detect real bugs [383,
179]. Indeed, static analysis tools are adopted by large companies [74, 353,
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137] and open source projects [84] to detect bugs at low cost. Developers may
run them during local development, use them in Continuous Integration [436]
and during code review to detect buggy code to catch bugs early [391, 384,
77, 312]. Projects may configure the tools [436], for example, to suppress
false alarms by configuring a filter file to exclude specific warnings [46].

Developers largely perceive ASATs to be relevant, and the majority of
practitioners have used or heard of ASATs [375, 391, 280]. Still, these tools
are characterized by the large amounts of false alarms that they produce, and
among other reasons, this has led to resistance in adopting them in many
software projects [216].

4.2.2 Distinguishing between Actionable Warnings and
False Alarms

To minimize the overhead of inspecting false alarms, researchers have pro-
posed approaches based on machine learning to rank or classify the warnings.
A large number of features have been designed over the past 15 years; for
example, based on software metrics (e.g. size of the file, number of comments
in the code), source code history (e.g. number of lines of code recently added
to a file), and characteristics and history of the warnings (e.g. the number
of revisions where the warning has been opened).

Researchers have evaluated their proposed tools through datasets of warn-
ings produced by Findbugs [181, 186, 187, 351, 364, 435, 189]. Recently,
Wang et al. [404] performed a systematic analysis of the features proposed in
the literature. From 116 features, they identified 23 Golden Features, which
are the features that achieve effective performance. The features are listed
in Table 4.1. These features include metrics such as the code-to-comments
ratio [263], and the number of lines added in the past [187, 351]. Of note are
several features of the “Warning combination” feature type. We will refer to
three of these features, warning context in method, warning context
in file, and warning context for warning type, as the warning con-
text features. We refer to another two features, the defect likelihood for
warning pattern, and discretization of defect likelihood as the defect
likelihood features. These features are various measures of the proportion
of actionable warnings within a population of warnings, building on top of
the insight that warnings within the population share the same label, e.g.
if a warning was previously fixed in a file, it is more likely that the other
warnings in the same file will be fixed too.

Further research [429] on the Golden Features of Wang et al. [404] showed
the lack of influence of the choice of machine learning model on effectiveness.
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Table 4.1: The Golden Features studied in prior work [404, 429, 432]. A
warning context is defined [404] as the difference of the number of actionable
warnings and false alarms divided by the total number of warnings reported in
a given method/file, or for a warning pattern. We provide more descriptions
of each feature in our replication package [28].

Feature type Feature
warning context in method
warning context in file

Warning combination warning context for warning type
defect likelihood for warning pattern
discretization of defect likelihood
average lifetime for warning type
comment-code ratio
method depth

Code characteristics file depth
# methods in file
# classes in package
warning pattern

Warning characteristics warning type
warning priority
package
file age

File history file creation
developers

Code analysis parameter signature
method visibility

Code history LOC added in file (last 25 revisions)
LOC added in package (past 3 month)

Warning history warning lifetime by revision

They suggested that a linear SVM was optimal since it requires a lower cost
of training. In contrast, while a deep learning approach achieves similar
levels of effectiveness, it has a longer training time. Their analysis [429]
suggested that the detection of false alarms is an intrinsically easy problem.
A different study [432] demonstrated that, with the Golden Features, only
a small proportion of the dataset has to be labelled to train an effective
classifier. The Golden Features are a subject of our study. In Section 4.4, we
analyze them in detail.

Closed-warning heuristic. The procedure to construct and label the
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Figure 4.1: The dataset comprises warnings created before the training and
testing revisions. The labels of each warning are determined by the closed-
warning heuristic; if a warning is closed at the reference revision and the file
has not been deleted, then it is actionable.

ground-truth dataset can be visualized in Figure 4.1. To assess an approach
that detects false alarms, a dataset of Findbugs warnings is collected. While
some researchers [186, 364] construct a labelled dataset through manual la-
belling of the warnings in a single revision, other researchers collect a dataset
through an automatic ground-truth data collection process [181, 186, 404,
432, 429]. Data for a testing revision and at least one training revision, set
chronologically before the testing revision, is collected. This simulates real-
world use of the tool, in which training is done on the history of the project,
and then used at the time of the testing revision.

Using the closed-warning heuristic as the warning oracle, each warning
in a given revision is compared against a reference revision set in the future
of the test revision. If a specific warning is no longer present in the reference
revision (i.e., a closed warning), the heuristic assumes that the warning is
actionable. If the warning is present in both the given and reference revision
(i.e., an open warning), then the heuristic assumes that it is a false alarm.
If the file that contains the code with the warning has been deleted, then
the warning is labelled unknown and is removed from the dataset. In other
words, according to the the closed-warning heuristic, a closed warning is al-
ways actionable as long as the file has not been deleted, and an open warning
is always unactionable. Beyond studies for detecting actionable studies, re-
searchers have also applied the heuristic to identify bug-fixing commits to
mine patterns of bug fixes [270, 271]. The heuristic is a subject of our study,
and we assess its robustness and its level of agreement with human oracles
in Section 4.5.
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4.3 Study Design

4.3.1 Research Questions

RQ1. Why do the Golden Features work?
This research question seeks to understand the Golden Features. While

previous studies have highlighted their strong results, there has not been
an in-depth analysis of their practicality. We study the Golden Features
and the dataset used in the experiments by Wang et al. [404] and Yang et
al. [429]. We investigate the aspects of the features and dataset that allow
accurate predictions by the best performing machine learning model, an SVM
using the Golden Features. We replicate the results of the previous studies
and validate the predictive power of the Golden Features. To understand the
importance of different features, we use LIME [341] to narrow our focus down
to the features that contributes the most to the predictions. Afterwards, we
switch to increasingly simpler classifiers and analyze the experimental data
to better understand why the choice of classifiers did not influence the results
in prior studies.

RQ2. How suitable is the closed-warning heuristic as a warning
oracle?

This research question concerns the suitability of the closed-warning heuris-
tic as a warning oracle. A good oracle should be robust, and its judgments
should agree with the analysis of a human annotator. We investigate the
robustness of the heuristic, checking the consistency of labels under different
choices of the reference revision. While previous studies used a 2-years inter-
val between the test revision and reference revision, we investigate if different
conclusions can be reached with a different time interval. Next, we compute
the proportion of closed warnings that human annotators labelled actionable,
and the proportion of open warnings that project developers suppressed as
false alarms.

4.3.2 Evaluation Setting

To analyze the performance of machine learning approaches that identify ac-
tionable Findbugs warnings, we use the same metrics as prior studies [432,
429, 404]. A true positive (TP) is an actionable Findbugs warning correctly
predicted to be actionable. A false positive (FP) is an unactionable Find-
bugs warning incorrectly predicted to be actionable. Note that we use the
term false alarm to refer to unactionable Findbugs warning. A false positive,
therefore, refers to a false alarm that is incorrectly determined to be an ac-
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tionable warning. A false negative (FN) is an actionable warning incorrectly
predicted to be a false alarm. A true negative is a unactionable warning
correctly predicted to be a false alarm.

We compute Precision and Recall as follows:

Precision = TP
TP+FP

Recall = TP
TP+FN

Finally, we compute and present F1, the harmonic mean of Precision and
Recall. F1 is known to capture the trade-off between Precision and Recall,
and is used in place of accuracy given an imbalanced dataset. F1 is computed
as follows:

F1 = 2× Precision × Recall
Precision+Recall

The Area Under the receiver operator characteristics Curve (AUC) is a
measure of the predictive power of a machine learning approach to distinguish
between true and false alarms. Ranging between 0 (worst discrimination)
and 1 (perfect discrimination), AUC is the area under the curve of the true
positive rate against the false positive rate, and recommended over accuracy
when the data is imbalanced. A strawman classifier that always outputs a
single label has an AUC of 0.5.

Our dataset consist of projects that were studied by Yang et al. [429, 432]
and Wang et al. [404]. Similar to previous studies [432, 429], we use one
training revision and one testing revision. We use the same testing revision
as previous studies [432, 429, 404]. We train one model for each project.

4.4 Analysis of the Golden Features

To answer the first research question, we investigate the performance of the
Golden Features by first using the same dataset used by Yang et al. [429].
The dataset includes two revisions from 9 projects. The testing revisions are
the revisions of the projects on 1 January 2014, and the training revision
is a revision of the projects up to 6 months before the testing revision. In
total, 31,058 warning instances were obtained by running Findbugs over the
training and testing revision. On average, 14.1% of the warnings in the
dataset were actionable. Table 4.2 shows the breakdown of the warnings.

We successfully replicate the performance observed in the experiments
of Yang et al. [429] and Wang et al. [404], obtaining high AUC values of
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Table 4.2: The number of training, testing instances, and the percentage of
actionable warnings (Act. %) in the dataset. The testing revision is the last
revision checked into the main branch on 2014-01-01.

Project Training With duplicates W/o duplicates
testing Act. % testing Act. %

ant 1229 1115 5% 21 71%
cassandra 2584 2601 14% 551 70%
commons 725 786 5% 4 50%
derby 2479 2507 5% 499 31%
jmeter 604 613 24% 57 19%
lucene 3259 3425 34% 893 59%
maven 813 818 3% 149 14%
tomcat 1435 1441 23% 227 41%
phoenix 2235 2389 14% 214 22%

up to 0.99, identical to the study of Yang et al. [429]. An average F1 of
0.88 was obtained, with F1 ranging from 0.65 to 0.95. Table 4.3 shows the
experimental results that we have obtained.

Yang et al. [429] found that the dataset was intrisically easy as the data
was inherently low dimensional. To further analyze their findings, we used
tools from the field of explainable AI, in particular LIME [341], to iden-
tify the most important features contributing to each prediction. LIME is
an explanation technique that identifies the most important features that
contributed to an individual prediction. To identify the most important fea-
tures, we sampled 50 predictions made by the Golden Features SVM, and
used LIME to identify the top features contributing to the predictions. We
found that two features, warning context of file and warning context
of package, appeared in the top-3 features of every prediction.

Warning context and defect likelihood features. On analyzing the
source code of the feature extractor developed by Wang et al. [404], we found
a subtle data leak in the implementation of the warning context and defect
likelihood features. These features utilize findings from previous studies [241]
that found that the warnings within a population (e.g. warnings in the same
file) tend to be homogenous; if one warning is a false alarm, then the other
warnings in the same population tend to be false alarms as well. Including
warning context of file and warning context of package, there are an-
other 3 features computed similarly (warning context of warning type,
defect likelihood for warning pattern, Discretization of defect likeli-
hood for warning pattern). At a high-level, the warning context features
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Table 4.3: Effectiveness of an SVM using the Golden Features after separately
removing the leaked features and removing the duplicate warnings between
the training and testing dataset. The numbers in parentheses are the F1
obtained by the baseline classifier that predicts all warnings are actionable.

Project Golden Features − leaked features − data duplication
F1 AUC F1 AUC F1 AUC

ant 0.94 (0.09) 1.00 0.11 (0.09) 0.67 - -
cassandra 0.92 (0.24) 1.00 0.45 (0.24) 0.86 0.9 (0.41) 0.99
commons 0.65 (0.10) 0.99 0.16 (0.10) 0.65 0.75 (0.25) 0.97
derby 0.95 (0.09) 1.00 0.39 (0.09) 0.93 0.97 (0.28) 0.97
jmeter 0.94 (0.38) 0.99 0.53 (0.38) 0.76 1.00 (0.14) 1.00
lucene-solr 0.87 (0.51) 0.97 0.59 (0.51) 0.74 0.87 (0.53) 0.98
maven 0.86 (0.07) 1.00 0.27 (0.07) 0.9 0.95 (0.24) 0.99
tomcat 0.93 (0.37) 1.00 0.48 (0.37) 0.73 0.95 (0.70) 1.00
phoenix 0.89 (0.25) 1.00 0.42 (0.25) 0.78 0.83 (0.37) 0.99
Average 0.88 (0.23) 1.00 0.38 (0.23) 0.76 0.90 (0.37) 0.99

Table 4.4: Effectiveness of an SVM using the Golden Features after removing
both the leaked features and removing the duplicate warnings between the
training and testing dataset. The numbers in parentheses are the F1 obtained
by the baseline classifier that predicts all warnings are actionable.

Project Golden Features − leak, duplication
F1 AUC F1 AUC

ant 0.94 (0.09) 1.00 - -
cassandra 0.92 (0.24) 1.00 0.29 (0.41) 0.54
commons 0.65 (0.10) 0.99 0.11 (0.25) 0.49
derby 0.95 (0.09) 1.00 0.30 (0.28) 0.59
jmeter 0.94 (0.38) 0.99 0.25 (0.14) 1.00
lucene-solr 0.87 (0.51) 0.97 0.23 (0.53) 0.62
maven 0.86 (0.07) 1.00 0.27 (0.24) 0.58
tomcat 0.93 (0.37) 1.00 0.65 (0.70) 0.39
phoenix 0.89 (0.25) 1.00 0.40 (0.37) 0.63
Average 0.88 (0.23) 1.00 0.31 (0.37) 0.59
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are computed as follows:

|W actionable
relevant |−|W false alarm

relevant |
|Wrelevant |

Wrelevant refers to the set of warnings relevant to the feature type. For
example, Wrelevant of warning context of file considers the warnings that
are reported in a given file, while Wrelevant of warning context of warning
type considers all warnings for the given category of patterns (e.g. STYLE,
INTERNATIONALIZATION). Note that a warning pattern refers to a specific
bug pattern in Findbugs (e.g. “ES COMPARING STRINGS WITH EQ”),
and a warning type is a category of patterns. The defect likelihood for
warning pattern [364] feature computes the proportion of warnings that
were actionable out of all warnings with the given bug pattern, p:

D(p) =
|W actionable

relevant |
|Wrelevant |

The discretization of defect likelihood for warning type [364] fea-
ture, computed for each type/category T of bug patterns, is a measure of the
difference in defect likelihood from the defect likelihood of T for each bug
pattern in the category:

1
|T |−1

∑
p∈T (D(p)−D(T ))2

The five warning context and defect likelihood features require informa-
tion about the actionability of each warning in the population of warnings
considered. A data leakage occurs when the classifier utilizes information that
is unavailable at the time of its predictions [387, 227]. As shown in Figure
4.2, while the ratio of actionable warnings are computed over the warnings
reported in the past (the black line in Figure 4.2), the closed-warning heuris-
tic to determine the ground-truth label of a warning (the red lines in Figure
4.1 and Figure 4.2) is utilized to determine if these warnings were action-
able. To compute the warning context of a given warning, Wt in the testing
revision, the labels of all warnings in the population of warnings (e.g. all
warnings in the same file), including Wt, are obtained based on comparison
to the reference revision.

Since the ground-truth label is also obtained based on comparison to
the reference revision, the ground-truth label is inadvertently leaked into the
computation of the warning context. This is not a realistic assumption in
practice; at test time, the ground-truth label of the warning context of Wt

is the target of the prediction. While checking if a warning will be closed 2
years in the future is possible within an experiment, there is no way to check
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Figure 4.2: The warning context and defect likelihood features use labels
derived through the closed-warning heuristic, using information from the
reference revision, chronologically in the future of the test revision. In a
realistic setting, this information will not be present at test time.

if the warnings will be closed 2 years into the future in practice. Table 4.3
shows the large drop in F1, from an average of 0.88 to 0.38, when these five
features are dropped. We refer to these features as leaked features.

Baseline using data leakage. Data leakage leads to an experimental
setting that overestimates the effectiveness of the classifier under study [387,
227]. In Table 4.5, we show that a baseline equivalent to the Golden Features
can be developed using only the five leaked features. Using just the leaked
features with an SVM, we construct a baseline that achieves performance
comparable to the use of the Golden Features. An SVM using the leaked
features has a Recall of 0.79, about 0.10 lower than the Golden Features SVM,
however, they achieve identical Precision of 0.94, which results in an F1 of
0.83, just 0.05 lower than the Golden Features. This indicates that the strong
performance of the Golden Features in the experiments depends largely on
the leaked features, and is an optimistic estimate of their effectiveness.

The computation of the warning context and defect likelihood features caused
data leakage, as it used labels determined by comparison against the reference
revision, chronologically in the future of the testing time.

Data duplication. Next, we progressively selected simpler machine
learning models and surprisingly, found that a k-Nearest Neighbors (kNN)
classifier performs effectively. In particular, we found a surprising trend
where the lower values of k led to better results. The results of the experiment
where we iteratively lowered k to consider in the prediction are shown in Table
4.5.

Surprisingly, a kNN classifier with k=1 (i.e., only one neighbor is con-
sidered to make a prediction) produces the best result, obtained a Precision
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of 0.87, a Recall of 0.90, with an F1 of 0.84. With k=1, the classifier was
selecting a single most similar warning in the training dataset. In typical
usage of kNN, a low value of k may cause the classifier to be influenced by
noise and outliers, which makes the strong results surprising. To analyze the
results further, we observed that the number of training (15,363) and testing
instances (15,695) were similar, and we investigated the data carefully. We
found that many testing instances appeared in both the training and testing
dataset.

The data duplication was caused by the data collection process, in which
all warnings produced by Findbugs for both the training and test revisions
were included in the training and testing dataset. Say we have a warning at
the training revision, determined to be open and, therefore, unactionable by
the closed-warning heuristic. In other words, the warning remained open in
the period before the training revision to the reference revision. Then, the
warning would certainly be opened at the testing revision, which is chronolog-
ically before the reference revision but after the training revision. Likewise,
if we have a warning only closed after the testing revision, but was open
during the testing revision, then the same warning would be present at both
the training and testing revision with the same “actionable” label. Conse-
quently, a large number of warnings appear in both the training and testing
dataset. This contributes to an unrealistic experimental setting.

Table 4.5: Average Precision (Prec.), Recall, and F1 of various approaches
on the original dataset by Yang et al.

Technique Prec. Recall F1
Golden Features SVM 0.84 0.94 0.88
− leaked features 0.26 0.70 0.38
− data duplication 0.88 0.93 0.90
− data duplication and leaked features 0.27 0.57 0.31
+ reimplemented leaked features 0.32 0.57 0.38
Golden Features kNN (with k=10) 0.91 0.57 0.68
Golden Features kNN (with k=5) 0.86 0.72 0.78
Golden Features kNN (with k=3) 0.87 0.78 0.82
Golden Features kNN (with k=1) 0.87 0.90 0.84
Only leaked features SVM 0.79 0.94 0.83
Repeat label from training dataset 0.72 0.80 0.75

Baseline using duplicated data. Data duplication creates an artificial
experimental setting that inflates performance metrics [54]. To confirm that
the data duplication contributes to the ease of the task, we construct a weak
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Figure 4.3: We reimplemented the leaked features. The reimplemented fea-
tures use only information (represented by the blue, dashed lines) available
at the present (i.e., either the training or test revision) to determine if a
warning (i.e., created before the training or test revision) has been closed.
Under this setting, no information from the reference revision is used for
making predictions.

baseline, a dummy classifier, that leverages the duplication of testing data in
the training dataset. Given a warning from the testing dataset, the classifier
heuristically identifies the same warning from the training dataset by search-
ing for a training warning based on the class name (e.g. “BooleanUtils”)
and bug pattern name (e.g. “ES COMPARING STRINGS WITH EQ”). If
there are multiple warnings with the same class name and bug pattern name,
a random training instance is selected from among them. The classifier then
outputs the label of the training instance. If there is no training instance with
the same class and bug pattern type, then the classifier defaults to predicting
that the warning is a false alarm, which is the majority class label.

Table 4.5 shows the comparison of various approaches, including the base-
line approaches, on the dataset. The dummy classifier achieves a strong per-
formance, achieving a Precision of 0.72, a Recall of 0.80, and an F1 of 0.75.
While the dummy classifier underperforms the model using the leaked fea-
tures, it outperforms the Golden Features SVM without the leaked features.
This indicates that using just two attributes, (1) the class name and (2) the
bug pattern of the warning, is enough to obtain strong performance on a
dataset with data duplication. Therefore, we conclude that the data dupli-
cation between the training and testing dataset contributes to the strong
performance observed in previous studies.

The experimental results are summarized in Table 4.5. With both the
leaked features and duplicated data, the average F1 was 0.88. After the
data leakage features are removed, F1 decreased to 0.38. After removing the
duplicated data, F1 decreases further to 0.31. The average project’s AUC
decreased from 1.00 to 0.59. In comparison, using a strawman baseline that
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predicts that every warning is actionable produces an F1 of 0.52 (with an
AUC of 0.5).

All warnings reported by FindBugs on both the training and testing revisions
were included in the datasets. Warnings reported at the training revision may
still be reported at the testing revision, leading to data duplication between
the training and testing dataset.

Experiments under a more realistic setting. To better understand
the performance of the Golden Features SVM, we ran another experiment
where the two issues of data leakage and data duplication have been fixed.
First, we deduplicated the test data from the training dataset. Instead of
including all warnings in the testing revision, we only consider new warnings
introduced between the time after the training revision and before the testing
revision. Figure 4.3 shows our procedure. As compared to the previous
dataset construction process in Figure 4.1, only the warnings created after
the training revision and before the testing revision are used for testing. This
better reflects real-world conditions where all warnings prior to usage are used
for training, but none of the testing data involves warnings that have already
been classified. In total, the number of warnings in the testing revisions
decreased from a total of 15,695 to 2,615 after deduplication. Without the
duplicated data and without using the leaked features, the average F1 drops
from 0.88 to 0.31 as seen in Table 4.3 and Table 4.4.

Next, we reimplemented the leaked features to investigate the effective-
ness of Golden Features SVM. To prevent data leakage, we modified the
definition of the leaked features. Figure 4.3 visualizes the computation of
the warning context and defect likelihood features. Instead of considering
all warnings, we consider only warnings that were introduced in the 1 year
duration before the training or testing revision. Instead of using the refer-
ence revision, we use the given revision (i.e., either the training or testing
revision) to determine if the warning was closed. A warning is closed at a
given revision if Findbugs does not report it. In other words, for the training
revision, only the warnings created within the past year before the training
revision are considered. For testing, only the warnings created within one
year before the testing revision are considered. A time interval of 1 year
was selected in contrast to the study by Wang et al. [404], which used time
intervals of up to 6 months. Unlike Wang et al. [404], for the testing revision,
we consider only warnings created after the training revision to prevent data
duplication. Consequently, we found fewer newly created warnings in the
short time interval between the training and testing revisions.

Note that after reimplementing the warning context and defect likelihood
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features, we could not run the experiments for the project Phoenix as we
faced many difficulties building old versions of the project. Moreover, their
revision history did not go back beyond 3 years, required for computing the
warning context and defect likelihood features for the training revision. This
limitation is not present for Wang et al. [404], as they compute the features
by checking if the given warning is closed in the reference revision, set in the
future of the test revision (causing data leakage). As such, we omit Phoenix
for the rest of the experiments.

Table 4.5 shows the performance of the Golden Features SVM using the
reimplemented features. Without the leaked features, the Golden Features
SVM achieves an F1 of 0.38. Even with the reimplementation of the leaked
features, the Golden Features SVM underperforms the strawman baseline,
which predicts all warnings are actionable, with an F1 of 0.43.

Answer to RQ1: After removing the data leakage and data duplication, our
experimental results indicate that the Golden Features SVM underperforms
the strawman baseline, although its AUC (> 0.5) suggests that the Golden
Features have predictive power.

4.5 Analysis of the Closed-Warning Heuristic

Next, given that the quality and realism of the dataset heavily influences the
evaluation of the Golden Features SVM, we perform a deeper analysis of the
construction of the ground-truth dataset. In previous studies [404, 429, 432],
the warning oracle is the closed-warning heuristic; a warning is heuristically
determined to be actionable if it was closed (i.e., reported by Findbugs in
a revision but was not reported by Findbugs in the reference revision, and
the file was not deleted), and is a false alarm if it was open (i.e. reported by
Findbugs on both the training/test and reference revision).

In the first part of our analysis, we investigate the consistency in the
warning oracle given a change in the reference revision. Next, we determine
if human annotators consider closed warnings as actionable warnings. Then,
we match open warnings against Findbugs filter files in projects that have
configured them for suppresssing false alarms. Finally, we observe if cleaner
data leads to increased effectiveness of the Golden Features SVM.
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4.5.1 Choosing a different reference revision

We perform a series of experiments to determine how the time interval be-
tween the test revision and the selected reference revision influences the
ground truth label of the warnings. We hypothesize that the longer the
time interval between the test and reference revision, the greater the propor-
tion of closed warnings. Based on the closed-warning heuristic, this would
cause more warnings to be labelled actionable. If so, the lack of consistency
in labels should call the robustness of the heuristic into question. If many
bugs are fixed only after many years, then an open warning at any given time
may, in fact, be actionable. Besides that, if changing the reference revision
leads us to a different conclusion about the Golden Features SVM, then it
limits the level of confidence that researchers can have in the experimental
results.

In our experiments, we use three reference revisions set two, three, and
four years after the test revision. By switching the reference revision, we
observe changes in the average actionability ratio. While the actionability
ratio remained consistent for the 4 out of 8 projects, the actionability ratio
increased by over for the other 4 projects, as seen in Table 4.6, Table 4.7, and
Table 4.8. Overall, the average actionability ratio increased by 14% when
varying the time interval between the test and reference revision from 2 to
4 years. Considering all projects, we performed a Wilcoxon signed-rank test
and found that the change in actionability ratio is statistically significant
(p-value=0.03 < 0.05).

In terms of the effectiveness of the Golden Features SVM, its average
F1 increased from 0.39 to 0.57, as seen in Table 4.6, Table 4.7, and Table
4.8. Considering all projects, the Golden Features SVM underperformed the
strawman baseline. Our experiments showed some variation of the Golden
Features SVM’s effectiveness given a change in the reference revision. For
instance, the Golden Features SVM achieved a low F1 of 0.06 in Derby when
the time interval between the test and reference revision was 2 years, but
had a high F1 of 0.72 with a time interval of 4 years.

By changing reference revisions, the problem exhibits different character-
istics. Using a reference revision 4 years after the test revision, actionable
warnings would be the majority class, while they were the minority class
when using the other reference revisions. 4 of 8 projects have an AUC that
flipped from one side of 0.5 to the other (e.g. the Golden Features SVM’s
AUC is under 0.5 on Derby given a 2-years interval, but the AUC increases
above 0.5 given a 4-years interval). In short, different conclusions about the
task and the effectiveness of the Golden Features may be reached.
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Table 4.6: The number of training, testing instances, and the percentage
of actionable warnings (Act. %) in the dataset when varying the reference
revision to be 2 years after the training revision. The numbers in parentheses
are the F1 obtained by the baseline classifier that predicts all warnings are
actionable. The testing revision is the last revision checked in to the main
branch before 2014-01-01.

Project # testing 2 years
instances Act. % F1 AUC

ant 21 24 0 (0.38) 0.43
cassandra 551 41 0.56 (0.59) 0.52
commons 4 50 0.66 (1.00) 1.00
derby 489 10 0.06 (0.18) 0.33
jmeter 57 17 0.13 (0.16) 0.58
lucene 993 44 0.56 (0.62) 0.58
maven 149 17 0.25 (0.29) 0.41
tomcat 226 42 0.53 (0.59) 0.51
Average 311 40 0.39 (0.43) 0.54

Changing the reference revision may affect the distribution of the actionable
warnings, which may impact the conclusions reached from experiments on
the effectiveness of the Golden Features SVM.

4.5.2 Unconfirmed actionable warnings

Next, we investigate if closed warnings are truly actionable warnings. There
are multiple reasons for a warning to close. Code containing the warning
could be deleted or modified while implementing a new feature, and the
warning may only be closed incidentally.

To further understand the characteristics of closed warnings, and to de-
termine how likely is a closed warning an actionable warning, we sampled
1,357 warnings (which is more than the statistically representative sample
size of 384 warnings) that were closed. Two authors of this study indepen-
dently analyzed each warning to determine if they were removed for a bug
fix. If the warning was closed due to code changes unrelated to the warning,
then we do not consider the warning as actionable. If the code containing the
warning was modified such that it was not easily discernible if the warning
was closed with the intention of fixing the warning, then we consider it “un-
known”. If the original version of the code had any comments indicating that
Findbugs reported a false alarm (e.g. explaining the reason that a seemingly
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Table 4.7: The number of training, testing instances, and the percentage
of actionable warnings (Act. %) in the dataset when varying the reference
revision to be 3 years after the training revision. The numbers in parentheses
are the F1 obtained by the baseline classifier that predicts all warnings are
actionable. The testing revision is the last revision checked in to the main
branch before 2014-01-01.

Project # testing 3 years
instances Act. % F1 AUC

ant 21 43 0.13 (0.60) 0.48
cassandra 551 46 0.61 (0.63) 0.41
commons 4 50 1.00 (0.67) 1.00
derby 489 59 0.58 (0.74) 0.46
jmeter 57 26 0.12 (0.27) 0.4
lucene 993 49 0.58 (0.66) 0.57
maven 149 16 0.27 (0.28) 0.44
tomcat 226 61 0.51 (0.57) 0.48
Average 311 42 0.48 (0.55) 0.53

buggy behavior was expected behavior), then we consider the warning a false
alarm. When the labels differed between the annotators, they discussed the
disagreements to reach a consensus. We computed Cohen’s Kappa to mea-
sure the inter-annotator agreement, and obtained a value of 0.83, which is
considered as strong agreement [248].

Finally, after labelling, 176 (13%) of the heuristically-closed warnings
were considered as false alarms. Another 520 warnings (38%) were cate-
gorized as “unknown”. Lastly, 660 (49%) warnings were still considered
actionable after labelling.

For an example of a warning labelled “unknown”, Figure 4.4 shows a
fragment of code where Findbugs complains about the use of the Long con-
structor, indicating that Long.valueOf would be more efficient. Even though
the warning is removed in the reference revision, the entire functionality of
the code fragment was changed as shown in Figure 4.5. In such cases, we
label the warning as “unknown” instead of “actionable” or a “false alarm”, as
there is no evidence that the warning was fixed or ignored. We consider that
the warning was removed incidentally, and that the annotators are unable to
accurately label the warning.

While the closed-warning heuristic considered that a warning could be
removed through the deletion of a file, it does not consider other cases where
a warning could be incidentally removed through code modification that
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Figure 4.4: Example of code that Findbugs reports a warning on. Find-
bugs warns against using new Long, recommending the more efficient
Long.valueOf to instantiate a Long object.

Figure 4.5: The warning from Figure 4.4 is removed through a change in
functionality, unrelated to the warning otherwise.
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Table 4.8: The number of training, testing instances, and the percentage
of actionable warnings (Act. %) in the dataset when varying the reference
revision to be 4 years after the training revision. The numbers in parentheses
are the F1 obtained by the baseline classifier that predicts all warnings are
actionable. The testing revision is the last revision checked in to the main
branch before 2014-01-01.

Project # testing 4 years
instances Act. % F1 AUC

ant 21 43 0 (0.60) 0.32
cassandra 551 43 0.58 (0.60) 0.48
commons 4 50 1.00 (0.67) 1.00
derby 489 66 0.72 (0.80) 0.52
jmeter 57 91 0.71 (0.95) 0.52
lucene 993 67 0.63 (0.8) 0.53
maven 149 16 0.27 (0.28) 0.44
tomcat 226 52 0.64 (0.69) 0.54
Average 311 54 0.57 (0.67) 0.54

does not fix the bug indicated by the warning. Our results indicate that the
heuristic may not be sufficiently robust.

Only 47% of closed warnings were labelled actionable by human annotators,
implying that many closed warnings are not actionable. Many closed warn-
ings were only closed incidentally.

4.5.3 Unconfirmed false alarms

The lack of consistency of the closed-warning heuristic raises questions about
its robustness in labelling the warnings in the dataset. Moreover, our findings
from Section 4.5.1 indicate the possibility that some actionable warnings
would only be closed given a longer time interval between the test revision
and the reference revision. This may reflect real-world conditions, where
developers may not prioritize reports from ASATs and may take a long time
before inspecting them. Thus, this raises the possibility that open warnings
could represent actionable warnings that the developers would only notice
with enough time. We run an experiment to understand this effect, focusing
on projects that have shown evidence of using Findbugs in their development
practices. In this experimental setup, we remove open warnings that are not
confirmed by the project developers to be false alarms.
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Table 4.9: Number of open warnings in each project matched by their Find-
bugs filter file. If a warning was filtered, it indicates that the project’s de-
velopers consider it a false alarm.

Project # open warnings # filtered % filtered
jmeter 710 6 1%
tomcat 1624 9 1%
commons-lang 106 19 18%
flink 4934 4754 96%
hadoop 3053 269 9%
jenkins 1212 178 15%
kudu 1873 464 25%
kafka 4668 2993 64%
morphia 65 0 0%
undertow 347 113 33%
xmlgraphics-fop 949 909 96%
Average (Mean) 1666 818 31%
Average (Median) 1212 178 18%

Some projects, which have integrated Findbugs into their development
process, have a Findbugs filter file [46], in which Findbugs can be configured
to ignore false alarms. The filter file allows developers to suppress warnings
of specific bug patterns on the indicated files. Developers may add warnings
to the Findbugs filter file after inspecting the warnings and identifying false
alarms. On projects that have created and maintained a Findbugs filter file,
we assume that a developer would either fix the buggy code or update the
Findbugs filter file after inspecting a warning. If so, then an open warning
that is not matched by the Findbugs filter file may not be a false alarm, but
has not been inspected by a developer. If an open warning matches the filter,
then it has been confirmed by the developers to be a false alarm.

To investigate the proportion of open warnings that are confirmed to be
false alarms by project developers, we identified 3 projects (JMeter, Tomcat,
Commons-Lang) that have already configured the Findbugs filter file from
Wang et al.’s dataset [404], used in the preceding experiments. Next, we
searched GitHub for large, mature projects that showed evidence of using
Findbugs and have configured a Findbugs filter file. Using the GitHub Search
API, we looked for XML files containing the term FindbugsFilter, which
is a keyword used in Findbugs filter files, in projects that were not forks,
filtering out projects with less than 100 stars or had less than 10 lines in the
Findbugs filter file. We obtained 8 projects.
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Table 4.10: Effectiveness of the Golden Features SVM after removing uncon-
firmed actionable warnings/false alarms. Act. % refers to the proportion of
actionable warnings. The numbers in parentheses are the F1 of the strawman
baseline.

Dataset Act. % F1 AUC
Original dataset [429, 432] 39.9 0.39 (0.43) 0.54
− unconfirmed actionable warnings 40.0 0.61 (0.57) 0.66
Projects using Findbugs 38.0 0.43 (0.44) 0.62
− unconfirmed false alarms 40.0 0.41 (0.46) 0.60

The statistics of the warnings reported by Findbugs on the projects are
displayed in Table 4.9. On average, 31% of the open warnings are matched
by the Findbugs filter configured by the developers, although the proportion
varies for each project. As there are usually more false alarms than actionable
warnings, our results suggest that the majority of open warnings remain
uninspected by developers, which may contribute to noise in a dataset.

Only 31% of open warnings have been explicitly indicated by developers to
be false alarms. This suggests that only a minority of open warnings may be
false alarms. While the rest of the open warnings could be false alarms, they
could also be actionable warnings that have not been inspected yet.

Next, we investigate the impact of the unconfirmed actionable warnings
and false alarms on the Golden Features SVM. We hypothesize that cleaning
up the data will improve its effectiveness.

To study the impact of unconfirmed actionable warnings, we used the
dataset of warnings from the projects by Wang et al. [404] and Yang et
al. [429, 432]. These projects were the same projects studied earlier in Section
4.5.2. We construct a dataset of warnings with only the warnings confirmed
by the human annotators to be actionable warnings. We randomly sampled
a subset of open warnings to retain a similar actionability ratio.

For evaluating the effect of unconfirmed false alarms, we used the warn-
ings from the projects that used Findbugs (from Section 4.5.3). However, we
omit 4 projects (JMeter, Tomcat, Hadoop, Morphia) where less than 10%
of open warnings matched the filter file, as the low percentage may indicate
that the Findbugs filter files are not kept up to date in these projects. From
the other projects, only open warnings that match the filter file are included.
We sampled a subset of closed warnings to retain a similar actionability ratio.

The outcome of our experiment is shown in Table 4.10. Removing uncon-
firmed actionable warnings led to an increased AUC from 0.54 to 0.68, and
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an increased F1 from 0.39 to 0.64. This outperforms the strawman baseline
which has an F1 of 0.57, suggesting that cleaner data may increase the effec-
tiveness of the Golden Features SVM. However, removing unconfirmed false
alarms did not help. The results may indicate that cleaner data may help
and removing unconfirmed actionable warnings, which is the minority class,
may have a positive effect on the effectiveness of a classifier.

Answer to RQ2: The closed-warning heuristic conflates closed warnings
for actionable warnings and open warnings for false alarms. We find having
cleaner data by removing unconfirmed actionable warnings may boost the
performance of the Golden Features SVM, motivating the need to denoise
data.

4.6 Discussion

4.6.1 Lessons Learned

To detect actionable warnings, the Golden Features are not a silver
bullet. Far from being easy, our results indicate that the state-of-the-art
machine learning approach only has marginal improvements over a strawman
baseline that always predicts that a warning is actionable. Note that our work
does not show that the use of machine learning for classifying warnings from
static analyzers is impractical or impossible; the AUC of the Golden Features
SVM is above 0.5, indicating that the features have predictive power.

All that glitters is not gold; it is essential to qualitatively ana-
lyze and understand the reasons for seemingly strong performance.
Despite achieving excellent performance, the Golden Features have bugs re-
lated to subtle data leakage and data duplication. This emphasizes the im-
portance for a deeper analysis of experimental results, and both quantitative
and qualitative analysis are essential. We call for the need for more repli-
cation studies, as such works can highlight the opportunities and challenges
for future work. While previous studies [432, 429] compared their proposed
approaches to other techniques, they did not compare them against straw-
man baselines. Our work reemphasizes the need to compare newly proposed
techniques to simple baselines [161].

The closed-warning heuristic for generating labels allows a large
dataset to be built, but is not enough for building a benchmark. Our
work sheds light on the limitations of the closed-warning heuristic, suggesting
that it may not be sufficiently accurate; warnings may be closed incidentally,
and actionable warnings may stay open for years before they are closed.
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As a benchmark is essential for charting research direction [369], the con-
struction of a representative dataset is important. Several studies have pro-
posed similar processes relying on the closed-warning heuristic to build a
ground-truth dataset [404, 181, 232, 189], while others have relied on man-
ual labelling [186, 187, 364, 351, 435, 234]. Heuristics enables automation,
allowing for a dataset of a greater scale. However, heuristics may not be
robust enough. On the other hand, solely labelling warnings through man-
ual analysis is not scalable, and may be subject to an annotator’s bias. We
suggest that datasets proposed in future should rely on both heuristics and
manual labelling; apart from its greater scale, the closed-warning heuristic
enables rich information to be gathered from the activities of the developers
to help the manual labelling process. For example, code commits provide
richer information, such as the commit message, simplifying the task for hu-
man annotators. In contrast, prior studies [186, 187, 364, 351, 435, 234]
have relied on annotators who inspected only the source code that warnings
are reported on. Our experiments suggest using the closed-warning heuris-
tic, followed by manual labelling is promising – the annotators had a strong
agreement (Cohen’s Kappa > 0.8), while no strong agreement in manual
labelling has been demonstrated in prior work.

A good benchmark requires scale and should be labelled by many anno-
tators. Fields such as code clone detection have created large benchmarks
through community effort [349]. This motivates the need for community ef-
fort to build a benchmark for actionable warning detection too. As a deriva-
tive of this empirical study, we have labelled 1,300 closed warnings, usable
as a starting point.

4.6.2 Threats to Validity

A possible threat to internal validity is the incorrect implementation of our
code. To mitigate this, we reused existing data and code whenever possible,
including the dataset by Wang et al. [404] and Yang et al. [429, 432], and the
feature extractor by Wang et al. [404]. Our code and data are available [28].

Threats to construct validity are related to the appropriateness of the
evaluation metrics. We considered the evaluation metrics used in prior stud-
ies [404, 429, 432], and also computed F1, which have been used in many
classification tasks [233, 336, 450]. F1 captures the tradeoff between Preci-
sion and Recall, and is a more appropriate measure on an imbalanced dataset.

Threats to external validity concern the generalizability of our findings.
We studied nine projects used in previous studies, and we considered another
set of projects that actively uses Findbugs. All considered projects were large,
mature projects.
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Another threat is the focus on Findbugs and Java projects. Our analysis
may not generalize to warnings of other ASATs, such as Infer [137]. Findbugs
detects a wide range of bug patterns, including bugs patterns shared by other
ASATs, and the features are not language-specific. Moreover, we used the
same dataset as prior studies [404, 429, 432]. Findbugs is among the most
commonly used ASATs [436], having been downloaded over a million times.

4.7 Towards a new approach

Using pretrained models of code. Recently, Kharkar et al. [231] found
that pretrained models of code are able to filter false alarms from Infer,
outperforming the use of simple handcrafted features. These approaches
work directly on the source code, without the need for extracting handcrafted
features. They explore the use of both a zero-shot approach and a finetuned
transformer-based model. The transformer-based model that is finetuned on
labelled dataset of warnings is their best performing technique. Similar to
other approaches [405, 430, 433, 220], Kharkar et al. [231] formulates the task
of filtering false alarm as a binary classification problem. After receiving an
input string of the code context, their transformer-based model outputs a
label that indicates if a warning is a true or a false alarm. Their experiments
suggested that language model of code are able to recognize and adapt to code
idioms that static analyzers struggle with. However, from the experimental
results reported in the paper, the improvements in precision came at a cost
of incorrectly filtering out some true alarms.

final InputValidateResult<Integer> selectIndex =

validateUserInputAsInteger(input, entities.size(),

"You have input a wrong value %s.");

if (selectIndex.getErrorMessage() == null) {

return wrap(entities.get(selectIndex.getObj() - 1)); // warning

location

}

return error(selectIndex.getErrorMessage());

Listing 4.1: Source code at the warning location. Infer believes that
selectIndex.getObj() may return null.

// (0)

// InputValidateResult.java

public static <T> InputValidateResult<T> error(String

errorMessage) {

final InputValidateResult<T> res = new InputValidateResult<>();
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res.errorMessage = errorMessage;

> return res;

...

// (1)

// DefaultPrompter.java:

// Taking true branch

InputValidateResult<Integer> selectIndex =

validateUserInputAsInteger(input, entities.size(), "You have

input a wrong value %s.");

> if (selectIndex.getErrorMessage() == null) {

return wrap(entities.get(selectIndex.getObj() - 1));

}

...

// (2)

// InputValidateResult.java:

// return from a call to Object InputValidateResult.getObj()

public T getObj() {

> return obj;

}

...

// (3)

// DefaultPrompter.java:

if (selectIndex.getErrorMessage() == null) {

> return wrap(entities.get(selectIndex.getObj() - 1));

}

return error(selectIndex.getErrorMessage());

Listing 4.2: Part of the traces reported by Infer. Initially, a
InputValidateResult is constructed. An InputValidateResult has either
a non-null getObj() or a non-null getErrorMessage() Subsequently, the
path includes a trace event where both the error message and underlying
object is null.

Example. Figure 4.1 shows a simplified example of a program where
Infer incorrectly reports a possible null pointer dereference (that is a false
alarm). Figure 4.2 shows the path of trace events that Infer analyzed. A false
alarm occurs when the static analyzer takes a path that cannot be taken in
reality. Such a path would contains at least one trace event that is impossible.
Infer may not be aware of code idioms that human developers understand
when reading the code. For example, in Figure 4.2, InputValidateResult
is a class that can either have an error message (getErrorMessage() would
return a non-null value) or an underlying object (getObj() would return a
non-null object). Therefore, on taking a branch where getErrorMessage()
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== null, we can expect getObj() to return a non-null value. As Infer is un-
aware of the natural language semantics of the program, it overapproximates
the possible paths, and reports a path where both getErrorMessage() and
getObj() are null. Note that these trace events may correspond to source
code from other methods (i.e., interprocedural analysis) in files other than
the file where the warning is reported on.

Large amount of data. Given enough training data, language models
of code are able to learn the code contexts where these overapproximations
occur, and can filter out these warnings by recognizing that a warning was
reported under a similar code context. However, they rely on a large corpus
of training data to be finetuned for this task. Our approach exploits a much
smaller number of labelled data. It is able to do so by through the use of
in-context learning. Our approach exploits the insights that a single impos-
sible trace event makes a path infeasible, i.e., to be certain that a path is
infeasible, every trace event has to be inspected, and that the mistakes made
by the static analyzer are systematic, i.e., the same impossible events occur
in multiple, different paths. Through in-context learning, TrailMarker
analyzes each test warning considering a few other labelled training warn-
ings. When considered together, the selection of labelled training warnings
maximizes the number of trace events shared between the training warnings
and the test warning. To reduce the number of warnings that require la-
belling from an oracle, TrailMarker favours the reuse of existing labels
when it constructs a demonstration to the large language model for each test
warning.

4.7.1 In-context learning

The effective of large pretrained models has been shown in Software Engi-
neering research [228, 281, 254]. For example, CodeBERT has been shown to
be effective for type inference [228], program repair [281, 420], and call graph
analysis [254]. These models usually use a transformer [392] architecture and
are trained on enormous corpus of data obtained from GitHub. These tech-
niques are often pretrained on the masked language modelling objective, in
which they learn to recover masked tokens given a code context. For exam-
ple, the Incoder [160] model was proposed by Facebook and was trained using
a variant of the masked language modelling objective. During pretraining,
the models capture a large amount of information about programs and their
source code.

Finetuning. To employ a pre-trained model, finetuning has to be per-
formed on the downstream task. This enables the feature representations
obtained from the pretrained model to be customized to be more relevant to
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the downstream task. For example, Kharkar et al. [231] add a classification
head to CodeBERTa, a model similar to RoBERTa [272]. They then tuned
the parameters of the classification head while freezing the parameters of
CodeBERTa.

In-context learning. Recently, large language models of code have been
shown to be few-shot learners. In particular, in-context learning [96] has been
proposed for large language models of code. Instead of tuning the model pa-
rameters, k input-output warnings are provided as a demonstration to the
pre-trained model, whose parameters are kept frozen after pretraining. By
using the background knowledge already captured during pretraining, the
model may be able to recognize latent concepts from the examples in the
demonstration. In-context learning transforms classification problems to the
next-token prediction task, a classification is generated by inspecting the
next token label, labeltest, generated by the large language model given the
test instance, X test, and a series of training examples, X trg, and their labels,
labeltrg. In other words, a demonstration is a tuple:

(X trg
1 , labeltrg1 , X trg

2 , labeltrg2 , ..., X trg
k , labeltrgk , X test)

As X test is not accompanied by its label, in-context learning leverages the
ability of the large language model to output a token label with the highest
predicted probability.

Note that there is a limited budget of providing warnings as a demonstra-
tion. The input of the large language model only allows for 2048 tokens to
be provided, as such, we cannot provide a large volume of training warnings.
Care must be taken to provide informative warnings that are useful for a
particular testing instance. In this study, the training examples are snippets
of code from the source code on which warnings are reported on and the
labels indicate if the corresponding warning was a true alarm (“yes”) or a
false alarm (“no”), i.e., binary classification.

4.8 Few-shot in-context filtering of false alarms

4.8.1 Overview

We propose TrailMarker, which uses in-context learning and a novel
strategy of selecting training examples to be labelled and provided in the
demonstrations to the large language model. An overview of TrailMarker
is given in Figure 4.6. TrailMarker formulates the problem of selecting
training warnings as a set cover problem on the trace events of the warn-
ing under classification ((1) in the Figure); it aims to select warnings that
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Figure 4.6: Overview of TrailMarker. TrailMarker does not require
a fully labelled dataset. Given a warning from the testing dataset, it selects
some training warnings that should be passed to the large language model
(1). The selected training warnings are passed to the oracle, a human-in-the-
loop, for their labels. Next, these warnings form the demonstration which
is passed to the large language model (2), which produces the output of
TrailMarker.

provide useful information for making predictions about the test instance.
By using the 1 billion-parameter model of Incoder [160], which is a large
language model of code, TrailMarker performs in-context learning ((2)
in the Figure), which enables it to accurately classify a large proportion of
the dataset while having access to only a small number of labelled warnings.
Using in-context learning and the novel selection strategy, TrailMarker
reduces the burden of requiring expensive manually labelled data while pro-
viding a high level of effectiveness in identifying false alarms.

4.8.2 Problem Formulation

In this study, the task of filtering false alarms from static analyzers is formu-
lated as follows.

Prior knowledge: A dataset of training warnings, Wtrain. Initially, all
warnings are unlabelled. Each training example, W i

train, is comprised of the
source code of the method in which the warning are reported on and the path
of trace events, Ei

train, reported by Infer (see Figure 4.2 for an example).
Input: A warning instance, Wtest, from the testing dataset. As before,

each warning is associated with the source code of the method on which the
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warning is reported on and path of trace events, Etest.
Output: A boolean label, labeltest, indicating if the warning, Wtest, was

a true alarm or a false alarm.
Oracle: An oracle, which is assumed to be the human-in-the-loop, can

add labels to warnings in the training dataset. The oracle can generate labels
for multiple training warnings given one test input, i.e., multiple warnings
can be labelled at any time in order to produce an output for each input test
instance. Once a warning has been labelled, the labels can be subsequently
without having to query the oracle again.

The total number of training warnings that are labelled is of interest
in this study. Manually labelling warnings is expensive and automatically
determined labels are inaccurate [220]. We seek to reduce this cost in this
study.

4.8.3 Selection of training warnings

Motivation. Unlike prior studies [96] that randomly select labelled warn-
ings to use a demonstration, TrailMarker adopts a novel strategy of se-
lecting informative warnings. Randomly selected warnings may not share
a similar context to the test instance, and the the information provided in
the randomly selected warnings may not help in accurately classifying the
test instance [269]. Our strategy aims to minimize the number of training
warnings that require labels while having a high level of effectiveness.

Set Cover. Given a test warning, which includes the path of trace events,
P i
train, that leads to a null pointer dereference, TrailMarker treats the

task as a set cover problem. The set cover problem is a classic combinatorial
problem to identify the smallest subcollection of items whose union is the
entire universe of items. TrailMarker aims to select warnings from the
training warnings that contain trace events that overlap with the traces in the
test warning. TrailMarker is given the collection of trace events, Etest,
(in the path, P i

train, that results in a null pointer dereference) of the warning.
For each test warning, TrailMarker considers the collection of traces from
the warning as a universe of trace events. For each training example, it filter
out traces that are not sufficiently similar to any trace in the testing trace
(i.e., the trace cannot cover any member of Etest). We later elaborate on the
computation of the similarity. Then, we apply a greedy algorithm to identify
the subcollection of training warnings, Wselected, associated with set of trace
events, Etrain, that maximizes the coverage the trace events, Etest. In this
problem setting, there is no guarantee that the traces in the test warning
appear or are similar to any trace in the training dataset. Hence, some
traces cannot be covered regardless of the selection of training warnings, i.e.,
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Figure 4.7: The selection of warnings to provide a demonstration is done by
selecting warnings to cover the traces in the testing instance. Warnings 1,3
,4 are selected as they collectively cover all the traces of the test warning.

|Etrain| <= |Etest|. The algorithm terminates once progress can no longer be
made.

Example. An example is shown in Figure 4.7. In the figure, the testing
warning that comprises 6 trace events in the path that leads to a dereference.
TrailMarker selects warnings 1, 3 and 4, which are training warnings that
contain traces that match the traces in the testing instance. For all the traces
to be covered, Warning 1 matches the first two traces, warning 3 matches
the 3rd, 4th, and last trace, while warning 4 covers the 5th trace. Note that
warning 2 is not selected as the only trace it shares with the testing instance
is already covered by warning 1. The set cover strategy closely matches our
intuition of the problem; we wish to obtain some information about every
trace event as just one impossible trace event is enough to determine that a
path is infeasible. As such, our goal is to maximize the number of trace events
that are covered by at least one warning instead of covering any particular
trace event more than once.

TrailMarker selects examples from the training dataset as shown in
Algorithm 1. First, the traces associated with the testing warning is re-
trieved (line 2). Based on sim, TrailMarker determines which trace
events in the testing trace can be covered by each training trace. It enu-
merates over every trace event in the training traces, Etrain (lines 4–15) and
checks if the similarity between each trace event and each of the testing
trace events are higher than sim (lines 7–12). Given any training trace,
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Algorithm 1: Selecting k training warnings based on the overlap
in their traces and the traces of the test instance.
Inputs:

• k ← number of warnings to use in a demonstration

• sim ← similarity threshold to determine if two traces are a match

• test warning ← the test warning from Wtest. The source code where the warning
is reported and the bug trace can be retrieved.

• trg warnings ← the training warnings from Wtrain.

• oracle ← a function that returns the labels of a warning, e.g. by involving a
human-in-the-loop

• similarity(a, b) ← a function that accepts two traces, returning a value between
0.0 and 1.0

• previously seen ← labels, Ltrain, of previously selected warnings

function SelectWarnings(k, sim, test warning, trg warnings, oracle, similarity,
previously seen)

test trace ← traces(test warning)
trg traces ← []
for trg warning ← trg warnings do

trg trace ← {}
old traces ← traces(trg warning)
for old trace ← old traces do

for test event ← test trace do
if similarity(old trace, test event ) > sim then

trg trace ← trg trace ∪ test event
end

end

end
trg traces ← trg traces :: (trg warning , trg trace)

end
selected warnings ← SetCover(trg traces, test trace, similarity, sim)
if selected warnings.length < k then

selected warnings ← selected warnings :: k − selected warnings.length most
similar warnings

end
for selected warning ← selected warnings do

if selected warning /∈ previously seen then
previously seen ← previously seen ∪ oracle(selected warning)

end

end
return selected warnings, previously seen
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Ei
train ∈ Etrain, TrailMarker considers that Ei

train covers a trace event,
Ej

test, only if their similarity is greater than sim, i.e., sim(Ei
train, E

j
test) > sim.

Afterwards, considering the coverage of testing trace events, Etest, covered
by each warning from the training dataset, Wtrain, a subset of the training
warnings are selected by treating the problem as a set cover problem (line
16, later elaborated upon in Algorithm 2). If fewer than k warnings are
obtained from the set cover (line 17), more warnings are selected based on
the similarity of the method content where the warning was reported (line
18). Finally, if there are any selected warnings that have not been previously
labelled, the oracle is queried for their labels (lines 20–24). The algorithm
returns the selected warnings and their labels (line 25).

The set cover strategy of selecting labelled warnings is given in Algo-
rithm 2. The algorithm returns a list of selected warnings (initially initial-
ized as an empty list in line 3). While not all traces in the test warning have
been matched to a trace among the training warnings (line 4), the algorithm
greedily selects the next warning (line 6) by picking the warning that covers
the most of the remaining uncovered test traces (line 8). If multiple warnings
cover the same number of the remaining trace events, warnings that have al-
ready been labelled are favoured (lines 13–18). Once the next warning has
been selected, the set of covered test traces are updated (lines 23–24), then
the loop restarts to select the subsequent warning. If some test traces cannot
be covered, the algorithm will fail to make progress as it cannot find a next
warning that can improve the coverage. When this occurs, the algorithm
terminates (lines 20–22).

Similarity between trace events. Algorithm 2 requires the compu-
tation of the similarity between pairs of trace events. This can be obtained
by passing each trace event, consisting of a single snippet of code (i.e., the
expression on which a null dereference occurs, or a function invocation) and a
piece of natural language text describing the occurrence of control flow (e.g.
“taking the true branch”, “invoking a function call”), into the pretrained
large language model, Incoder [160], used in this study. Then, we obtain the
representation of the trace by obtaining the hidden state of the last layer
of the transformer model. This gives us a vector corresponding to a trace
event. After obtaining vectors of both trace events, we compute the cosine
similarity between them.

4.8.4 In-context learning

Constructing a demonstration. We apply prompt templates, which are
instantiated to be a sequence of tokens provided as input to the large language
model. The prompt templates are as follows:
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Algorithm 2: The set cover strategy of selecting warnings, Wselected

from the training dataset warnings to maximize its coverage of the
trace events, Etest of a testing warning.
Inputs:

• trg traces ← the trace events of each training example. A list containing sets of
trace events.

• test trace ← the trace events in the testing instance. A set of trace events.

• similarity(a, b) ← a function that accepts two trace events and return a value
between 0.0 and 1.0

• sim ← similarity threshold to determine if two traces are a match

• previously seen ← a set of previously labelled warnings

function SetCover(trg traces, test trace, similarity, sim)
result set ← {} ▷ Tracks which trace events have been covered
result ← [] ▷ Tracks which warnings have been selected
while test trace \ result set ̸= {} do

add set ← {}
selected warning ← −1
remaining traces ← test trace \ result set ▷ trace events that have not been
covered
for warning, trg trace ←trg traces do

▷ Greedily pick the warning that covers the most of the remaining trace
events
if | remaining traces \ trg trace | < | remaining traces \ add set | then

selected warning ← warning
add set ← trg trace

end
if | remaining traces \ trg trace | = | remaining traces \ add set | then

if warning∈ previously seen then
selected warning ← warning
add set ← trg trace

end

end

end
if selected warning = -1 then

break ▷ Terminate if further progress is impossible
else

result set = result set ∪ add set
result = result :: selected warning

end

end
return result
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Figure 4.8: Given a demonstration comprising of multiple training warnings
and their labels, in-context learning queries the large language model for the
label of the test instance.

warning(W ) = ”code : “‘X“‘”
label(x) = ”warning : L.”
X is replaced with the content of the method on which the warning W

is reported. L is either “yes” or “no”, corresponding to the binary labels
indicating if the warning was a true or false alarm.

Inference. As seen in Figure 4.8, a demonstration is a sequence of
(warning(W 1

selected), label(l
1
selected),warning(W

2
selected),

label(l2selected), ...,warning(W
k
selected), label(l

k
selected),

warning(Wtest)), in which k training warnings are provided along with their
labels, and a single testing warning, Wtest, is provided. Once the templates
have been instantiated, they are concatenated together. The large language
model then completes the line of the provided “warning:” prefix. The pre-
dicted label is the prediction ltest.

Preprocessing. To maximize the amount of information provided, the
source code of each example provided is preprocessed to removed consecutive
whitespaces (e.g., the indentation at the start of each line). To fit the limited
budget of 2048 tokens, each example is truncated to contain the preceding
2048/(k + 1) tokens. Thus, k, the number of warnings selected for each
demonstration, influences the amount of information provided and the value
of k represents a trade-off between the number of warnings and the amount
of information given in each example. The inputs to the large language
model are tokenized by the tokenizer associated with the particular large
language model (i.e., used during their pretraining). The tokenizer uses byte
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pair encoding [360], which reduces the size of the vocabulary by breaking up
uncommon long tokens into subtokens seen during training, mitigating the
issue of out-of-vocabulary tokens.

4.9 Experimental Setup

4.9.1 Dataset

Table 4.11: Statistics of the datasets used

Project #LoC # true alarms # false alarms
Ambry 192,565 10 28
Azure Maven 29,899 4 30
Plugin
Azure SDK 259,125 539 1,068
Nacos 200,053 12 50
total 681,642 565 1,176

As the dataset of Kharkar et al. [231] is not publicly available, we con-
structed a new dataset of Java programs based on the projects used in their
dataset. We omitted the Playwright project as it was not a Java project.
The other two projects used in the experiments of the Kharkar et al. [231]
study were internal projects that are not publicly available. Table 4.11 shows
the details of the dataset. All of these projects are under active development
and are widely used. We ran Infer on the revisions of the project indicated
in the Table. We labelled each warning produced by Infer. In total, we ob-
tained 565 true alarms and 1,176 false alarms. In our experiments, using a
75%/25% split, we obtain a training and testing dataset.

4.9.2 Baselines

To assess and understand the effectiveness of TrailMarker, we use the
following baseline approaches in our experiments:

CodeBERTa. Similar to Kharkar et al. [231], a pretrained CodeBERTa
model is finetuned on a fully labelled training dataset. The model is finetuned
for 5 epochs. Based on the validation dataset, the best-performing model is
selected.

CodeBERT. While the DeepInferEnhance approach of Kharkar et al. [231]
is not publicly available, we trained a CodeBERT model that is similar to
DeepInferEnhance. A classification head is added to the base CodeBERT
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model (“microsoft/codebert-base”) and is finetuned on our fully labelled
training dataset. The model is finetuned for 5 epochs. Based on the val-
idation dataset, the best-performing model is selected.

Zero-shot. We use the Incoder model based on the description of the
zero-shot learning approach described by Kharkar et al. [231]. The GPT-
C [374] model used by Kharkar et al. is not publicly available. However, the
improvements we obtain using Incoder compared to the strawman baseline
are consistent with the improvements of GPT-C over the strawman. As
in any zero-shot approach, we do not train or finetune the model further.
Instead, the content of the source code where a warning is reported on is
provided to the pretrained model. We truncate the content up to the point
where the warning is reported and add an incomplete statement as a prompt
to the model. Next, we process the output generated by the Incoder model as
it generates code based on the context. This approach relies on the intuition
that many null dereference warnings are addressed by the addition of a null-
check before the dereference occurs. Similar to Kharkar et al. [231], we add
seven prefixes of possible null checks (e.g. if (, assert) as prompts and obtain
five completions considered by the language model to be the most likely
completions. If any of the completions produced by the model contains the
term null or NULL, then we consider that the model predicts the warning is
a true alarm.

Strawman. Prior research [220] has shown the importance of comparing
newly proposed approaches against a strawman approach. In this task, one
strawman approach simply predicts that all warnings are true alarms. In
other words, this is the true performance of the static analyzer. If a pro-
posed approach of postprocessing the warnings underperforms the strawman
approach, then it implies that the approach did not improve over the use of
Infer without any postprocessing.

TrailMarkerrandomselection. In an ablation analysis, to validate the utility
of using the set cover strategy of selecting warnings, we compare Trail-
Marker against a baseline that randomly selects warnings. In-context
learning usually randomly selects warnings [96].

TrailMarkervoting. In an ablation analysis, to validate the utility of
using in-context learning, we compare TrailMarker against a baseline
that produces its output based on voting strategy of the labelled warnings
selected by the set cover strategy.

TrailMarkermethodcontent In an ablation analysis, to validate the utility
of analyzing the traces in the path to select warnings for demonstration, we
compare TrailMarker against a baseline that selects warnings based on
the similarity of their method content where the warning was reported.

TrailMarkersimilartraces In an ablation analysis, to validate the utility
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of using the set cover strategy of selecting warnings, we compare Trail-
Marker against a baseline that selects warnings based on warnings with
similar traces.

4.9.3 Evaluation Metrics

We use widely used, standard metrics in this study that were used in prior
studies [231, 220]. Due to prevalence of false alarms, the true warnings are
the minority class in our task. A true positive (TP) is a warning correctly
predicted to be a true warning. A false positive (FP) is a false alarm incor-
rectly predicted to be a true warning. We use the term false alarm to refer to
warning of a null dereference that cannot occur in reality. A false positive, on
the other hand, refers to a false alarm that is incorrectly determined to be a
true warning. A false negative (TN) is a true warning incorrectly determined
to be a false alarm.

We compute Precision and Recall as follows:

Precision = TP
TP+FP

Recall = TP
TP+FN

Next, we compute the harmonic mean of Precision and Recall, F1, which
captures the trade-off between Precision and Recall. F1 is used in place of
accuracy given an imbalanced dataset where the instances of majority class
occurs much more frequently than the minority clas. F1 is computed as
follows:

F1 = 2× Precision × Recall
Precision+Recall

Finally, an objective of this study is to reduce the number of training
warnings that require labels, which are costly to obtain in reality. Hence, we
report the number of labelled warnings required by the approaches.

4.9.4 Research Questions

Our experiments are guided by the following research questions:

RQ1. How effective is TrailMarker? We investigate to what extent is
TrailMarker able to distinguish true alarms from false alarms produced
by Infer. We compare TrailMarker against other approaches using pre-
trained models of code, as well as the trivial strawman baseline. We assess
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Table 4.12: Experimental results showing the effectiveness of the approaches.
TrailMarker achives the highest F1 (87.1%) while requiring the least
number of labelled warnings (335).

Approach Precision Recall F1 # labels
Strawman 31.6% 100% 48.0% N/A
Zero-shot 31.7% 97.5% 47.9% 0 (0%)
CodeBERT 76.9% 89.8% 82.8% 867 (67%)
CodeBERTa 76.1% 88.3% 81.8% 867 (67%)
TrailMarker 85.8% 88.3% 87.1% 335 (25.7%)

the approaches based on the effectiveness in identifying false alarms as well
as its number of labelled training warnings required.

RQ2. Which components of TrailMarker contributes to its effec-
tiveness? The improvements by TrailMarker stems from its use of in-
context learning and the novel strategy of labelling only the training warnings
selected through solving the set cover problem. In this research question, we
analyze how each technique contributes to TrailMarker.

RQ3. How do the parameters of TrailMarker influence its effec-
tiveness? TrailMarker has several parameters that may affect its perfor-
mance, including the number of warnings provided in the demonstration as
well as the similarity threshold that determines if a particular trace matches
a trace from the test instance. We analyze how modifying the values of the
parameters influences effectiveness of TrailMarker.

4.10 Experimental Results

4.10.1 RQ1. On the effectiveness of TrailMarker

We evaluate the effectiveness of TrailMarker by comparing it against
the state-of-the-art approaches proposed by Kharkar et al. [231]. Table 4.12
shows the results of our experiments. In the study of Kharkar et al. [231],
the best performing model is the finetuned transformer-based model. In our
replication of the zero-shot approach, we find that it does not always out-
perform the strawman approach which always predicts that each warning is
a true warning (F1 of 48.0% vs 47.9%). While some false alarms are fil-
tered out, a similar number of true alarms are also removed. This suggests
that there may not be any advantages to deploying the zero-shot approach.
This result is consistent with the findings of the Kharkar et al. [231] paper,
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Table 4.13: An ablation analysis using several baselines. Each baseline is
identical to TrailMarker except in one component. TrailMarkervoting

replaces the use of in-context learning with a voting strategy of predicting la-
bels. TrailMarkerrandomselection, TrailMarkermethodcontent, and Trail-
Markersimilartraces replace the the set cover strategy.

Approach Prec. Recall F1 # labels
TrailMarker 85.8% 88.3% 87.1% 335 (25.7%)
Voting 78.9% 21.9% 34.3% 335
Random selection 41.7% 32.8% 36.7% 841
Method content 76.7% 83.5% 79.9% 433
Similar traces 39.6% 73.7% 51.5% 154

where they found the increase in Precision (15.1%) is also accompanied by
a decrease in Recall of a similar magnitude (11.7%). We successfully repli-
cate the finetuned transformer-based approach using both CodeBERTa and
CodeBERT. After finetuning CodeBERTa, we obtain an F1 of 81.8%. On
finetuning CodeBERT, we obtained a stronger baseline performance of 82.8%
F1 on a precision of 76.9% and 89.8%. Both finetuned models outperform
the strawman approach.

Next, we find that TrailMarker outperforms the finetuned CodeBERT
model, improving on F1 by 4.3%. Most of the improvements come from
the increased precision, increasing from 76.9% to 85.8%, or an improvement
of 8.9%. Importantly, TrailMarker has an increased effectiveness while
requiring only a fraction of the training data used to finetune CodeBERT.
TrailMarker requires only 335 (or 25.7%) of the training dataset to be
labelled. In contrast, finetuning CodeBERT involves 975 training warnings,
with N warnings held out as a validation dataset used to determine when to
stop the finetuning.

Answer to RQ1:
TrailMarker outperforms the prior state-of-the-art approach, a
finetuned CodeBERT, by 4.3% in F1 while requiring just 25.7% of
the training dataset to be labelled.

4.10.2 RQ2. On the components of TrailMarker

We assess the two component of TrailMarker, as seen in Table 6.8.
TrailMarker uses in-context learning and a strategy of selecting examples
to label by viewing the coverage of the trace events as a set cover problem.

105



To determine if the in-context learning was essential to the technique, we
dropped the use of the large language model of code, and replaced it with a
nearest neighbor algorithm. This assesses if the strategy of selecting informa-
tive warnings was already enough for an effective detector. The performance
of TrailMarker decreases from 87.1% to just 34.3%, indicating that the
use of in-context learning was important.

Next, we assess if the set cover strategy of selecting warnings was helpful
to the approach and if the use of in-context learning was sufficient for high
effectiveness. We replaced the set cover strategy by random selection, as is
usually done in other studies using in-context learning [96]. We find that the
F1 decreases from 87.1% to just 36.7%. This shows that the set cover strat-
egy was essential to TrailMarker to select informative warnings from the
training dataset. The reduction in the number of labelled warnings required
from 841 to 335 (39.8%) also indicates the amount of effort required saved
through the use of TrailMarker.

Apart from randomly selecting warnings, another strategy to select ex-
amples would be to pick the warnings that have the most similar traces to the
traces from testing warning. However, we find that doing so would reduce
the F1 from 87.1% to just 51.5%. This validates our intuition guiding the set
cover strategy that maximizing information for every trace event is essential
to constructing a good demonstration for in-context learning.

While TrailMarker considers the similarity of traces to identify the
warnings to include in the demonstration, another strategy is to pick warnings
based on the similarity of the method content at the location of the warning.
In this strategy, the top k warnings reported at locations most similar to the
source code at the test warning location is selected. This causes a reduction
of 7.2% in F1 while increasing the number of required labelled warnings from
335 to 433. Overall, the decreased performance suggests that the use of traces
to identify informative examples was important.

Answer to RQ2: Both the use of in-context learning and the set cover
strategy of selecting labelled training warnings were essential to Trail-
Marker. Without in-context learning, F1 decreases from 87.1% to
83.0%. Without the set cover strategy, F1 decreases to 36.7%.

4.10.3 RQ3. On the parameters of TrailMarker

TrailMarker is parameterized by k, the number of labelled warnings to
include in a demonstration, and sim, the similarity threshold used to de-
termine if two traces are sufficiently similar to be considered a match. We
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Table 4.14: Experimental results when varying the number of examples used
in a demonstration, k.

Number of examples, k Precision Recall F1 # labels
1 82.4% 85.4% 83.9% 227
3 85.8% 88.3% 87.1% 335 (25.7%)
5 78.1% 86.1% 81.9% 485 (37.3%)
7 76.1% 86.1% 80.8% 578 (44.4%)
10 79.2% 86.1% 82.5% 690 (53.0%)

Table 4.15: Experimental results when varying the similarity threshold, sim,
which controls for the selection of traces that match one another.

Similarity threshold,
sim

Precision Recall F1 # labels

0.95 83.2% 83.2% 83.2% 369 (28.4%)
0.9 85.8% 88.3% 87.1% 335 (25.7%)
0.8 82.9% 88.3% 85.5% 329 (25.3%)
0.7 83.8% 86.9% 85.3% 324 (24.9%)
0.6 83.0% 82.5% 82.8% 324 (24.9%)

investigate how the values of these parameters influence the effectiveness of
TrailMarker. Table 4.14 shows the experimental results of varying k. A
larger value of k would mean that more warnings are provided in the demon-
stration, but to fit the limited budget of 2048 input tokens to the large
language model, a greater number of tokens from each example would be
truncated. Moreover, including a larger k would mean that less informative
warnings would be provided as a demonstration, which may be a form of
noise that reduces the effectiveness of in-context learning. By increasing k,
both the Precision and Recall of TrailMarker decreased. Varying k from
5 to 10 does not change Recall. Overall, the F1 decreased from 87.1% down
to 80.8% while the number of labels required increased as k increases.

When varying sim, we found that F1 decreases as the value of sim de-
creases while the number of labelled warnings decreases. Decreasing sim
makes it more likely that a previously labelled example can be used to cover
the traces of a test instance, however, it also increases the possibility that
a poorly matched warning, which may be less informative, training warning
is used in the demonstration for in-context learning. F1 decreases down to
85.3% as sim is reduced to 0.7 and the number of labelled warnings needed
decreases slightly from 335 to 324. Overall, the results suggest that there are
only small amount of savings in terms of the number of labels to be gained
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from decreasing sim while having a slight decrease in F1.

Answer to RQ3: Increasing k leads to both a lower level of effective-
ness and an increased number of labelled warnings required. Vary-
ing sim leads to a greater number of labelled warnings required while
slightly decreasing its effectiveness.

4.11 Discussion

4.11.1 Sample efficiency

Our experimental results indicates that TrailMarker performs effectively
given a small amount of labelled data. The experimental results validate
our design decisions. In particular, our experiments show that the use of
traces enable a small amount of labels compared to the use of the method
content as the warning context. Using the method content as the context,
TrailMarker requires 433 instances compared to just 335. Moreover, the
use of the set cover strategy for selecting warnings is a large improvement
over a random selection of warnings, reducing the number of labels required
from 841 to 335.

While we have analyzed TrailMarker and found is effective given a
small amount of data, we perform a more in-depth analysis of using Code-
BERT. We extract a training dataset of the training instances selected using
the set cover strategy, and finetuned CodeBERT only on these warnings. The
results are shown in Table . We find that the performance of CodeBERT
drops substantially. Its F1 decreases from 82.8% to 76.4%. In comparison,
as previously seen, TrailMarker achieves an F1 of 87.1% while using the
same limited number of training warnings.

4.11.2 Implications

The set cover strategy was motivated by the the insight that identifying
an infeasible path requires the checking if the path contains one impossible
trace event. In our experiments, we find that the set cover strategy improves
over both a random selection of warnings and the selection of the warnings
with the most similar traces. This validates our insight that obtaining some
information about each trace event is helpful.

Our insight that the false alarms are systematic and recurring allows us
to exploit already labelled warnings during the selection of warnings. To
understanding the effect of favouring already labelled warnings, we run one
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more experiment where the set cover strategy no longer favours previously
labelled example. This substantially reduces the number of labelled warn-
ings required. If TrailMarker does not favour already labelled warnings,
the set cover strategy requires 415 labelled warnings. Moreover, F1 slightly
decreases from 87.1% to 85.6%, which suggests some benefits to effectiveness
from the reuse of already labelled warnings.

4.11.3 Qualitative analysis

We qualitatively analyze our results and discuss two case studies to better
understand the false alarms reported by Infer.

1 if (!TakeContinuationToken.tryParse(topContinuationToken,

outTakeContinuationToken)) {

2 String message = String.format("INVALID JSON in

continuation token %s for Top~Context",

3 topContinuationToken);

4 CosmosException dce = BridgeInternal.createCosmosException(

5 HttpConstants.StatusCodes.BADREQUEST, message);

6 return Flux.error(dce);

7 }

8
9 takeContinuationToken = outTakeContinuationToken.v;

10 if (takeContinuationToken.getTakeCount() > topCount) {

11 ...

Listing 4.3: One reason for false alarms appears to be Infer’s inability
to precisely reason about conditional nullness. In this example,
Infer reports that takeContinuationToken could be null. However, if
TakeContinuationToken.tryParse fails to set outTakeContinuationToken
to be non-null, the program would have taken the error path leading to
return Flux.error(dce)

Listing 4.3 shows an example where the static analyzer reports a false
alarm. The code uses a parser for a Domain Specific Language1. A possible
null pointer dereference of takeContinuationToken is reported on line 10.
The variable takeContinuationToken was assigned to outTakeContinuationToken.v
on line 9. However, had outTakeContinuationToken.v been null, the error
branch on lines 2–6 would have been taken as tryParse would have returned
null, and line 9 would not be reached. Our approach predicts the warning
to be a false alarm because the idiom (of tryParse returning false if the .v

1https://learn.microsoft.com/en-us/azure/cosmos-db/nosql/samples-java#

query-examples
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field of its second parameter failed to be set to a non-null value) would have
been used multiple times (for parsing and processing each type of token).
As a warning is reported for each time this idiom was used, TrailMarker
exploits the recurrence of similar code context and requires only just one
such warning to be labelled.

public DnsRecordSetImpl withoutIPv6Address(String ipv6Address) {

this.recordSetRemoveInfo.aaaaRecords().add(new

AaaaRecord().withIpv6Address(ipv6Address));

return this;

}

Listing 4.4: The static analyzer reports that aaaaRecords() may return
null. However, this is extremely unlikely as recordSetRemoveInfo always
initializes a non-null aaaRecord when it is constructed. The use of traces
enables our approach to determine that this context is identical to Listing
4.5

Listing 4.4 shows the source code of one warning reported by the static
analyzer. The code is related to DNS records (“AAAA” and “SRV” are DNS
record types). While the warning flags aaaaRecords() as potentially return-
ing null, this is unlikely as the constructor used in instantiating recordSetRemoveInfo
sets the field to be non-null. This warning is similar to the warning in Listing
4.5. As TrailMarker considers the traces when selecting example warn-
ings, it selects Listing 4.5 and its label (“no”) as part of its demonstration.
Notice that both methods are short, have little overlap in the identifiers
used, and have different intents (one modifies a single field, the IP address
(ipv4Address), and the other modifies multiple fields such as the port and
priority). Determining that the relatedness of the warnings presents a chal-
lenge when considering only their source code. This validates our motivation
of considering the traces to select warnings for a demonstration.

public DnsRecordSetImpl withoutRecord(String target, int port, int

priority, int weight) {

this.recordSetRemoveInfo

.srvRecords()

.add(new SrvRecord().withTarget(target).withPort(port)

.withPriority(priority).withWeight(weight));

}

Listing 4.5: The static analyzer reports that srvRecords() may return
null. However, this is extremely unlikely as srvRecords is always initialized
to be non-null in the constructor invoked when recordSetRemoveInfo is
initialized.

110



4.11.4 Threats to Validity

Threats to External Validity. Our study considers only one large lan-
guage model of code and the results of our experiments may change depend-
ing on the choice of large language model used. However, Another possible
threat is related to the size of the dataset. Our dataset is small compared to
other datasets used for classification tasks as it is challenging and costly to
obtain labels for each warning. However, the dataset includes warnings from
multiple projects from different domains. As such, we believe that experi-
ments on the dataset should generalize to static analyzer warnings on other
projects.

Threats to Construct Validity. As we have used the same evaluation
metrics as prior studies, we share the same threats to construct validity
as prior work. These metrics are standard for evaluating approaches that
perform classification. As such, we believe that there are minimal threats to
construct validity.

4.12 Related Work

Null pointer dereferences. Null pointer dereferences are a common class
of bugs that can lead to severe consequences, including security weaknesses.
A range of static analyzers include rules and and detectors for finding po-
tential null pointer deferences. These tools include Infer [137] and Find-
Bugs/SpotBugs [75], among other approaches [135, 313, 78]. An empirical
analysis found that all tools fail to find the majority of null pointer exceptions
in the real world, while generating a large number of warnings [385]. This
indicates that these challenges are foundational, and provide motivation for
our research in filtering out the false alarms.

Many studies have performed retrospectives of the state-of-the-art for
various Software Engineering tasks. Some papers [441, 264, 273, 192, 173]
study the limitations of existing tools, and others [265, 334, 221] assess the
applicability of the tools when applied to situations to a different setting
from the original experiments. Our study not only uncovers limitations of
the Golden Features, but investigates the performance of the Golden Features
under different settings (a different warning oracle in our study).

Other studies have shown the need to carefully consider data used in
experiments [387, 54, 452, 218]. Similar to Allamanis et al. [54], we show that
data duplication may cause overly optimistic experimental results. Our work
is similar to the work of Tu et al. [387] in highlighting the problem of data
leakage, where information from the future is used by a classifier. Similar to

111



Kalliamvakou et al. [218], we suggest that researchers should be careful about
interpreting automatically mined data. Our analysis indicates that there may
be delays before developers inspect static analysis warnings. Related to this,
Zheng et al. [452] found that the status of many issues in Bugzilla may only
be changed after large delays. These delays have implications for heuristics
that are used to automatically infer labels from historical data (in our case:
if a warning is actionable). Kochhar et al. [238] investigated three types of
bias that affect datasets used to evaluate bug localization techniques.

Improving static analyzers. False alarms may be caused by bugs in the
implementation of the static analyzers. Some researchers propose techniques
for differential testing to detect bugs among static analyzers that report
warnings of the same types of bugs [402]. Other studies propose methods
of inspecting patches from open-source repositories for the manual design of
bug detection rules [298, 297].

4.13 Summary

In our replication study study, we show that the problem of detecting ac-
tionable warnings from Automatic Static Analysis Tools is far from solved.
In prior work, the strong performance of the “Golden Features” were con-
tributed by data leakage and data duplication issues.

Our study highlights the need for deeper study of the warning oracle to
determine ground-truth labels. By changing the reference revision, different
conclusions about performance of the Golden Features can be reached. Fur-
thermore, the oracle produce labels that human annotators and developers
of projects using static analysis tools may not agree with. It highlights the
need for community effort to build a reliable benchmark and to compare
newly proposed approaches with strawman baselines. A replication package
is provided at https://github.com/SA-retrospective/study.

Next, we propose a new approach of filtering false alarms from static an-
alyzers. Our proposed approach, TrailMarker, uses in-context learning
using a large language model of code and a strategy of selecting informative
warnings for use in the demonstrations for in-context learning. Unlike exist-
ing techniques, TrailMarker requires substantially fewer training warn-
ings while achieving a higher F1.
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Chapter 5

(Dynamic Analysis + API)
Adversarial Specification
Mining

5.1 Overview

Researchers have proposed many techniques to automatically infer specifi-
cations and usage models, frequently in the form of Finite State Automata
(FSA). These models represents the possible transitions between program
states, and shows how to reach a state from another. These techniques re-
quire execution traces of the software as input. It is assumed that these
traces are representative of the software and that all correct behavior are re-
flected in these traces. Unfortunately, it was found that automatically mined
specifications are still inaccurate [255]. One reason for this may be that the
traces used to construct these specifications are not representative and are
not sufficiently diverse. Other researchers have proposed techniques [121, 99]
to determine if enough traces have been seen, but these techniques only con-
sider the traces that have already been seen and metrics are computed only
over the observed traces. They are unable to reason about execution traces
which are possible but are uncommon.

Test generation may be a way to generate new tests that specification
miners can learn from, and in several studies, researchers have used test
generation to mine specifications. Tautoko [126], for example, refines a FSA-
based specification by generating tests to cover missing transitions. Deep
Specification Miner (DSM) [252] leverages random test generation to pro-
duce a large number of traces to learn language models from. Still, as we
investigate later in this study, these techniques are not sufficient for produc-
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ing highly accurate models. DSM relies on randomized test generation, and
even when provided with traces of uncommon usage, it is not able to leverage
these traces to produce more accurate models. Tautoko relies on methods
that reveal the state of an object to detect a state change, which may limit it
from working effectively for all types of objects. As such, we hypothesize that
existing test generation strategies do not completely address the problem of
uncommon usage patterns.

For ensuring that uncommon usage is represented, we propose a pro-
cess which we term adversarial specification mining. In the first phase, we
mine specifications from traces collected from running a set of test cases of
the software under test. In the second phase, test generation is guided to-
wards the discovery of counterexamples of the mined specifications. In the
third phase, a specification miner uses the new counterexamples to construct
an accurate model. We developed a prototype, DICE (Diversity through
Counter-Examples). DICE mines FSA models through an adversarial speci-
fication mining process. For the purpose of inferring a more accurate model,
DICE produces more example execution traces given an initial set of tempo-
ral specifications, aiming to find inaccuracies in them. This is done through a
search-based test generation process is adversarial to the input specifications,
searching for tests that exercise the software under test in ways that the in-
put specifications would not accept as correct usage. DICE contains two
main components: DICE-Tester, which drives test generation towards un-
common patterns, and DICE-Miner, which converts execution traces into
a Finite-State Automata (FSA) model. This is the first study that makes
use of search-based testing for mining specifications.

DICE-Tester uses a search-based testing framework, Evosuite[158], guid-
ing it towards the generation of counterexamples of the input specifications
by representing traces that will falsify the specifications as search goals. The
modifications made by DICE-Tester prevents the search algorithm in Evo-
suite from getting caught in a local optima, enabling Evosuite to efficiently
search for counterexamples. We use the DynaMOSA algorithm, introduced
in a previous study [311], to allow Evosuite to dynamically select objectives
instead of trying to achieve pareto optimality.

To characterize a set of traces, we first mine specifications as properties in
Linear Temporal Logic (LTL), a formalism of constraints on event-ordering,
that hold on the traces. Prior work has shown the relationship between
LTL and specification mining [142, 250, 85, 86, 428], and has applied data
mining techniques to infer temporal properties [251, 103]. Still, automati-
cally mined properties are typically not completely accurate. As such, this
motivates work on boosting the accuracy of identifying temporal properties.
Adversarial specification mining solves this problem by filtering out temporal
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properties that can be invalidated. In this study, we use six LTL property
templates introduced in previous studies [250, 372, 85]. However, we propose
a reformulation of three properties, in which we use knowledge of method
purity derived from low-cost heuristics and static analysis, to reformulate
the properties, tackling shortcomings of the properties described in a recent
study [372]. In this work, we use the terms “pure” and “side-effect-free”
interchangeably.

As a result of guiding test generation to search for counterexamples, the
traces collected by DICE-Tester include uncommon, but correct, usage pat-
terns of the library. To infer an FSA model, we use the traces and temporal
properties in a FSA inference algorithm that we propose. We borrow insights
from prior work [128, 242], characterizing the states in an FSA based on the
methods that are enabled and which can be invoked from it. We make two
observations of limitations in existing model inference algorithms and mod-
ify our algorithm to address them. In our evaluation of DICE, we find that
the models produced by DICE outperform models from existing specification
miners, such as the state-of-the-art specification miner, Deep Specification
Miner [252]. Finally, we compare DICE and DSM by using the models they
infer in server fuzzing, and we find that the models learned by DICE helps
in increasing line and branch coverage on an FTP server.

5.2 Background

5.2.1 Specification Mining

K-tails and its variants. Many specification mining algorithms have been
proposed. To infer FSA, specification mining algorithms have to provide ab-
stractions over states, and determine if two traces result in the same state.
A classic algorithm that infers a Finite State Automaton from traces is the
k-tails algorithm [62]. The k-tails algorithm [62] first uses the input exe-
cution traces to build a Prefix Tree Acceptor (PTA). A PTA is a tree-like
deterministic finite automaton (DFA) where states are grouped and merged
based on the prefix that they share. This automaton is consistent with the
input traces and will accept all of them. Next, the algorithm merges states
that have the same sequences of invocations in the next k steps. The value
of the parameter, k, can vary. This trades off precision and recall; a small
value of k results in more spurious merges while a large value of k leads to
lower generality.

Studies have extended the traditional k-tails algorithm. These studies
often keep the first step of the original k-tails algorithm, using a PTA to
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create a tree-like automaton that directly represents the input traces. These
algorithms thus inherit the assumptions made by k-tails in its first step,
that states with the same prefix are equivalent, typically only modifying
the second step of the k-tails algorithm, changing the equivalence criteria of
states before merging them.

Lo et al. [275] propose to mine temporal rules that hold over the input
traces and prevent any merge that will result in a violation of the rules.
Lorenzoli et al. [277] introduce GK-tail, which mines extended FSA where
transitions are labelled not only with method calls, but includes parameter
values. They introduce different merging criteria, including criteria that do
not require exact matches of the transitions, and allow for more general
conditions of the parameter values. Krka et al. [242] introduce multiple
algorithms in their work, including SEKT, which extends k-tails by adding
another condition for equivalence: States are merged only if they correspond
to the same abstract state, which are defined by the invariants extracted
by Daikon. Le et al. [252] propose a deep-learning based approach, Deep
Specification Miner (DSM), to determine if a set of states are equivalent.
They train a Recurrent Neural Network-based model to produce features
characterizing each state in a high-dimensional space. After clustering the
states in this space, states are merged according to the clusters they belong
to. Therefore, each cluster is mapped to a single state in the output FSA. In
this study, states are characterized by a feature vector built for each state,
which includes the likelihood of each possible transition label based on their
prefix.

State abstraction. While k-tails and its variants combine states based
on their prefixes and an equivalence criteria, other approaches have pro-
posed other methods to infer the states in an FSA. de Caso et al. [128] pro-
pose CONTRACTOR, which uses program invariants to characterize states
of an FSA based on the enabledness of methods. A method is enabled if
the invariants of the state hold. States are thus a combination of enabled
methods, where the pre-conditions of the methods are consistent with one
another. CONTRACTOR was proposed as a method to validate pre- and
post-conditions specifications by presenting a state machine abstraction of
the specifications. The finite state machine help in revealing potential in-
accuracies among the pre- and post-conditions. Constructing all possible
combinations of enabledness of the methods result in number of states ex-
ponential to the number of methods. To avoid this state space blowup,
CONTRACTOR models the dependencies between method enabledness to
reduce the number of states. Afterwards, only the states reachable from
the initial state are retained. Krka et al. [242] enhance the CONTRAC-
TOR model by proposing CONTRACTOR++, filtering invariants inferred
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by Daikon [146] and including the output value of method invocations in the
labels of transitions.

Finally, approaches such as ADABU [127] and Tautoko [126] identify a
set of inspectors for each class. Inspector methods are heuristically identified
based on their return type (not void), a lack of parameters, and the lack of
side-effects. Abstract states are characterized by the return values of these
inspector methods, which are abstracted over to prevent a large number of
states. For example, an integer return value is abstracted into one of three
abstract values based on its relative value to 0 (either >0, = 0, < 0). These
approaches may not perform well in the absence of inspectors.

Temporal properties. Several techniques have shown the use of tem-
poral properties in inferring FSA from traces [142, 250, 85, 86, 428]. As
mentioned earlier, Lo et al. [275] use temporal properties to prevent erro-
neous merges. Data mining has been used for the identification of these
rules; however, the number of false positives of inferred rules can be high,
motivating the need for better ways to identify temporal rules [380]. Le et
al. [251] have studied the use of different interestingness measures, while Cao
et al. [103] proposed the use of learning-to-rank algorithms composing differ-
ent interestingness measures to identify accurate properties. Le et al. [250]
have also built a meta-model, SpecForge, over existing algorithms in order
to decompose mined FSAs into temporal rules, and recompose selected ones
back into an FSA. In recent work, Sun et al. [372] used crowdsourcing for
identifying correct temporal properties, however, this process was not done
automatically, relying on human annotators.

5.2.2 Test Generation for Specification Mining

Test generation for specification mining have been studied previously. Xie
and Notkin [422] propose a feedback loop between specification inference and
test generation. However, there is no publicly available version of a tool that
implements this strategy and this strategy was not empirically evaluated.
Tautoko [126] uses test generation to further refine a specification. Tautoko
mutates an initial test suite and a given FSA model to find missing transitions
in the FSA model. DSM [252] uses Randoop [306], which performs random-
ized test generation, and traces are collected from the test cases generated
to train a Recurrent Neural Network on.

The above studies use randomized testing or mutate an existing test suite
for mining specifications. These test generation techniques do not systemat-
ically diversify the test suite or use any strategy to ensure sufficient diversity
in the test cases.
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5.2.3 Search-based test generation

In this study, we use search-based test generation to create test cases to learn
specifications from. The generation of test cases are guided towards search
goals that we define. We opt to use a search-based test generation tool,
Evosuite [158]. Evosuite is a unit test generation tool for Java that uses a
evolutionary approach to search for high-quality test cases that fulfils a spec-
ified set of coverage criteria. Evosuite evolves a population of tests through
multiple generations, and in each generation, discards tests that are less fit
while mutating surviving tests. This acts as a search process that iteratively
improve the test cases to cover the search objectives. Many optimizations
have been proposed and implemented in Evosuite since its inception [67, 346].
Evosuite is automated and does not require any manually written tests as
input. Developers can extend the search algorithm or add new coverage and
fitness goals. Evosuite comes with a variety of coverage goals, ranging from
structural coverage to method coverage goals. Structural coverage goals in-
clude line coverage and branch coverage, while method coverage goals guide
Evosuite towards tests that invoke every constructor and method of the class.
We select Evosuite instead of alternative tools due to its strong performance
among state-of-the-art test generation tools [289].

Multiple objective formulation. In the past, test case generation
focused on optimising for various coverage criteria independently of each
other. Recently, Rojas et al. [345] generated tests while optimising multiple
objectives simultaneously, aggregating fitness functions through a weighted
sum. However, other studies show the limitations of aggregating multiple
fitness goals as a single measure. For example, one such limitation is that
the weighted sum aggregation assumes that each fitness goal is independent
of each other, which is not true of structural coverage goals (for example,
conditional dependencies mean that line and branch coverage goals may
depend on one another). Instead of optimizing tests towards a single ag-
gregated fitness value, other researchers have applied multi-objective search
algorithms [310]. These algorithms presents several advantages, including
preventing the search process from getting stuck in a local minima, and can
generate high quality test cases [310]. Indeed, Gay [167] showed that optimis-
ing for multiple objectives at the same time instead of enumerating through
the objectives one by one lead to test suites that better detect faults.

There are problems specific to test generation when formulated as a multi-
objective search. When faced with a large number of search goals, it is im-
possible to rank many of the individual test cases when considering all of
the goals. Due to this, the search process may degrade to become essentially
random [310]. Another problem is that a test case that may be fit, when con-
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Figure 5.1: Example of several objective function vectors of test cases that
are non-dominated. There may be more than a few non-dominated test cases
and each of them have an equal chance to get included. We use DynaMOSA
to address this problem.

sidering every search goal, but may not fully cover any individual search goal.
In other words, although the multi-objective formulation of test generation
may produce test cases that are pareto-optimal, with the tests representing
optimal trade-offs between fitness goals, it may not produce a resulting test
suite that completely covers an objective. This is detrimental to our study
as we require test cases that contradict a temporal specification, instead of
just being close to covering it, regardless of the number of other fitness goals
the tests are close to covering. Such a set of test cases will provide us with no
value. For example, given several test cases which are scored as the vectors
shown in Figure 5.1, all the tests are non-dominated (each test is no worse
than another with respect to at least one search goal). In this example, the
individual values in the vector represent the distance for a particular search
goal. A lower distance is better and a distance of 0.0 indicate that the test
case covers that goal. While objective A is covered by test T1 and objective
C by T4, objective B is not covered by any test. As none of the tests domi-
nate each other, they have equal probability of getting selected for the next
generation. Objective B is a difficult objective to cover. In our study, it is
important that we retain and evolve test case T5 in the next generation as
it is closest to covering objective B.

To address these problems, the DynaMOSAmulti-objective algorithm [311]
has been proposed for Evosuite. The DynaMOSA algorithm, at a high-level,
is given in Algorithm 3. It evolves an initial randomly generated popula-
tion of tests through multiple generations. Given a set of coverage goals,
the algorithm evolves a population of test cases through the usual mutation
and cross-over operators (line 5). This gives us the offspring, Q, a set of
test cases containing new tests as well as retaining some test cases from the
previous generation. The test cases in Q are ranked and binned into a list of
fronts, which partitions Q. The first front contains the best test case with
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Algorithm 3: Simplified version of the DynaMOSA algorithm.
Given a program, P , and the set of coverage goals, C, DynaMOSA
constructs a test suite, TS.

Input: A set of coverage goals C.
Input: Program, P .
Input: Population Size M .
Output: A test suite, TS, which is a collection of test cases

1 D = GetControlDependencies(P)
2 P = RandomPopulation();
3 A = InitArchive(P, C);
4 C’ = UpdateCurrentGoals(A, C, D);
5 while Search budget is not expanded do
6 Q = GenerateOffspring(P);
7 P = {};
8 A = UpdateArchive(A, Q, C’);
9 C’ = UpdateCurrentGoals(A, C’, D);

10 fronts = Rank(Q);
11 for front ← fronts do
12 if P.size >= M then
13 break;
14 end
15 for TC ← fronts do
16 if P.size + 1 > M then
17 break;
18 end
19 AddToPopulation(P, TC);

20 end

21 end

22 end
23 TS = A.getTestCases();
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respect to each coverage goal. After the first front, each subsequent front
ranks the remaining test cases by their pareto-optimality. The length (num-
ber of statements) of the test case is used as a tiebreaker when two test cases
have the same score, preferring shorter test cases which is more likely to run
in shorter time. Then, the top ranked test cases form the population of the
next generation and the offspring of this population are generated, and the
process continues until the search budget is exhausted.

Archive. DynaMOSA maintains an archive, A (used in lines 8 and 23),
similar to other search-based test generation strategies. During the test gen-
eration process, the archive stores test cases covering previously uncovered
goals and provides a way to retrieve the best test case for a particular search
goal. The archive accounts for accidental coverage; a goal may be collaterally
covered by a previous search for another set of goals. When a test case for
a particular search goal is stored in the archive, this search goal is removed
from the current set of goals (line 8). As a consequence, the current set of
search goals contains only the uncovered goals and focuses the search process
on them. The archive is updated whenever the search goal is covered, but
also when a test case that is shorter than the current test and covers the
same goal. At the end of the test generation process, the test cases in the
archive are retrieved and are the output test suite (line 22).

1 if (functionA())) { // Initially targeted as it does not depend on another line

2 if (functionB()) { // Targeted only after line 1 is covered

3 functionC(); // Targeted only after lines 1 and 2 are covered

4 }

5 } else {

6 functionD(); // Targeted only after line 1 is covered

7 }

Figure 5.2: DynaMOSA uses the control dependencies to dynamically target
only search goals that can be covered. Line 3 is targeted only after lines 1
and 2 are covered. After lines 1 and 2 are covered, line 3 is added to the
current set of goals.

Dynamic selection of targets. The key feature of DynaMOSA is
that it allows Evosuite to dynamically select targets based on the control
dependencies between one another. Initially, only a subset of the coverage
goals that are independent of other goals are targeted. Dynamically selecting
targets allows Evosuite to be more efficient when trying to cover multiple
structural goals.

For example, statements within branches require the if-statement to be
covered first, therefore these statements are initially not targeted by Evosuite
until the if-statement has been covered. If the if-statement has not been
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covered, then these goals cannot be covered. The fitness, of a test with
respect to these goals is, therefore, always worse than the fitness of the test
with respect to goal of covering the if-statement. In the example shown in
Figure 5.2 statement 3 cannot be covered before both statements 1 and 2
are covered. If a test case has not covered statement 1, it is not necessary
to consider the fitness value of a test with respect to the search goal of
covering statement 3. Therefore, these uncoverable goals do not contribute
meaningfully to the ranking.

Evosuite first computes a control dependency graph of the program before
generating tests and uses information from the control dependency graph to
update the current set of search goals. As described earlier, before ranking
test cases by their pareto-optimality, DynaMOSA first ensures that tests
that are closest to a targeted search goal always survive and are retained in
the next generation, even if these tests are not pareto-optimal with respect
to the other goals. This makes it more probable for Evosuite to progress
towards individual goals, including those that may be difficult to cover. This
particular feature is the reason why we build DICE on top of the DynaMOSA
strategy.

In Algorithm 3, the dynamic selection of targets can be seen in lines 4 and
9, in which the archive is used to determine which goals have been covered.
DynaMOSA uses the control dependencies, D, to determine the initial set of
targets in line 4. As the goals are covered, it adds the goals that depend on
the covered goals in line 8 to the currently targeted set of goals, C ′.

5.3 The DICE Approach

5.3.1 Overview

We show a high-level overview of the approach used by DICE in Figure 5.3.
DICE consists of 2 main components: DICE-Tester and DICE-Miner. From
a high-level perspective, DICE takes a class under test and an initial test
suite as input, producing a FSA model as output. DICE first exercises the
test suite, collecting the execution traces. This is followed by three phases:

• Mining Purity-Aware Temporal Specification. First, temporal
specifications, in the form of LTL temporal properties, are mined from
these traces while being aware of method purity.

• Adversarial Test Generation. The temporal specifications are fed
into DICE-Tester and are converted into search goals for the test gener-
ation process. DICE-Tester is adversarial to the temporal specifications
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Figure 5.3: High-level overview of DICE

and refines them by invalidating incorrect properties, while generating
new test cases and collecting the execution traces of these test cases.

• FSA Inference. Finally, the new traces and temporal specifications,
with invalid specifications now removed, are input into DICE-Miner,
which will infer an FSA. DICE-Miner avoids weaknesses of existing
algorithms by using method purity and the temporal specifications to
prevent over-generalisation.

5.3.2 Mining Purity-Aware Temporal Specification

The test generation phase of the adversarial specification mining process
requires a set of specifications. As such, the first phase of DICE is to mine
temporal specifications over the input traces collected from the input test
suite. A formalism over constraints ordering events is Linear Temporal Logic
(LTL) [327, 202]. Like previous studies in specification mining [142, 250, 85,
86, 428], we use LTL to specify constraints over events. In this work, events
are specifically method invocations of a class and the following subset of LTL
connectives are used in the property templates:

1. X ϕ means that ϕ has to hold at the neXt state.

2. F ϕ means that ϕ has to hold at some Future state.

123



3. G ϕ means that ϕ has to hold Globally at all future states.

4. ρ U ϕ is ‘Until’, which means that ϕ has to hold at some point. ρ has
to hold until ϕ holds.

5. ρ W ϕ is ‘Weak until’, which means that ρ has to hold until ϕ holds.
If ϕ never becomes true, ρ has to hold forever.

Six LTL property templates are commonly used in previous studies. The
six LTL property templates are described as follows:

1. AF(a, b): an occurrence of event a must be eventually followed by
event b. In LTL, this rule is G(a→ XFb)

2. NF(a, b): an occurrence of event a is never followed by event b. In
LTL, this rule is G(a→ XG(¬b))

3. AP(a, b): an occurrence of event a must be preceded by event b. In
LTL, this rule is ¬aWb

4. AIF(a, b): an occurrence of event a be immediately followed event b.
In LTL, this rule is G(a→ b)

5. NIF(a, b): an occurrence of event a is never immediately followed by
event b. In LTL, this rule is G(a→ X(¬b))

6. AIP(a, b): an occurrence of event a must be immediately preceded by
event b. In LTL, this rule is F (a)→ (¬a U(b ∧Xa))

The last three properties, introduced by Beschastnikh et al. [85] and Le
et al. [250], are ”immediately” variants of the first three properties and have
been shown to be useful for describing FSAs. In this work, we use the
LTL property templates from previous work which only consider 2 events.
Later, in Section 5.5.4 (Qualitative Evaluation), we note some limitations of
considering only 2 events at a time. We also note that the primary objective
of this study is to infer automata models, and the LTL specifications are only
later used to guide the testing process and the inference of the models.

While we use the same LTL property templates studied by Beschastnikh
et al. [85] and Le et al. [250], in our work, we adapt three of them. Recently,
Sun et al. [372] pointed out shortcomings of these patterns when using
crowdsourcing to identify temporal specifications. AIP(a, b) and AIF(a,
b), for example, can never be true since a method can always be invoked
between any pair of events a and b. To address these shortcoming and to
retain the benefits of these properties in describing temporal constraints, we
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observe that side-effect-free method invocations can never affect the state of
a software system, and as such, can be abstracted away in the description
of the ”immediately” variants of the LTL properties. We reformulate these
variants to incorporate knowledge of side-effect free methods:

1. AIF(a, b): an occurrence of event a must be immediately followed by
an occurrence of event b , ignoring all occurrence of side-effect-free
events. In LTL, this rule is G(a → X ((p1 ∨ p2 ∨ p3 ∨ · · · ∨ pn) U b),
where p1, p2,. . . ,pn are side-effect free events, known ahead of time.

2. NIF(a, b): an occurrence of event a is never immediately followed by
event b, ignoring the occurrence of side-effect-free events. In LTL, this
rule is G(a→ X(p1 ∨ p2 ∨ p3 ∨ · · · ∨ pn) U ¬b), where p1, p2,. . . ,pn are
side-effect free events, known ahead of time.

3. AIP(a, b): an occurrence of event a must be immediately preceded by
event b, ignoring the occurrence of side-effect-free events. In LTL, this
rule is F (a) → (¬a U(b ∧ X((p1 ∨ p2 ∨ p3 ∨ · · · ∨ pn) Ua))) where p1,
p2,. . . ,pn are side-effect free events, known ahead of time.

To identify side-effect free methods of a class, we use a lightweight static
analysis [200] and a heuristic based on the method name (we consider names
starting with ”is-” or ”has-” to be getters, which are typically pure). While
static analysis is used to partially accomplish this, it is not necessary for our
approach. When neither source code nor bytecode is available, a developer
can annotate the purity of relevant events by hand.

To mine LTL specifications, we use a solution similar to the linear miner
algorithm described by Lemieux et al. [257]. However, as we are only inter-
ested in 2-event rules and we restrict ourselves to a few properties, we do not
face the challenges that they solve. We use a simple way of iterating over
the traces and try to use each trace to falsify the LTL specifications.

In the work by Lemieux et al. [257], support and confidence thresholds
are needed. The support counts the number of times while iterating through
the traces where a property can be falsified, but is not. The confidence of
a property is the ratio of support of a property to the number of times the
property can be falsified. When the number of times the property can be
falsified is 0, the confidence is defined to be 1.

For our work, as we are interested only in properties that are never falsi-
fied, thus in our implementation, we require a confidence of 1.0 for the rules
that we mine. Moreover, we only require a support of 1 to admit the tem-
poral property. In other words, as long as a property holds on a trace, and
we do not encounter any trace that contradicts the property, we admit the
property.
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5.3.3 Adversarial Test Generation

The specification mining process adversarially generates test cases against
an input specification, aiming to invalidate the specification. To this end,
DICE converts the temporal specifications mined from the previous phase
into search goals for search-based testing. The objective of this phase is to
allow for the discovery of test cases that produce traces that are uncommon
and not represented in the initial test suite. To do so, the temporal spec-
ifications are converted into fitness goals for test generation. DICE-Tester
generates test cases using Evosuite1 with the addition of the new fitness goals
and coverage criteria.

A fitness cost is computed for each fitness goal for each test case that is
generated. A single test case may contain multiple object instances of the
class of interest and we consider a single trace to be the methods invoked on
a single object instance. Therefore, each test may produce multiple traces,
one for each object instance in the test case. The fitness of a test, T , with
respect to a fitness goal, G, is determined by the trace with the best fitness.

Fitness(T,G) = min(Fitness(tr,G)) , tr ∈ traces(T )

We define a new coverage criterion,
TemporalPropertyCounterExample(PropertyType, EventA, EventB), based
on the LTL properties we have mined. An temporal property is covered if a
trace contains a sequence of method invocations that is a counterexample of
it. In this formulation, DICE-Tester creates a fitness goal for each temporal
property we have mined, guiding Evosuite to produce counterexamples for
them. With respect to a single fitness goal, a test is fitter than another if
the fitness cost of the test is lower than the other. A goal is covered when
the fitness cost is 0, i.e., when a counterexample trace is produced when
exercising the test.

When the property is not covered, we aim to guide the test generation
process towards a test covering the property. Generally, a trace is scored rel-
ative to the number of modifications required to transform the trace to, first,
a trace supporting the temporal property, then, to falsifying the temporal
property. This will push test generation towards test cases that first support
the property, from which they may be mutated towards counterexamples
afterwards.

To this end, we grant a better fitness cost when the trace contains one
method of a ”never” property (NF, NIF) and when the trace contains both

1Evosuite version 1.0.6 was used in this study
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methods of an ”always” property (AP, AIP, AF, AIF). To summarize, for a
temporal property AP(A,B) or AIP(A,B), we assign fitness costs to traces
such that the following ordering holds:

1. Traces falsifying the temporal property (best)

2. Traces supporting the temporal property

3. Traces containing at least one of the events, A or B, but neither sup-
porting or falsifying the temporal property.

4. Traces where none of A and B are present (worst)

The above ordering guides our design of the fitness functions for all prop-
erty types. Using the above ordering, the traces are partitioned into 4 subsets
for the ”always” properties, AP, AIP, AF, and AIF. In our implementation,
as Evosuite expects a numerical cost, we evenly partition the range [0, 1] into
the 4 subsets. Formally, each trace, tr, is assigned a cost for the search goal
targeting a property, p, relating two events, A and B, based on the following
conditions:

Fitness(tr, p) =



0.0 if falsifies(tr, p)

0.33 if !falsifies(tr, p) and supports(tr, p)

0.66 if !falsifies(tr, p) and !supports(tr, p)

and (contains(tr, A) or contains(tr, B))

1.0 otherwise

.

To provide some intuition, we use an example using a property AP(A,
B), event B must precede event A. A trace in which event B does not precede
event A, e.g. [X, Y, A], will falsify the property. Given a trace [B, X, Y, A],
which supports the property, the trace is one transformation away, in which
the method call B is removed, away from falsifying the property. For another
example, using a trace [B, X, Y]. This trace is one edit from supporting the
property. The event A is added in any of the three positions (between B
and X, between X and Y, after Y). After this, the modified trace is one edit
from falsifying the property AP(A, B). As it took two edits, the trace [B,
X, Y] is less fit than the trace [B, X, Y, A] which only requires one edit.
Observe that a trace may containing sequence of events that both supports
and falsifies a property. A trace [A, B, A] has both the sequence [A], which
falsifies AP(A,B), and [B, A], which supports AP(A,B). According to our
fitness formulation, this trace will obtain a fitness cost of 0, since it falsifies
the property.
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A trace without both events A and B, e.g. [X, Y], has the worst fitness
cost for the AP(A, B) search goal. This may be contrary to intuition, since a
trace without any of the property’s events may resemble a trace that has a few
edits away from falsifying the property. For example, the trace [X, Y] is only
1 edit from falsifying the property directly, e.g. [X, Y] to [X, Y, A]. There are
numerous such traces among the entire test population. An objective of our
fitness functions is to focus the search on properties that are hard to falsify.
If the property can be easily covered by having such a trace transformed to a
counterexample trace, there would be numerous such cases. It is very likely
that the search goal can be covered as part of collateral coverage when the
entire test population evolves to satisfy other coverage goals. On the other
hand, temporal properties that are more difficult to cover will benefit from
the focused search.

For example, consider the property AP(isEmpty:false, push:true) for
a hypothetical data structure, which holds if the data structure cannot report
that it is not empty unless the push method has been successfully invoked.
A counterexample trace can be constructed, e.g. [<init>, pushAll:true,
isEmpty:false], by using an alternative method (pushAll:true) to in-
sert an item into the data structure. From a trace supporting the event,
e.g. [<init>, push:true, isEmpty:false], a single transformation from
push:true to pushAll:true will lead to a trace falsifying the property. On
the other hand, given an initial trace [<init>, get:false, clearAllElements]
that does not contain either event in the property, if we try to falsify the
property by adding a isEmpty method invocation, instead of adding the
isEmpty:false event, the event isEmpty:true added to the trace. It is
not possible to arbitrarily add an isEmpty:false event into any position
in a trace. The pushAll:true event has to be successfully added first. As
a result, a randomly generated trace without the isEmpty:true event, e.g.
[<init>, get:false, clearAllElements], is much further than a trace sup-
porting the property, e.g. [<init>, push:true, isEmpty:false].

For a temporal property AF(A,B), a trace is scored similarly. Observe
that the fitness cost of AF(A,B) can be computed by using the same scoring
rules for AP(B, A) and reversing the trace. Likewise, AIF(A,B) can be
computed using AIP(B, A) by reversing the trace.

For a NF property, NF(A,B), the same ordering of traces described above
applies. A trace supporting the property is a trace where A is present, but
B does not appear after A. In the ”immediately” variation of NF, NIF, the
fitness functions can be computed to differentiate individual traces from one
another with higher granularity, while still respecting the ordering of traces.
In NIF, the fitness cost reflects how closely positioned the two events in the
property are within the trace. A better fitness cost is returned if both events
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are included in the trace, and we score the fitness value based on how far
apart the method invocations are. This will push test generation towards
tests where the events are located nearer to each other. The fitness cost
of a trace, tr, with respect to the fitness goal of the property NIF(A,B) is
computed as shown in Algorithm 4.

Algorithm 4 takes a single trace, consisting of a sequence of events, as
input and returns the fitness score of this trace. The fitness score ranges from
0 to 1, and a score of 0 indicates the maximum fitness value while a score
of 1 indicates that the trace has no relevance for this goal. A single pass is
made through the sequence of events to look for instances of event A (lines
5-19). A counter (line 4) to measure the distance between a pair of events
A and B is updated in this pass. Each time we reach an instance of event
A, we record its position and reset the counter (lines 7,8). Once an instance
of event A has been found (line 10), we increase the counter for each impure
(i.e. not side-effect free) event we pass (line 11-12). Whenever we reach an
instance of event B, we update the minimum distance between the last seen
instance of A and B if the counter is less than the previous minimum distance
between A and B (line 14-16). Finally, the fitness score is computed from
the minimum distance. If the distance is 0, then the goal is covered and 0 is
output as the fitness score (line 20-22). Otherwise, the ratio of the distance
to the length of trace is used as the fitness score (line 23-27).

To conclude, the satisfaction criterion of each TemporalPropertyCoun-
terExample depends on the property type. Effectively, if a test contains a
trace with a fitness score of 0, then the test is a counterexample. It may be
interpreted as follows:

• AF(a,b): a test is a counterexample of AF(a, b) if it contains a trace
with an invocation of a that is not (immediately) followed by b.

• NF(a,b): a test is a counterexample of NF(a, b) if it contains a trace
with an invocation of a that is (immediately) followed by b.

• AP(a,b): a test is a counterexample of AP(a, b) if it contains a trace
with an invocation of b that is not (immediately) preceded by a.

As a consequence of including our new fitness goals into Evosuite, there
are a large number of search objectives (one for each temporal property we
have mined). As described in Section 5.2, this hampers the ability of Evosuite
to search effectively for good test cases that will cover the uncovered goals.
The large number of search goals causes the search process to be similar to a
random search process, reducing its performance. To manage the large set of
goals, we use the DynaMOSA search algorithm as discussed earlier in Section
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Algorithm 4: Fitness computation of a trace, tr, with respect to
TemporalPropertyCounterExample(NIF, A, B)

Input: A trace, tr. A fitness goal for a NIF property, NIF (A,B).
Output: Fitness cost of the trace. 0 means that the property is

covered
1 eventAPosition = -1;
2 i = 0;
3 distance = 999;
4 counter = 0;
5 for event ← tr do
6 if event = A then
7 eventAPosition = i;
8 counter = 0;

9 else
10 if eventAPosition ̸= −1 then
11 if !isPure(event) then
12 counter += 1;
13 end
14 if event = B then
15 distance = Min(counter, distance);
16 end

17 end

18 end

19 end
20 if distance = 0 then
21 return 0
22 else
23 if eventAPosition = -1 then

/* Event A does not appear, trace is irrelevant to

this goal */

24 return 1

25 else
26 return distance / (length(tr))
27 end

28 end
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Thus, we use the DynaMOSA search algorithm in DICE-Tester with three
modifications. To further boost the efficiency of selecting tests, our first
modification is to model the dependencies between the coverage goals beyond
structural goals to allow Evosuite to dynamically select goals more effectively.
While the DynaMOSA algorithm already models the dependency between
structural coverage goals based on control dependencies, it does not model
other forms of dependencies, including usage dependencies between methods.
It is unable to perform any reasoning about method coverage goals, which
DICE-Tester is able to constrain using the LTL properties we have mined
previously.

The dependency tree is constructed prior to the start of the search pro-
cess. At this stage, we assume that every mined LTL properties is true. This
dependency tree relates method coverage goals with the
TemporalPropertyCounterExample coverage goals that we introduced in
this work. A method coverage goal, Method(A), is covered when a test case
invokes the method A at least once. We add dependencies based on the
following rules:

• Given AP(A, B), DICE-Tester adds a dependency where B depends on
A. i.e. Method(A) should be covered before Method(B)

• Given NF(A, B) or NIF(A,B), DICE-Tester adds a dependency where
Method(A) should be covered before TemporalPropertyCounterExample(NF,
A, B) or
TemporalPropertyCounterExample(NIF, A, B).

• Given AF(A, B) or AIF(A,B), DICE-Tester adds a dependency where
Method(A)should be covered before TemporalPropertyCounterExample(AF,
A, B) or TemporalPropertyCounterExample(AIF, A, B).

• Given AP(A, B) or AIP(A,B), DICE-Tester adds a dependency where
Method(B) should be covered before TemporalPropertyCounterExample(AP,
A, B) or TemporalPropertyCounterExample(AIP, A, B).

For example, given NF(StringTokenizer, nextToken), for its corre-
sponding goal TemporalPropertyCounterExample(NF, StringTokenizer,

nextToken) to be satisfied, the method coverage goal, Method(StringTokenizer),
must be satisfied first. If this method coverage goal is not satisfied, then it is
impossible for the test to produce a counterexample and this goal is always
completely uncovered for any test case. Thus, it will not contribute mean-
ingfully to the ranking of tests maintained by DynaMOSA [158]. Constraints
about the ordering of methods provided by the set of AP temporal proper-
ties also allow us to add dependencies between a pair of method coverage
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Figure 5.4: Lifecycle of a search goal. At the end of the search process, a
goal is either covered or abandoned.

goals. For another example, given AP(initVerify,update), we add a de-
pendency between Method(update) and Method(initVerify), requiring an
invocation of initVerify before Evosuite adds update to the set of currently
targeted goals. While other coverage goals may return a fitness value be-
tween 0 and 1, the fitness of a test with respect to a method coverage goal is
binary, either the goal is covered or it is not. Therefore, if the prerequisites
are not met, a method coverage goal is always uncovered for every test case.

Our second modification is made for the lifecycle of a search goal. In
the DynaMOSA algorithm, goals are in one of 3 states. A goal is either a)
covered, b) uncovered but not in the current set of goals, or is c) uncovered
but in the current set of goals. In DICE-Tester, we added a new state in
this lifecycle. Thus, a goal can be in one of 4 states: covered, uncovered
but in the current set of goals, uncovered but not in the current set of goals,
or abandoned (see Figure 5.4). We refer to a goal as abandoned if it is not
covered but we have removed it from the current set of goals.

The addition of this state is motivated by the fact that at least some of
the mined properties are true. As these properties are true, it is impossible
to generate a test case that is a counterexample to it. Consequently, goals
representing counterexamples to these properties can never be covered, and
this has detrimental effects on the search process. Such goals will continue
to contribute to the preference ranking used in Evosuite. This has several
implications. Test cases that are closest to and ”almost covering” the goal
will always remain in our population, although they will not contribute to
producing interesting test cases. The search may be weighted towards tests
that have a higher chance of covering these goals, even though these goals
cannot be covered. This may potentially prevent other test cases (that may
lead to a counterexample of another property) from getting added to the
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population. Furthermore, these goals have no meaningful contribution to
the ranking process when weighing the pareto-optimality of the other test
cases. This slows down the search process, wasting time to compute the
fitness of tests with respect to these goals.

Hence, we add the abandoned state in the lifecycle of a goal. To enable
goals to transit to this state, DICE-Tester tracks the age of each goal. Cov-
ered goals and goals that are not in the set of currently targeted goals do not
have an age. When an uncovered goal moves into the set of targeted goals,
its age is initialized to 0. We increment the age of a goal for each generation
where DICE-Tester does not find a test case that covers it. Once the age of a
goal has exceeded a threshold, we abandon the goal by removing it from the
set of targets. In our experiments, we set this threshold to 100 generations.
Once abandoned, goals can never be restored back to the set of targets.

Our third modification is to reset the population of the tests once it
has gotten stuck. While the first two modifications allow Evosuite to find
more counterexamples, we observed that the search can still get stuck in a
local optima. Finally, we bypass this problem by resetting the population
of tests, and in effect restarting the search, once 100 generations has passed
without DICE-Tester finding a test that is a counterexample to any goal.
We did not thoroughly empirically evaluate the threshold for abandoning a
goal or resetting the population, however, we noticed in our experiments that
changing these parameters do not affect the results much, provided that they
are not too small.

With these three modifications, DICE-Tester is able to guide test gener-
ation towards finding counterexamples to spuriously mined LTL properties,
to invalidate them. Temporal properties with at least one counterexample
are removed.

Next, we collect execution traces from the output test suite, which are
constructed from the test cases that produced counterexamples to the tempo-
ral properties. These are later passed as input to the FSA inference process.
Typically, specification mining algorithms use traces of correct executions
and our approach is not an exception. Therefore, we filter out traces of
executions that may not represent a correct usage. If the invocation of a
method results in a thrown exception, we ignore the invocation and any fur-
ther method invocations (as the exceptional invocation may have an effect on
the state). Apart from exceptional executions, we also try to detect resource
leaks and omit any possible trace that caused them. We keep track of the
number of file descriptors that are opened by the process that is executing
the tests 2. Next, we compared the number of file descriptors before and after

2We run Evosuite without its sandbox which prevents environmental interactions
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the runs, and if we find a mismatch between them, we assume that the tests
have triggered a sequence of methods that leaked a file or a socket. When
this happens, we remove all traces of tests that led to resource leaks. While
this may inadvertently result in correct traces that are incorrectly discarded
(consider a scenario where a test instantiated multiple FileOutputStreams,
we discard traces from every FileOutputStream as long as one of them caused
a leak, even if the rest of the instances represent correct usage of FileOut-
putStream), this helps us ensure that the traces we have collected do not
contain executions of invalid usage of an API or class.

5.3.4 Example of the search process

interface DataStructure<T> {

public boolean add(T item);

public boolean addAll(Collection<T> items);

public boolean isEmpty();

public void clear();

public T get();

public Collection<T> getAll();

}

Figure 5.5: The API of a hypothetical data-structure.

In this section, we present a synthetic example of the search process.
Using a hypothetical data-structure shown in Figure 5.5, we show how a small
set of test cases may evolve over a few generations to become counterexamples
for a three properties that are not true properties:

• Goal 1: AP(isEmpty:FALSE, add:true),

• Goal 2: AIF(clear, isEmpty:TRUE), and

• Goal 3: AF(clear, isEmpty:TRUE),

We run the DICE process to search for test cases that will falsify the
properties. In this simple example, all three properties are falsifiable. As
described earlier, we use the dependencies between search goals to consider
fewer search goals at a time, omitting goals that cannot be covered yet. At
the start of the DICE-Tester process, the following dependencies between
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search goals are added:

Method(isEmpty : FALSE)→ AP (isEmpty : FALSE, add : true)
Method(isEmpty : TRUE)→ AIF (clear, isEmpty : TRUE),

AF (clear, isEmpty : TRUE)
Method(clear)→ AIF (clear, isEmpty : TRUE), AF (clear, isEmpty : TRUE)
Method(add : TRUE)→ AP (isEmpty : FALSE, add : true)

The dependencies should be interpreted such that the search goals on
the right (the consequent) are added to the currently targeted set of goals
once the search goal on the left (the antecedent) has been covered. The test
generation process starts by creating a population of randomly generated
tests. In this example, we assume that the population size is two, and that
each test produces only one trace. First, DICE-Tester generates 2 tests,
giving us the following traces as shown below in Figure 5.6:

[clear, isEmpty:TRUE, getAll] (-, 0.33, 0.33)

[getAll, add:FALSE] (-, 1.00, 1.00)

Figure 5.6: The initial population. The numbers on the right show their
fitness costs for Goals 2 and 3. Goal 1 is not considered yet as neither of the
method coverage goals it depends on has been covered.

In Figure 5.6, Goal 1 is not considered among the search goals (listed as
’-’) as neither of the method coverage goals it depends on has been covered.
When the number of goals is large, this helps to simplify the comparison
between test cases. When this initial population of test cases is evolved, it
produces a set of new test cases as shown in Figure 5.7. Since the method
coverage goal of Goal 1 has been covered, all the search goals for the 3
properties are now considered.

[clear, getAll, isEmpty:TRUE, getAll] (1.00, 0.00, 0.33) *

[clear, isEmpty:TRUE, add:TRUE, isEmpty:FALSE] (0.33, 0.33, 0.33) *

[add:TRUE, clear, isEmpty:TRUE, getAll] (0.66, 0.33, 0.33)

[getAll, isEmpty:TRUE, add:TRUE, getAll] (0.66, 0.66, 0.66)

[getAll, add:TRUE, get] (0.66, 1.00, 1.00)

Figure 5.7: The offspring of the first generation. We order them by their
pareto-optimality.

In Figure 5.7, the test cases that are selected to form the next population
of tests are indicated with a *. As the first test case has fully covered Goal
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2 (falsifying the property that clear is always followed by isEmpty:TRUE),
it is selected. As for the second test case, it ties with the third test case
for the best fitness score on Goal 3, but it is the best test case for Goal 1.
Therefore, both the first and second test cases are selected as they are the
best test cases with respect to the search goals. The remaining test cases are
ordered by pareto-optimality. The third test case dominates the fourth test
case, and the fourth test case dominates the fifth test case. The first test
case is inserted into the archive, as it has fully covered a search goal. If the
population size was greater than 2, then the remaining test cases would be
added in this order.

Finally, in the next round, we get the following offspring shown in Figure
5.8. As search goal 2 was already fully covered earlier, we no longer need to
consider the test cases’ fitness with respect to it.

[clear, isEmpty:TRUE, addAll:TRUE, isEmpty:FALSE] (0.00, -, 0.33) *

[clear, clear, getAll] (0.66, -, 0.00) *

[clear, getAll, isEmpty:TRUE, add:TRUE, getAll ] (0.66, -, 0.66)

[clear, isEmpty:TRUE, sEmpty:TRUE, add:TRUE, getAll] (0.66, -, 1.00)

Figure 5.8: The offspring of the second generation of test cases. All the
test cases are covered after this. Note that Goal 2 was not considered when
computing the objective function vectors as it has a corresponding test case
in the archive.

Both Goals 1 and 3 have counterexample traces from this set of offspring,
and these two test cases are added to the archive. As all the search goals
related to the temporal properties are covered, we end the test generation
process. In practice, it is typically the case that not all coverage goals can
be covered and the test generation process only ends when the search budget
is fully consumed. The test cases from the archive are retrieved to form the
output test suite, which is run and its execution traces are collected to be
used as input to the next step of DICE.

5.3.5 FSA Inference

The final phase of the adversarial specification mining approach is to take
the temporal properties and traces produced from the previous phases and
infer an FSA model. In DICE, the DICE-Miner algorithm is responsible for
this. We add the traces produced by the DICE-Tester to the original set of
traces for input to DICE-Miner.

An overview of DICE-Miner is given in Figure 5.9. The DICE-Miner algo-
rithm to infer an FSA-based specification is similar to the k-tails algorithm,
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Traces
Mined tempo-
ral properties

Step 1: Construct
an acceptor of the
observed traces

Step 2: Merge
equivalent states

Figure 5.9: High-level overview of DICE-Miner

comprising of two steps. In the first step, we construct an initial automaton
based on the input traces and the mined temporal properties. Similar to the
PTA (described earlier in Section 5.2), our initial automaton accepts all of
the observed input traces. The mined temporal properties are used to pre-
vent erroneous merging of states. In the second step, we merge equivalent
states in this automaton, leveraging the mined temporal properties. The
mined temporal properties are used to derive the set of enabled methods of
each state, which is the equivalence criteria used in DICE-Miner to merge
states. We elaborate on this equivalence criteria below in Section 5.3.5.

Regarding the first step of the algorithm, we make the following observa-
tions:

• Observation A: Side-effect-free events can be interleaved in any order,
and do not change the present state of the software system.

• Observation B: The first step of constructing a PTA makes the assump-
tion that states with the same history of events are equivalent. This
assumption may not be true.

We propose a specification mining algorithm with these observations in mind.
In light of the first observation, we include information of the purity of each
method to allow the model to have greater generalizability. The second
observation guided us to prevent the incorrect conflation of states while con-
structing an initial model that accepts all of the input traces.

With observation A, we model the freedom of side-effects as self-loops
in the automaton. We add Constraint A where we ensure that transitions
labelled with side-effect free method calls are self-loop. This has the ad-
vantage of increasing the model’s generalizability, allowing it to accept an
equivalent trace with a different permutation of the pure methods. For ex-
ample, for StringTokenizer, observing an input trace [StringTokenizer,

137



hasMoreElements:true, hasMoreTokens:true] allows the construction of
an automaton that will accept a different trace (note a different order-
ing of the method invocations), [StringTokenizer, hasMoreTokens:true,
hasMoreElements:true]. This is the case even without the observation of
a trace with this sequence of method calls, since the only difference is that
the pure methods hasMoreTokens and hasMoreElements were invoked in a
different order from the same state.

To address observation B, we add Constraint B where we prevent the er-
roneous conflation of states occurring in the first step of k-tails and its vari-
ants. If these states are incorrectly merged in the first step, regardless of the
equivalence criteria selected for merging states, this inaccuracy in the initial
model will negatively impact the quality of the final FSA produced. This is
because the second step does not split up incorrectly merged states from the
first step. For an example of Observation B, with the Iterator class, given
the trace [Iterator, hasNext:true, next, hasNext:false] and a different
trace sharing a prefix, [Iterator, hasNext:true, next, hasNext:true],
the states reached in the two traces after the invocation of next is differ-
ent, yet constructing a PTA will conflate these states as they share the same
preceding events [Iterator, hasNext:true, next]. Conflating these states
produces an automaton where both hasNext:false and hasNext:true are
incorrectly enabled from the same state.

To address this, we propose to detect incorrectly merged states using the
mined temporal properties while constructing an initial automaton accepting
all of the observed traces. Whenever adding a new transition to an automa-
ton results in an automaton that may produce traces violating the mined
properties, we modify the automaton such that these violations will not oc-
cur. Next, we discuss the details of the DICE-Miner algorithm, and show we
address both observations within the first step of our algorithm.

First Step
Next, we describe the first step of the DICE-Miner algorithm. In the

first step, we pass the example traces into the function CreateCompatibleAc-
ceptor, which constructs a Non-deterministic Finite Automaton (NFA). This
automaton is build to accept all of the example traces, much like a PTA. How-
ever, unlike the construction of a PTA, CreateCompatibleAcceptor avoids the
creation of states that may accept sequences of events that violates a con-
straint (we refer to such states as incompatible with the constraint). We
consider a state to violate a constraint if it causes the automaton to accept
a trace violating the constraint. Observe that although the states were con-
structed based on individually observed traces, and that every trace does
not violate the temporal properties mined earlier, it is possible to construct
a PTA with states that may accept traces violating the temporal properties.
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Algorithm 5: Pseudocode for CreateCompatibleAcceptor. This is a
simplified version of the algorithm. In reality, the automaton is non-
deterministic and given an event, there may be multiple transitions
labeled with the same event.
Input: Input traces, traces
Output: A DFA that accepts all traces in traces, without creating

any states that may violate any constraint
1 automaton = emptyAutomaton();
2 for trace ← traces do
3 prefix = [];
4 state = automaton.initialState;
5 for event ← trace do
6 if state.canAccept(event) then
7 nextState = state.accept(event);
8 state = nextState;

9 else
10 if !state.HasIncompatibleTransition(event) then
11 newState = state.addTransitionToNewState(event);
12 state = newState;

13 else
14 stateToModify, suffix =

FindAncestorWithoutIncompatibleTransition(state,
event);

15 for suffixEvent ← suffix do
16 newState = stateToMod-

ify.addTransitionToNewState(suffixEvent);
17 stateToModify = newState;

18 end

19 end

20 end

21 end
22 return automaton

23 end
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For example, given two traces, [Stack, addAll, remove, isEmpty:TRUE] and
[Stack, addAll, remove, get] and a temporal property, NIF(isEmpty=True,
get)), a state with an incoming edge, isEmpty:TRUE (a self-loop on the state,
as a result of Constraint A and the fact that isEmpty is pure), and an out-
going edge, get, is incompatible with the temporal property as it can accept
a trace with the sequence of events [isEmpty:TRUE, get]. The algorithm to
split up a state with incompatible edges is given in Algorithm 5.

CreateCompatibleAcceptor first initializes an empty automaton before it-
erating over each trace (lines 1-2). For each event in a trace, we first try
to accept the event without modifying the NFA (lines 5-8). On reaching an
event, e, that cannot be accepted, we modify the NFA to add new states and
transitions such that it will accept the events. Before adding a new state,
we first ensure that the new transition will not cause the current state to be
incompatible with any constraint (line 10). If adding the transition results
in an incompatible state (lines 13 - 19), we traverse backwards, looking for
an ancestor where we can add transitions corresponding to the events up to
e without introducing an incompatible state (line 13). From this ancestor
node, we add new transitions and states to represent the events up to e (lines
15-18).

Algorithm 6: Pseudocode of FindAncestorWithoutIncompatible-
Transition. Traverses the ancestry of a state to locate a state to
branch from.
Input: The current state, state, and the event that introduced an

incompatible state, event
Output: An ancestor state and a sequence of events to add

transitions for
1 parent = state;
2 suffix = [];
3 label = event;
4 while parent.HasIncompatibleTransition(label) do
5 grandParent, label = parent.getIncomingTransition();
6 suffix = label :: suffix;
7 parent = grandParent;

8 end
9 return parent, suffix

To find an ancestor from which it is possible to add a new chain of events
such that an event can be added without incompatibility, we use the al-
gorithm FindAncestorWithoutIncompatibleTransition. The details of Find-
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Algorithm 7: Pseudocode of HasIncompatibleTransition. Checks if
a transition labeled with the event can be added to the input state.

Input: A state, state, and an event to add, event
Output: true if adding the event does result in the state becoming

incompatible
1 for transition ← state.incomingTransitions do
2 if NIF(transition,event) then
3 return true
4 end

5 end
6 if NF(state.prefix,event) then
7 return true
8 else
9 return false

10 end

AncestorWithoutIncompatibleTransition are given in Algorithm 6. We ini-
tialize the algorithm (lines 1-3) before we iteratively traverse the ancestors of
the parent state. At this state of the DICE-Miner algorithm, all states have
at most one incoming transition originating from another state, which is ob-
tained using getIncomingTransition. As we traverse backwards, we collect
the labels on the transitions (line 6). These labels correspond to the events
that we will have to add transitions for. The traversal ends once we find an
ancestor that we add the sequence of events including e without creating an
incompatible state.

Algorithm 7 shows the check for an incompatible state. As we only add
new outgoing transitions, it is sufficient to check pairs of the existing incoming
transitions with the new event to detect NIF violations (lines 1-5). To check
NF violations, we check the prefix of the state against the event (line 6).
The prefix of each state is constructed by traversing all transitions on the
trail of ancestor states. This includes all self-loops on each ancestor (i.e. the
self-loops are traversed first before moving to a child state). It is enough to
check for violations of NF and NIF, as the other properties are never violated
in the first stage of DICE-Miner.

At the end of the first step, we receive an automaton that contains self-
loops in some states, and these are the only cycles in it. The inferred model
is a Non-Deterministic Automaton (NFA) as states can have multiple transi-
tions with the same label. We presented simplified versions of the algorithms
for ease for explanation. As the automata involved are NFAs, there may be
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more than one transition from a state given an event. The model is con-
structed based on the observed traces. It is sound with respect to these
traces, and will accept all of these concrete traces.

Second Step
In the second step, we merge equivalent states in the automaton. To

merge two states, a and b, we remove both states from the state machine,
then add a new state, c. All the transitions from a and b are added onto
state c. If there are multiple transitions with the same label, source, and
destination, only one of them is kept and the duplicates are removed. As
we already noted earlier, our model is non-deterministic and there may be
multiple transitions from a state labelled with the same event.

To determine if two states are equivalent, we draw inspiration from the
CONTRACTOR model [128] and define the equivalence of states based on
the set of methods that are enabled. Concrete states that have the same
enabled methods are merged. As described by de Caso et al. [128], this
results in models with states that are intuitively interpreted and are at an
abstraction level that developers find convenient. While we reuse the con-
cept of the enabledness of methods in order to group states, our method is
still primarily based on the execution traces that are input to DICE. The
CONTRACTOR method requires further annotation and the computing of
dependencies between the enabledness of all pairs of methods. In our work,
we do not use these dependencies and other related concepts described by de
Caso et al. [128] to avoid the need to annotate the pre- and post-conditions
of every method. Prior work [242] has also shown that the performance of
the CONTRACTOR approach is highly dependent on the quality of the pre-
and post-conditions, and that it exhausts the running memory when pro-
vided with noisy invariants. Instead, we use the temporal properties to aid
in determining the enabledness of a method at a particular state. We leave
the study of the applicability of the dependencies of method enabledness on
DICE and their integration into DICE for future work.

However, unlike de Caso et al. [128] and Krka et al. [242] which creates
models from the state invariants of an object, we derive the enabledness of a
method from the set of NF and NIF properties. If there are no LTL property
that disables a method based on its prefix, the known incoming transitions,
and the known outgoing transitions, then we consider that this method is
enabled. We consider a method, say method A, to be disabled on a state
from following conditions.
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disabled(state, A) =


true if NF (X,A), X ∈ prefix(state)

true if NIF (X,A), X ∈ incoming(state)

true if NIF (A, Y ), A is pure, Y ∈ outgoing(state)

false otherwise

.

If a method on a state leads to the automaton accepting a trace containing
a pair of successive events violating the property, then the method is disabled.
For example, a state with an incoming transition add:true (indicating that
an item was successfully added) will have the event isEmpty:false disabled
(the state can’t be empty after a successful addition) by the second condition.
As another example, a state with the outgoing transition remove:true (in-
dicating that an item can be successfully removed from this state) will have
the event isEmpty:true disabled (if an item can be successfully removed, it
means it can’t be empty) by the third condition. Methods can be enabled
even if we have not seen the method invoked from a particular state in a
concrete trace. Before merging two states, DICE-Miner checks that it does
not lead to a violation of known LTL properties. Similar to the work by Lo
et al. [275], a pair of states cannot be merged if it results in a state machine
that violates any temporal property known to hold on the observed traces.

5.4 Evaluation

To empirically evaluate our tool, we investigate 3 research questions.

• RQ1: How effective is DICE in inferring FSA models?
RQ1 investigates the effectiveness of the adversarial specification min-
ing approach by comparing the FSA models inferred by DICE against
models inferred by state-of-the-art specification miners.

• RQ2: How effective is DICE-Tester?
RQ2 investigates the effectiveness of the test generation component,
DICE-Tester. This is done by comparing the tool against Evosuite,
with DynaMOSA as its search algorithm, as a test generation baseline
to answer this question. Instead of using the traces produced by DICE-
Tester, we study if using traces produced by Evosuite is enough to mine
better specifications. Here, our objective is to evaluate the value of the
temporal-property guided adversarial test generation strategy we built
on top of Evosuite.
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• RQ3: How effective is DICE-Miner?
RQ3 investigates if the specification miner, DICE-Miner, can utilize the
traces generated by DICE-Tester effectively. We compare DICE-Miner
against DSM as a baseline, passing the same set of traces produced by
DICE-Tester as input to both tools.

5.4.1 Experimental setup

Evaluation To investigate these questions, we empirically evaluate the tools
by assessing the quality of the models inferred against ground-truth models.
Similar to previous studies, we measure precision and recall. This procedure
for computing precision and recall has been used in prior studies [251, 242].
As input, a ground-truth model and the model inferred by DICE is provided.
From these two models, traces are generated by randomly traversing the
edges in the model. The precision of the inferred model is the percentage
of traces produced by the inferred model that are accepted by the ground-
truth model. The recall of the inferred model is the percentage of traces
it accepts among the traces produced by the ground-truth model. In other
words, precision is the proportion of traces from the inferred that are correct,
and recall is the proportion of correct traces that the inferred model accepts.
Finally, the quality of the model is measured using F-measure, computed as
follows.

F-Measure = 2× Precision ×Recall
Precision+Recall

The 11 ground-truth models publicly released from Le et al.’s evalua-
tion of DSM [252] are used 3. These evaluation library classes, used for
evaluating specification miners in previous studies, represent 100 analysed
methods in total, and represent different categories of libraries ranging from
data streaming to message exchange. To analyse the classes from JDK,
we copied the source files of the corresponding classes from OpenJDK 1.8,
to get around a constraint in Evosuite that prevented instrumentation and
bytecode-rewriting of classes from some packages provided by the JDK.
OpenJDK 1.8 was used as this was the version used in previous studies, and
we observe that the choice of a more recent version will not impact the evalu-
ation results as the ground-truth models involved only methods from earlier
JDK versions. We also omitted traces from DICE-Tester containing events
that are not present in the ground-truth models. This is done to allow di-
rect comparison against the approaches used in previous studies. During our
evaluation, we discovered a minor inaccuracy in the ground-truth model of

3https://github.com/lebuitienduy/DSM
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Table 5.1: Precision, Recall, and F measure of DICE and DSM. NFST refers
to NumberFormatStringTokenizer.

Class
DICE DSM

P R F P R F
ArrayList 31.4 27.3 29.2 44.5 16.3 23.9
HashMap 100.0 94.1 97.0 100.0 55.2 71.1
HashSet 87.4 100.0 93.3 74.0 62.4 67.7
Hashtable 84.0 100.0 92.5 100.0 66.6 79.9
LinkedList 100.0 100.0 100.0 100.0 23.7 38.4
NFST 87.2 89.2 88.2 54.1 70.2 61.1

Signature 100.0 100.0 100.0 100.0 91.2 95.4
Socket 87.3 67.3 76.0 58.4 62.6 60.4
StackAr 86.8 93.9 89.8 61.6 97.1 75.4

StringTokenizer 100.0 100.0 100.0 93.6 100.0 96.7
ZipOutputStream 100.0 100.0 100.0 80.6 100.0 89.3

Average 87.8 88.3 87.8 77.3 67.3 68.4

ZipOutputStream, in which DICE-Tester found counterexamples to. Hence,
we corrected the ground-truth model to account for the missing transition.
Finally, for each case, we account for randomness by computing the average
of the evaluation metrics from 20 runs of the experiment.

5.4.2 RQ1: Effectiveness in inferring FSA models

To determine the effectiveness of our tool for answering RQ1, we compute
precision, recall and F-measure of the output FSAs for 11 target library
classes. We compare against DSM [252], which uses deep-learning and ran-
domized test generation [306], as a baseline. For a second baseline, we also
compare our tool against Tautoko [126], which leverages test generation to
complete an initial FSA model. Tautoko takes the specifications inferred by
the specification miner, ADABU [127]. Given an initial test suite, it learns
an initial model using ADABU and then mutates test cases and executes
them again to cover missing transitions in the initial model.

We initialized DICE using the test suite used by DSM in its evaluation,
which is generated by Randoop [307]. From the results reported in Table
5.1, DICE improves on the average F-measure of DSM by over 19% (from
68.4 to 87.8), and, for every class, the difference between DICE and DSM
is statistically significant – measured using the Wilcoxon signed-rank test.
This indicates that DICE was effective in inferring FSA models.
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Table 5.2: Precision, Recall, and F-measure of Tautoko and DICE. NFST
refers to NumberFormatStringTokenizer.

Class
DICE Tautoko

P R F P R F
ArrayList 31.4 27.3 29.2 - - -
HashMap 100.0 94.1 97.0 56.7 25.4 35.1
HashSet 87.4 100.0 93.3 100.0 13.6 23.9
Hashtable 84.0 100.0 92.5 38.8 23.3 29.1
LinkedList 100.0 100.0 100.0 100.0 20.9 34.6
NFST 87.2 89.2 88.2 100.0 100.0 100.0

Signature 100.0 100.0 100.0 100.0 23.8 38.4
Socket 87.3 67.3 76.0 84.1 24.4 37.7
StackAr 86.8 93.9 89.8 100.0 87.0 92.8

StringTokenizer 100.0 100.0 100.0 100.0 100.0 100.0
ZipOutputStream 100.0 100.0 100.0 100.0 25.0 40.5

Average 87.8 88.3 87.8 88.0 44.3 53.2

We also investigated the effectiveness of DICE against Tautoko [126],
which generates tests based on missing transitions in an initial model. We
compare the FSAs mined by DICE against Tautoko’s. The publicly available
version of the executable artifact was downloaded from Tautoko’s website4

and executed on the same evaluation classes above, using Randoop gener-
ated tests as input to Tautoko. For some classes, Tautoko produced models
containing methods that were not present in the ground-truth models. We
therefore manually modified the models produced by Tautoko such that these
methods were omitted, and merged states connected by a transition labelled
with removed methods. For Socket, ZipOutputStream, and Signature, we
evaluate the models published on Tautoko’s homepage due to technical dif-
ficulties we encountered trying to run Tautoko on these classes. However,
we modify the evaluation criteria as Tautoko does not produce models with
transitions labelled with boolean return values of method calls. To compute
the evaluation metrics for Tautoko’s models, we ignore return values. This
should generally lead to higher F-measures. We report the results in Table
5.2.

In one case (ArrayList), Tautoko does not run to completion within 24
hours. For the other classes that Tautoko can mine models for, we observe
that Tautoko does not produce models of high F-measures. Apart from
StackAr, DICE outperforms Tautoko on the 11 classes. While DICE produces

4https://www.st.cs.uni-saarland.de/models/tautoko/
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models with an average F-measure of 87.8, Tautoko produces models with
an average F-measure of 53.2. If we omit the model of ArrayList, then
DICE produces models with an average F-measure of 93.7. We hypothesize
that in certain cases, Tautoko’s reliance on inspector methods (see Section
5.2.1) meant that it can not identify the right abstract states. For example,
ZipOutputStream’s state is not characterized by any inspector methods, and
as such, Tautoko is unable to mine a good model of it.

The adversarial specification mining process implemented by DICE produces
FSA-based models of higher quality, which outperforms existing approaches
for inferring FSAs

5.4.3 RQ2: Effectiveness of DICE-Tester

To answer RQ2, we aim to determine if the improvements was a result of
our improvements to Evosuite, by studying if Evosuite alone was enough to
produce diverse tests that would benefit the specification miner. We use
Evosuite (version 1.0.6), with the DynaMOSA [311] search algorithm, as a
baseline approach, collecting the traces produced by the final test suite that
is the output of Evosuite. We use the default configuration of Evosuite. We
do not try to find the optimal configuration for Evosuite as previous studies
have indicated that tuning these parameters often do not outperform the
default configuration [67]. By default, the population size of test cases is
50 individuals. The default crossover operator is used, which is the single-
point crossover with probability of 0.75. The selection of test cases is done
using tournament selection, with a tournament size of 10. Tests are mutated
with a probability inversely proportional to the number of statements it con-
tains. We use the same test budget of 15 minutes for both DICE-Tester
and Evosuite. The traces produced from Evosuite are passed as input to
DICE-Miner instead of the traces from DICE-Tester, and we compute the
evaluation metrics of the FSA models produced.

The results are shown in Table 5.3. On some classes, DICE-Tester can
outperform Evosuite by up to 18.9% in F-measure, and on average, DICE-
Tester outperforms Evosuite by about 3.7%. To mitigate the effect of ran-
domness, we run the experiments 20 times and compute if the differences are
statistically significant using the Wilcoxon signed-rank test. We find that
the differences are statistically significant for 4 out of the 11 classes in the
benchmark. This indicates that, on its own, Evosuite is already effective in
generating diverse test cases, although DICE-Tester can explore some un-
common usage patterns more effectively. We hypothesize that many of these
classes do not exhibit complex usage constraints, therefore, Evosuite already
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Table 5.3: Precision, Recall, and F-measure of DICE-Miner when using
DICE-Tester and Evosuite. NFST refers to NumberFormatStringTokenizer.
* indicate that the difference in F-measures is statistically significant.

Class
DICE-Tester Evosuite

P R F P R F
ArrayList * 31.4 27.3 29.2 74.7 17.0 27.6
HashMap 100.0 94.1 97.0 100.0 94.1 97.0
HashSet * 87.4 100.0 93.3 84.5 65.2 74.3
Hashtable 84.0 100.0 92.5 91.0 93.1 92.0

LinkedList * 100.0 100.0 100.0 100.0 89.9 94.7
NFST 87.2 89.2 88.2 87.2 89.2 88.2

Signature 100.0 100.0 100.0 100.0 100.0 100.0
Socket 87.3 67.3 76.0 86.4 67.5 75.8

StackAr * 86.8 93.9 89.8 68.9 84.7 76.0
StringTokenizer 100.0 100.0 100.0 100.0 100.0 100.0
ZipOutputStream 100.0 100.0 100.0 100.0 100.0 100.0

Average 87.8 88.3 87.8 90.4 81.9 84.1

performs well for these classes. However, to effectively explore non-trivial
usage constraints, DICE-Tester can help significantly.

While Evosuite, with the DynaMOSA algorithm, is already able to aid the
specification mining process by producing traces that allow DICE-Miner to
achieve good performance, DICE-Tester takes it a step further, producing
traces that are even better.

5.4.4 RQ3: Effectiveness of DICE-Miner

To answer RQ3, we compare DICE and DSM with both approaches using
the same set of traces. We run DSM when provided with the traces from
DICE-Tester. We compare the performance of DICE-Miner against DSM.
In this study, we do not compare our tool against other specification min-
ers since DSM [252] is the state-of-the-art specification miner and has been
demonstrated to outperform multiple approaches such as the traditional k-
tails algorithm, SEKT, TEMI and CONTRACTOR++ [252]. The results of
using DSM with the additional traces are shown in Table 5.4.

We observe that DSM’s performance does not improve with the additional
traces. In fact, the additional traces causes the performance of DSM to
decrease. As DSM’s states are partially determined by the probability of
observing each next transition, we hypothesize that it is sensitive to the set
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Table 5.4: Precision, Recall, and F-measure of DICE and DSM with the
traces produced from DICE-Tester. NFST refers to NumberFormatString-
Tokenizer.

Class
DICE DSM

P R F P R F
ArrayList 31.4 27.3 29.2 60.4 16.5 25.9
HashMap 100.0 94.1 97.0 30.8 86.0 45.3
HashSet 87.4 100.0 93.3 50.9 52.7 51.8
Hashtable 84.0 100.0 92.5 93.3 70.2 80.1
LinkedList 100.0 100.0 100.0 100.0 16.5 25.9
NFST 87.2 89.2 88.2 57.3 81.9 67.4

Signature 100.0 100.0 100.0 100.0 100.0 100.0
Socket 87.3 67.3 76.0 40.7 63.9 49.8
StackAr 86.8 93.9 89.8 47.2 100.0 64.1

StringTokenizer 100.0 100.0 100.0 75.3 100.0 85.9
ZipOutputStream 100.0 100.0 100.0 79.8 75.4 77.5

Average 87.8 88.3 87.8 64.7 71.4 63.4

of input traces used and it does not handle low-probability, but still valid,
transitions robustly. Also noteworthy is that DICE-Miner can achieve a 100%
F-measure in 4 of the 11 classes, while DSM achieves a perfect score in only
one case. This shows that DICE-Miner is able to utilize diverse traces more
effectively than DSM.

DICE-Miner outperforms a state-of-the-art specification mining technique
even when the diverse traces produced by DICE-Tester are included in its
input.

5.5 Discussion

To further investigate our results, we raised four additional research questions
for investigation and qualitatively analysed the models produced by DICE.

• RQ4: How effective were our adaptations of Evosuite for find-
ing counterexamples?
RQ4 studies the effectiveness of DICE-Tester in discovering counterex-
amples of temporal properties. Instead of measuring the quality of
the FSAs output from DICE-Miner, an indirect measurement of how
much the test generation benefited the specification mining process,
we directly inspect the number of false temporal properties that the
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two tools, DICE-Tester and Evosuite (with DynaMOSA), are able to
invalidate by finding counterexamples.

• RQ5: How much did the constraints we introduced help to im-
prove the performance of our specification mining algorithm?
RQ5 investigates the two constraints that we added in DICE-Miner
motivated by the two observations we made. These observations are
described in Section 5.3.5, involving method purity and incompatible
transitions on a state. The first constraint ensures that transitions
labelled with side-effect free methods are self-loops, and the second
constraint prevents the erroneous conflation of states that may accept
traces that violate previously-mined temporal properties. We try to
drop these constraints and observe their effect on the performance of
DICE-Miner.

• RQ6: How much does the quality of the initial test suite affect
DICE?
RQ6 varies the quality of the initial test suite by using reduced subsets
of it as input to the DICE process. We aim to investigate if the quality
of the initial test suite has an effect on the quality of the models inferred
by DICE.

• RQ7: Can the FSAs inferred by DICE be used to support
additional testing activities, for example, to perform protocol
fuzzing?
RQ7 investigates if the FSAs learned by DICE can be used to aid in
fuzzing servers of stateful protocols. Effective fuzzing of a server re-
quires the fuzzer to be aware of the specific order of messages to reach
certain states. We use state models learned by DICE to initialize a
server fuzzer and observe if it helps the fuzzing process. This func-
tions as an evaluation of DICE to determine if its inferred models have
practical applicability.

5.5.1 RQ4: Effectiveness in finding counterexamples

To try to further quantify the difference in performance of DICE-Tester
and Evosuite+DynaMOSA, we compare the set of temporal properties that
were successfully invalidated at the end of the test generation process. We
evaluate them against the ground-truth properties annotated by human ex-
perts. These ground truth properties were made publicly available by Sun
et al. [372]. The human experts annotated each possible temporal property
following the template indicating if the property is true. This was done for
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Table 5.5: Number of incorrect rules failed to be invalidated when using all
possible LTL properties as input

Class DICE-Tester Evosuite
HashSet 51 233
StackAr 39 108

StringTokenizer 35 216
Average 41.7 185.7

three classes, HashSet, StringTokenizer and StackAr, which we use in our
evaluation.

As input to DICE-Tester, we enumerate all possible temporal proper-
ties between the methods of the class, and run DICE-Tester. For Evo-
suite+DynaMOSA, during the test generation process, we collect the traces
when executing tests and print to standard output if the trace of the test pro-
duced is a counterexample to a temporal property. Note that the set of input
temporal properties will include properties that contradict each other (e.g.
both NF(A, B) and AF(A, B) are part of the input). In total, there were 56
true properties for HashSet out of 1014 possible properties, 35 true properties
out of 384 possible properties for StringTokenizer and 42 true properties out
of 600 possible properties for StackAr.

The results are reported in Table 5.5, and we observe that in each class,
DICE-Tester successfully found counterexamples for a vast majority of the
incorrect properties. Out of an average of 621.7 incorrect properties, DICE-
Tester successfully constructs tests that contradict an average of 580 of them,
or over 93% of the them. In contrast, Evosuite does not succeed in invalidat-
ing most of the incorrect properties, and there were four times the number
of incorrect properties that Evosuite failed to find counterexamples of.

Next, we also investigate the effect of the threshold for resetting the test
population, described in Section 5.3.3. On average, the test budget of 15
minutes allows to search to run for 505 generations. With a threshold of 100
generations, we observe an average of 1 reset for each run. We varied the
threshold and run DICE on the classes in the benchmark. The evaluation
metrics are reported in Table 5.6. Our findings are that having too low
a threshold adversely affects the quality of the models learned by DICE.
Decreasing the threshold from 100 generations to 50 generation caused a large
drop in F-measure from 87.8% to 64.4%, over a 20% decline. On the other
hand, increasing the threshold to 150 generations caused a slight decrease
in quality, from 87.8% to 86.7%. The results suggest that, at least for this
benchmark set of classes, the default value that we choose (100 generations)
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Table 5.6: Precision, Recall, and F-measure for DICE varying the threshold
for resetting the test population. NFST refers to NumberFormatStringTok-
enizer.

Class
100 50 150
F P R F P R F

ArrayList 29.2 72.6 15.7 25.8 78.0 16.1 26.6
HashMap 97.0 100.0 94.1 97.0 100.0 100.0 100.0
HashSet 93.2 77.9 18.3 30.0 95.9 80.7 87.6
Hashtable 92.5 98.2 100.0 99.1 96.6 100.0 98.3
LinkedList 100.0 5.9 44.4 10.4 100.0 100.0 100.0
NFST 88.2 87.7 86.4 87.0 86.6 85.6 86.1

Signature 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Socket 76.0 53.4 66.0 59.0 80.5 66.0 72.5
StackAr 89.8 41.7 88.2 56.6 83.2 84.7 84.0

StringTokenizer 100.0 100.0 100.0 100.0 100.0 100.0 100.0
ZipOutputStream 100.0 28.6 100.0 44.4 72.7 100.0 84.2

Average 87.8 69.6 73.9 64.5 91.3 86.7 86.7

is reasonably good.

DICE-Tester outperforms Evosuite in finding counterexamples for incorrect
temporal properties, validating the benefits of our modifications for improv-
ing the search process.

5.5.2 RQ5: Effectiveness of constraints in inferring FSA

To study if the two constraints described in Section 5.3.5 influenced the per-
formance of DICE-Miner, we ran more experiments, omitting the constraints.
Constraint A refers to the constraint that pure methods do not cause a transi-
tion to another state, while Constraint B refers to the constraint that a state
should be split up if it has incompatible transitions. We use the execution
traces from Le et al. [252] and DICE-Tester in these experiments.

The results are presented in Table 5.7. Without both constraints, the
average F-measure dropped by about 5.2%. In virtually all classes, we see
a decline in the performance of DSM-Miner. We see that using information
about method purity is important to achieving good performance. While us-
ing Constraint B alone did not provide any improvements without Constraint
A, it was necessary to increase the performance to 87.8 from 82.6 (with only
Constraint A). This confirms our observations that these two constraints are
important for specification mining.
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Table 5.7: F-measure of DICE-Miner, without the constraints (A and B) we
identified. NFST refers to NumberFormatStringTokenizer.

Class Both with A, w/o B with B, w/o A None
ArrayList 29.2 28.6 30.4 31.3
HashMap 97.0 97.0 97.8 97.8
HashSet 93.2 88.5 91.8 92.3
Hashtable 92.5 86.3 84.9 87.7
LinkedList 100.0 100.0 70.8 70.8
NFST 88.2 72.7 81.8 81.8

Signature 100.0 100.0 100.0 100.0
Socket 76.0 63.5 67.9 67.8
StackAr 89.8 71.9 65.2 74.5

StringTokenizer 100.0 100.0 100.0 100.0
ZipOutputStream 100.0 100.0 100.0 100.0

Average 87.8 82.6 80.9 82.2

The two constraints that we added for addressing the two observations were
helpful for DICE-Miner to achieve its performance.

5.5.3 RQ6: Effect of the quality of initial test suite

To answer RQ6, we investigate how sensitive the DICE process is to the
initial input test suite. We performed experiments using different subsets of
the initial test suite. We do not run experiments using the test suite originally
written by the developers accompanying the classes in the benchmark. We
manually analysed the test cases for these classes and found that exercising
these tests would only produce a few traces. The functionality of each class is
well tested, but the tests typically do not have a high diversity regarding the
sequences of method invocations. For example, the test cases for a LinkedList
exercise each method of the LinkedList, but do not show how the methods
relate to one another. Therefore, we do not expect the evaluation metrics
of DICE to change significantly from using a small subset (e.g. 25%) of the
initial test suite used as input to the earlier experiments.

The results are shown in Table 5.8. By using 50% of the initial test suite,
F-measure drops from 87.8% to 87.2%, and by using 25% of the initial test
suite, it drops further to 86.8%. This indicates that the initial quality of the
test suite influences the quality of the models inferred by DICE, however,
the difference is small. Interestingly, we noticed that F-measure increased
for some of the classes in the benchmark. The models for ArrayList and
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Table 5.8: Precision, Recall, and F-measure for DICE varying the initial test
suite. NFST refers to NumberFormatStringTokenizer.

Class
100% 50% 25%
F P R F P R F

ArrayList 29.2 31.9 21.1 25.4 28.6 25.3 26.8
HashMap 97.0 100.0 94.1 97.0 100.0 83.1 90.8
HashSet 93.2 92.4 100.0 96.0 94.1 100.0 97.0
Hashtable 92.5 98.0 100.0 99.0 96.3 100.0 98.1
LinkedList 100.0 100.0 100.0 100.0 100.0 100.0 100.0
NFST 88.2 92.1 89.4 90.7 92.9 87.9 90.3

Signature 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Socket 76.0 84.8 62.5 72.0 88.3 61.7 72.6
StackAr 89.8 76.4 81.9 79.0 73.9 84.7 78.9

StringTokenizer 100.0 100.0 100.0 100.0 100.0 100.0 100.0
ZipOutputStream 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Average 87.8 88.7 86.3 87.2 88.6 85.7 86.8

HashSet improved in quality by about 1% in F-measure. For these cases,
as having fewer initial traces may mean that we infer a larger number of
incorrect temporal properties, we hypothesize that these large number of
incorrect traces can sometimes lead the search process to collaterally cover
more temporal properties and produce informative traces that were useful to
the inference process. We answer RQ6 by concluding that the quality of the
initial test suite has an impact on the models inferred by DICE, but overall,
this impact is small.

The quality of initial test suite has a small effect (1% change in the average
F-measure) on the quality of the models inferred by DICE.

5.5.4 Qualitative Evaluation

While the DICE system results in an improved F-measure compared to ex-
isting approaches, it is not able to achieve 100% correct finite-state automata
for all of the 11 classes. We manually inspected the resulting FSA to try to
identify reasons as to why this is the case, and to propose next steps for our
work.

One interesting observation is that the interpretation of FSA models may
differ between models that have identical F-measures. Apart from boost-
ing the accuracy of models, having knowledge of pure methods will produce
models that are qualitatively better for program comprehension. For exam-
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StringTokenizer
END

hasMore:F

END

hasMore:F

hasMore:T
nextToken

C4 C0 C3
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Figure 5.10: Example of a FSA model produced by DSM. hasMore:T is short
for hasMoreTokens:TRUE and hasMore:F is short of hasMoreTokens:FALSE

StringTokenizer

StringTokenizer

END

hasMore:T
nextToken

nextToken
END

hasMore:F

2

17276

17610

17562

Figure 5.11: Example of a FSA model produced by DICE-Miner. hasMore:T
is short for hasMoreTokens:TRUE and hasMore:F is short for hasMoreTo-
kens:FALSE
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ple, referring to Figure 5.10, DSM produces a model for StringTokenizer that
suggests that nextToken is always enabled should a developer never invoke
hasMoreTokens. In contrast, the model produced by DICE-Miner, as shown
in Figure 5.11, cannot be erroneously interpreted in this manner. The invo-
cation of hasMoreTokens with different return values are not allowed on the
same state and it is clear that nextToken may change the state of a String-
Tokenizer object such that nextToken can not be further invoked. Note that
both the models produced by DSM and DICE-Miner have an F-measure of
100, showing that there may be qualitative differences between models that
are automatically evaluated to be perfectly accurate.

The method hasMoreTokens represents an interesting case that may be
a next step for DICE-Miner. While it is accurately identified as a side-effect
free method heuristically by DICE-Miner, the static analysis we performed
did not reveal it as a pure method. The implementation of hasMoreTokens
is, in fact, impure. A static analysis-based approach therefore treats has-
MoreTokens as an impure method. More sophisticated analysis of purity,
such as using the notion of observational-purity [80, 299] will help to pro-
duce qualitatively better models. Observationally-pure methods refer to the
class of methods, in which hasMoreTokens belongs to, which have side-effects
that cannot be observed outside of the class. From the perspective of learn-
ing usage models and specifications about usage of the class, these methods
are effectively pure. While our naive name-based heuristic may help to iden-
tify some of these methods, it is likely that there are observationally-pure
methods in the wild that we cannot detect.

Investigating the poor performance of DICE for some classes, the lack of
expressiveness of the six LTL property templates considered is a possible rea-
son for it. LTL properties templates involving more than 2 events and the use
of other temporal operators beyond the basic operators may be required. For
example, clients of NumberFormatStringTokenizer are able to reset its state
using the reset method, as such, there are constraints between its methods
that can only be expressed through the use of LTL formula involving more
than 2 events. The property NF(hasNextToken():FALSE,nextToken) is
false, contrary to intuition, since invoking reset after hasNextToken:FALSE
may allow nextToken to be invoked again. In this case, the three-event
property (hasNextToken():FALSE NF nextToken) U reset is necessary to
accurately represent the temporal constraints between the methods. This for-
mula indicates that nextToken cannot follow hasNextToken():FALSE until
the object instance has been reset.

While in this work, we have considered only 2 event LTL formulae, it may
be possible to use formulae relating 3 or more events and use them during
the testing process or to guide the merging of the states in the automaton.
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However, having more complex formulae will come at a cost and there may
be a trade-off; gaining some accuracy but slowing down the approach. In-
cluding longer rules will lead to an exponential growth in their numbers.
Indeed, many studies have focused on mining rules and patterns involving
only 2 events [251, 428, 355, 274], and researchers have noted the problem of
scalability when mining longer patterns [317].

5.5.5 RQ7: Use of FSA models for fuzzing

Using the inferred FSAs for fuzzing
Next, we evaluate models produced by DICE in its applicability on fuzzing

servers of stateful network protocols [325]. In fuzzing, random test inputs
are generated automatically in order to find bugs. It is important to discover
critical bugs in the implementation of protocols. The Heartbleed vulnerabil-
ity 5, a security bug in the implementation of the Transport Layer Security in
the OpenSSL library, has shown the pervasiveness and the high cost of such
bugs [140]. Server fuzzing may help in finding these bugs and several server
fuzzers, such as AFLNET [325], have been proposed. Servers are stateful and
reaching specific states may require specific sequences of messages between
server and client. Without information about the specific messages required,
the fuzzer is unlikely to send a sequence of messages that exercises program
states deep in the server. The FSA model learned by DICE can be used as a
state model to guide the server in reaching states that are difficult to reach
otherwise.

AFLNET [325] is a coverage-guided fuzzer that has been shown to out-
perform other server fuzzers. Like other coverage-guided fuzzers, AFLNET
instruments the program to receive feedback if there is an increase in the
server’s code coverage achieved by an input. This feedback is used by the
fuzzer to decide which inputs to mutate, optimising its choice of inputs for
increased coverage of the program. Unlike other coverage-guided fuzzers,
AFLNET has a state model of the server and detects if inputs lead to un-
explored states. In other words, an input is retained for further mutation
by AFLNET if it leads to increased coverage or enters an unexplored state.
During the fuzzing process, AFLNET constructs a state model of the server
using the observed status code sent by the server. By updating the state
model during runtime, AFLNET is able to detect bugs in states that only
appear in the implementation of the protocol and not in the protocol’s official
definition. As a tradeoff, AFLNET may spend a significant amount of time
early in the fuzzing process using a rudimentary state model and, until the

5https://heartbleed.com/
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state model is refined, is unable to reach deep into the program.
During the fuzzing process, AFLNET selects the next input for fuzzing

by selecting a state in the state model to act as the target state. From this
target state, two criteria are applied. First, AFLNET picks, with a higher
probability, states that are less frequently exercised. Second, states that have
been associated with a greater number of inputs that lead to higher coverage
or new states are more likely to be selected. Then, an input associated with
that state is mutated in a way that ensures that that particular state is still
visited by the new input.

A state inference algorithm, such as DICE, can enhance the workings of
AFLNET by providing it with the state model before starting the fuzzer. By
running DICE on a protocol client, DICE produces a model of the protocol
which can be used for server fuzzing. We observe that the API members
of a protocol’s client tend to have a one-to-one correspondence to the re-
quest types defined in a protocol. For instance, an FTP client typically has
API members for each request type (e.g. the user() method sends a USER
request, the pass() method sends a PASS request). Consequently, an au-
tomaton specification of a protocol’s client API is a model of the
protocol from the client’s perspective. The state model is, therefore,
useful for a fuzzer to simulate the protocol’s client. To target a particular
state, one can traverse the edges from the starting state until the target state
is reached; the labels on the edges traversed are the requests the client will
have to make.

We modify the state-of-the-art server fuzzer, AFLNET, to use the au-
tomaton produced from DICE as the state model. Instead of starting the
fuzzing process with an empty state model, we modify it to be initialized
with the output of DICE. We also make some modifications in AFLNET re-
lated to how it uses a state model. Presently, the status code in the server’s
response is used as an indicator of the present state. On the other hand,
the states in DICE’s state machine are more granular. We modify AFLNET
to traverse the state machine while considering more information than the
response code of the server, namely, the sequence of requests made so far.
Additionally, when the server responds with a status code indicating an error,
we assume that the state has not changed. In contrast, AFLNET transits
to an error state when the server replies with server code indicating an er-
ror. Overall, with our modifications and initialization with DICE’s output,
AFLNET can work with a higher granularity of states and is more likely
to generate inputs that are accepted, allowing it to generate inputs that go
deeper into the program. To distinguish between the two systems, we will
refer to our modified version of AFLNET as DICE+AFLNET.

To look at an example of the difference between AFLNET and DICE+AFLNET,
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Figure 5.12: State traversal in AFLNET’s inferred state machine for the
given sequence of request types

we use the following example sequence of requests made by AFLNET: [USER,
PASS, MKD, SIZE]. In this sequence, the client has successfully logged in
with a user. The user then fails to create a new directory, due to insufficient
access rights, and attempts to get the size of file that does not exist on the
server. Given this sequence of requests, the server responds with the fol-
lowing sequence of response codes: (331, 230, 550, 550), indicating that
the login was successful but the creation of the new directory and access of
a non-existent file have failed. AFLNET traverses the states as shown in
Figure 5.12, in which it first moves to state 331, then to 230, and to 550.
On the other hand, DICE+AFLNET traverses the states as shown in Fig-
ure 5.13. Notice that DICE+AFLNET remains in the same state after the
failed requests. Compared to the transition to state 550 used in AFLNET,
we suggest that this more accurately captures the semantics of a failed re-
quest in the two protocols that we study. As this may not be true of many
network protocols, we will provide configuration options allowing the user
of the fuzzer to specify the semantics of a failed request with respect to the
state model. Overall, this enables AFLNET to work with the state models
from DICE, which are more granular.

Experimental Results. To determine if the models learned by DICE
can aid server fuzzers, we evaluate DICE+AFLNET on two protocols that
were studied in the evaluation of AFLNET [325], FTP and RTSP. We reuse
the same FTP6 and RTSP7 servers that were fuzzed by Pham et al. [325]. We
run the modified version of AFLNet that takes a state machine from DICE as
input. For each of the two protocols, we performed a search on GitHub to find

6https://github.com/hfiref0x/LightFTP
7http://www.live555.com/mediaServer/
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Figure 5.13: State traversal in DICE’s inferred state machine for the same
sequence of request types as Figure 5.12

open-source clients89 of the protocol. We selected one client for each protocol
and ran DICE on it. This process is semi-automatic. Some human effort was
required to annotate which API methods directly represent a request from the
client. We modified the source of the clients to enable DICE to run effectively
on it. Originally, the clients have different API usage patterns in which the
developers have to check the integer return value of the method call (int
returnCode = ftpClient.user(username)), or invoke another method to
retrieve the response server code (if (parseServerResponse() != 200)).
We modified the clients to throw exceptions on requests where the server
responds with status codes signalling failure. For each of the two clients, the
modification of the client took less than 15 minutes. This was done for DICE
to detect a failing method call. DICE was run on each client for another 15
minutes.

The modification of the client and annotation of the methods took less
than 15 minutes for each protocol. In total, less than 30 minutes is required to
make the necessary modifications and to run DICE. For a fair comparison,
we grant AFLNET an additional hour of fuzzing to account for the addi-
tional effort and time to run DICE. We fuzz each protocol for 24 hours using
DICE+AFLNET, and 25 hours using the original version of AFLNET. We
compare the fuzzers by the average line and branch coverage of the resulting
inputs. Apart from the additional step of running the automata inference

8https://github.com/apache/commons-net
9https://github.com/mutaphore/RTSP-Client-Server
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Table 5.9: Line and Branch Coverage achieved on each protocol server by
the AFLNET and DICE+AFLNET. Numbers in parenthesis indicate the
proportion of total lines/branches covered.

Protocol
AFLNET DICE+AFLNET

Lines Branches Lines Branches
FTP 644 (57%) 311 (40%) 777 (69%) 400 (50%)
RTSP 2453 (11%) 1216 (7%) 2470 (11%) 1234 (7%)

Table 5.10: Line and Branch Coverage achieved on each protocol server when
using the state models from DSM and DICE. Numbers in parenthesis indicate
the proportion of total lines/branches covered.

Protocol
DSM+AFLNET DICE+AFLNET
Lines Branches Lines Branches

FTP 703 (62%) 341 (43%) 777 (69%) 400 (50%)
RTSP 2448 (11%) 1201 (7%) 2470 (11%) 1234 (7%)

algorithms and the different running time, we follow the same fuzzing pro-
cedure as prior work. As the fuzzing process is stochatic, we mitigate the
effect or randomness by running 20 independent experiments for each fuzzer
and report the average coverage obtained.

The average coverage achieved by the fuzzers are shown in Table 6.6. On
the RTSP server, there was only a slight increase in coverage (of 17 lines
and 18 branches). As Pham et al. [325] observed, the RTSP server has fewer
states to explore and the number of messages required to exercise code deeper
into the server is lower than FTP. In other words, for such protocols where
the state model is simpler, AFLNET benefits less from having a state model
initialized before it begins fuzzing. On the other hand, on the FTP server,
the use of the state machine from DICE significantly improves both line and
branch coverage. The average line coverage increased from 57% to 69% and
branch coverage increased from 40% to 50%.

Next, we investigate if AFLNET achieves the same increase in perfor-
mance when we use the automata inferred by DSM [252] instead of DICE.
The experimental results are shown in Table 5.10. On the RTSP server, the
difference between the use of models from DSM and DICE is insignificant.
However, on the FTP server, DICE achieves a significantly higher line and
branch coverage. We also observe that the coverage on the FTP server in-
creased over the baseline AFLNET fuzzer; it increases from 57% to 62% line
coverage, suggesting that the modifications we made to initialize the fuzzing
with an initial state machine were useful.
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Based on the improvements on fuzzing the FTP server, we answer RQ7
by concluding that there is evidence that the models learned by DICE have
practical applicability to a downstream application. DICE provides an infor-
mative state model that the fuzzer can use to guide the mutation of inputs,
and may effectively boost the performance of a stateful server fuzzer. In the
future, we will further evaluate DICE on more protocols.

The FSA models learned by DICE have practical downstream application
and can be used for initializing a fuzzer with a state model. It improves the
coverage achieved by a fuzzer on the servers of a two stateful protocols.

5.5.6 Threats to Validity

Threats to internal validity. In our studies, we have tried to reuse most
of existing implementation whenever possible. While it may be possible that
there are bugs in the code we have written, we have checked them multiple
times to reduce threats to internal validity. We have evaluated DICE in dif-
ferent aspects, such as evaluating that each component in DICE outperforms
strong baselines (DSM and Tautoko for DICE, Evosuite for DICE-Tester,
DSM for DICE-Miner). We have performed a deep analysis, including a
qualitative analysis, for a deeper understanding of DICE.

Threats to construct validity. In our experiments, we used common
evaluation metrics that were used in previous studies. The evaluation process
for computing these metrics has been used in previous studies and is well-
understood.

Threats to external validity. While it may be possible that our find-
ings do not generalize to other library classes and APIs, we have considered
the 11 classes evaluated in previous studies on specification mining. These
classes are diverse, coming from both the Java standard library and other
third-party libraries. Furthermore, these are classes used in real-world soft-
ware and are from a range of different domains. We emphasize that our
approach cannot capture every possible constraint of an API or an object
class, and it may not be possible to propose search goals for every constraint.
The models DICE learned may not always be a realistic representation of ev-
ery program. DICE is currently limited to mining finite-state automata,
corresponding to regular languages. Still, on a benchmark created by prior
studies, we have shown that the automata mined by DICE are more accurate
specifications than those mined by prior approaches. Although DICE cannot
mine specifications represented by a context-free language, we note many
specifications mined in the literature are regular languages and researchers
have found uses for these specifications, such as analysing and finding secu-
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rity flaws in bank cards [50] and TLS [129], or modelling Android applica-
tions [335]. Moreover, as we have shown in Section 5.5.5, DICE can still learn
models that are useful on a downstream task. We leave the mining of other
types of specifications, such as those equivalent to context-free languages, as
future work.

5.6 Related Work

Usage models have been incorporated in test case generation previously by
Fraser and Zeller [159]. However, they use usage models to improve the read-
ability of test cases by guiding test generation to resemble test cases written
by humans, and reducing the amount of nonsensical test cases generated. In
contrast, our work aims to generate test cases that are correct, but do not
resemble common usage patterns that tend to be exercised by existing tests.

For the generation of test inputs, various approaches first learn the prob-
ability distribution of observed test inputs. While most techniques generate
test inputs that resemble the learned distribution to produce synthetically
correct inputs, the Skyfire [400] approach learns a probability distribution
to generate test inputs that do not resemble the examples it has seen, ap-
plying heuristics such as favouring low probability rules. Pavese et al. [316]
proposed inverting the probabilities in grammar-based test generation to ex-
plore uncommon test inputs. Our work shares a similar goal with these two
studies, aiming to explore uncommon behavior in testing.

Many studies have studied diversity in test generation [287, 149, 112,
150]. For example, researchers have studied the diversity of test inputs and
outputs [57]. Shin et al. [367] have proposed the use of diversity for mutation
testing. Our work differs from these studies as we focus on the diversity of
execution traces produced by tests, instead of modelling the diversity of the
inputs or outputs of each method. Moreover, we use test generation only to
produce more diverse traces, supporting our objective of learning accurate
FSA specifications.

There are other studies on the diversity of software traces, for exam-
ple, coverage information collected from test execution [258, 150]. Typically,
these studies propose metrics over traces to measure the similarity of tests to
maximize fault detection capability [149]. Our goal in this study is different,
aiming to diversify traces for mining more accurate FSA specification models
of a software system.

There are similarities between DICE and model checking approaches that
leverage counterexamples. One example is CEGAR [120], that performs
counterexample-guided abstraction refinement during model checking. In
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CEGAR, counterexamples are used to split the abstract state as a coun-
terexample indicates that there is some behaviour in the abstract model that
is not present in the concrete version. The abstract state is split such that
it no longer admits the counterexample.

Adaptive model checking [171] is akin to black-box model checking [318],
where there is no initial model of the system. In adaptive model checking,
an inaccurate model is updated as it is used to verify a software system.
Inaccuracies in the model may be due to differences caused by updates to
the system. Like other Angluin-style automata learners, counterexamples are
used to incrementally improve the model. These model checking techniques
use the Vasilevskii-Chow algorithm [390, 118] for conformance testing to
check if the model is equivalent to the system. DICE is similar as it tests the
system against specifications, but differs in that it never checks or verifies
conformance between the model and software system, which can be expensive
and impractical with a cost exponential to the size of the automaton. DICE
avoids this cost, only performing search-based testing to search for traces
that falsify individual LTL properties.

5.7 Conclusion and Future Work

To conclude, we proposed a new approach of adversarial specification min-
ing and prototyped a tool, DICE (Diversity through Counter-Examples),
for mining specifications. DICE systematically diversifies execution traces
and addresses shortcomings in current specification mining algorithms. By
adversarially guiding test generation towards finding counterexamples of the
specification, our approach produces diverse traces that represent uncom-
mon but correct usage of the program. To do so, we introduce new fitness
goals representing counterexamples to temporal specifications expressed in
LTL properties, address shortcomings in the LTL property templates used in
previous studies, and use search-based testing to produce diverse traces. To
take advantage of the diverse traces and the temporal properties, we propose
a new specification mining algorithm that utilizes knowledge of method pu-
rity and use the temporal specifications to prevent erroneous merges to infer
Finite-State Automata models with improved precision and recall. Finally, in
our empirical evaluation, our approach significantly outperforms DSM, the
current state-of-the-art specification miner, and Tautoko, which generates
tests for specification mining. DICE produces models with an average F-
measure of 87.8, while the current state-of-the-art approach, DSM, produces
models with an average F-measure of 68.4. and Tautoko produces models
with an average F-measure of 53.2 in our experiments. Furthermore, our
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experiments suggest that the performance of DSM does not always improve
when provided with more data. The artifact website of DICE can be found
at https://kanghj.github.io/DICE

While we focus on generating uncommon sequences of method invocations
in this study, we hope to explore the integration of methods that diversify
test inputs [149, 112] to improve DICE’s ability to generate uncommon test
cases in future. We also hope to investigate more expressive LTL property
types and evaluate DICE with other specifications beyond those that were
studied in prior work. We will also study the tradeoffs of including longer
temporal properties in future. Another possible direction is to explore more
complex properties using temporal properties that were hard for DICE-Tester
to falsify. The difficulty in falsifying them may indicate that the properties
hold, or that there are more complex relationships between the events in the
property. Users of DICE may also find these properties useful. We will also
study other ways to improve the effectiveness of DICE-Tester. To that end,
we hope to explore the use of techniques such as Swarm Testing [172], which
may help to further increase the diversity of tests.
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Chapter 6

(Dynamic Analysis + API)
Active Learning-based Input
Selection for Fuzzing Deep
Learning Libraries

6.1 Overview

The use of deep learning is now prevalent. It affects many aspects of our
lives, including in safety and security-critical domains such as self-driving
vehicles [357, 457]. Consequently, there have been increasing concerns about
vulnerabilities in deep learning systems, which can have a severe impact.
While many studies have focused on testing and uncovering weaknesses of
deep learning models, the development of approaches that mitigate the risks
of vulnerabilities in deep learning libraries, such as TensorFlow and PyTorch,
is equally crucial. These vulnerabilities may lead to errors that corrupt mem-
ory contents or crash the software system, which can be abused for denial-
of-service attacks on applications using deep learning libraries.

Challenges. Fuzzing the deep learning libraries poses challenges related
to the selection of suitable inputs. The first challenge is that the space of
inputs is large and many generated inputs do not belong to the domain of
semantically-valid inputs. By randomly selecting inputs from the large
input space, the vast majority of inputs would be rejected by the library’s
input validation checks, and therefore, fail to adequately test the library’s
behaviors. A second challenge is related to the redundancy of inputs.
Given the observation of a test outcome (e.g., an exception thrown when
invoked with a particular input), an appropriate strategy should be employed
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to pick an input that tests a different behavior from the already observed
test outcome. Otherwise, the same library behavior would be tested again,
leading to redundancies in fuzzing. Ideally, a fuzzer triggers a wide range of
test behaviors.

For most of the deep learning libraries’ APIs, the input constraints are
unknown [421]. Without knowledge of the input constraints, randomly gen-
erated inputs can be supplied. However, unlike other programs e.g. UNIX
utilities [286, 285] that take sequences of bytes as input, libraries accept in-
puts that are highly structured [308, 76]. Likewise, for TensorFlow and Py-
Torch, randomly generated inputs are unlikely to be structurally valid (e.g.
a tensor) or semantically valid (i.e., passing the libraries’ input validation).

Existing approaches. Existing works propose methods of partially ad-
dressing the first challenge of selecting inputs satisfying the function’s input
constraints, i.e., generating valid inputs. As off-the-shelf fuzzers do not en-
code knowledge of these constraints and cannot generate a high proportion of
semantically valid inputs, Xie et al. [421] proposed DocTer, which infers the
input constraints from API documentation. FreeFuzz [415] mines valid in-
puts of functions from open source code and resources. DeepRel [132], build-
ing on FreeFuzz, identifies pairs of similar functions using their documenta-
tion to share the mined valid inputs. DocTer and DeepRel rely on API doc-
umentation, which may not always be available or well-maintained. There-
fore, they may not be able to cover all functions in the libraries’ APIs [421].
Moreover, not every function would be invoked in open-source code. This
motivates new techniques of input constraint inference sans documentation
and high-quality sample usages.

Existing approaches do not address the second challenge of high in-
put redundancy. They apply random mutations to change the type, value,
etc. [415, 132] of a valid input or randomly select inputs based on the input
constraints [421]. There are numerous possible inputs, with the majority of
them triggering the same behaviors and provides no new information. This
motivates methods of distinguishing inputs and systematically selecting them
for invoking the library.

Our approach. In this study, we propose an approach (embodied in a
tool), SkipFuzz, that infers a model of the input constraints at the same
time as fuzzing the deep learning library. SkipFuzz does not require existing
specifications or the collection of a wide range of seed inputs, as was done
in prior work. Instead, it learns the input constraints of the API functions
through fuzzing. Once inferred, the input constraints allow the generation
of valid inputs. To do so, SkipFuzz employs active learning, which learns
by interactively querying an oracle. In SkipFuzz, the test executor takes
the role of the oracle by constructing and executing test cases invoking the
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library based on the queries. The test outcomes (e.g., if the input is valid,
invalid, or a crashing input) are provided back to the active learner. For
successful inference of the input constraints, the active learner queries the test
executor with a wide range of inputs that satisfy/violate different possible
input constraints. This enables fuzzing with less redundancy.

SkipFuzz leverages findings from prior studies [210, 211, 205, 421]. Skip-
Fuzz employs a set of input properties, by which test inputs are distin-
guished. The design of the input properties is based on the input constraints
and root causes of bugs identified in these studies. SkipFuzz seeks to re-
duce redundancy by assuming that inputs with the same properties trigger
the same behaviors; if the input does (not) trigger a vulnerability, then other
inputs with the same properties will also (not) trigger it. The input proper-
ties differentiate inputs by their structure, shapes, values, corresponding to
possible input constraints. Inputs satisfying the same properties are grouped
into the same category. Selecting inputs from different categories allows for
more input diversity and is more likely to provide new information about the
input constraints.

The active learner aims to identify a hypothesis of the input constraints
that is consistent with the observed outcomes. In the active learning litera-
ture [101], a consistent hypothesis is one where the behavior of the program
under the hypothesis matches that of the actual program. Given the execu-
tion history indicating if each input was valid or invalid, an ideal hypothesis
is a set of categories that contain the valid inputs but exclude the invalid
inputs. We quantitatively assess the consistency between a given hypothesis
and the observed test outcomes using precision, the proportion of observed
valid inputs under the hypothesis, and recall, the proportion of valid inputs
under the hypothesis out of all observed valid inputs. Once a hypothesis
is found to be adequate, SkipFuzz generates only inputs satisfying the hy-
pothesized input constraint, allowing for a high proportion of valid inputs to
be generated.

In our experiments, SkipFuzz detects crashes in 108 functions in Ten-
sorFlow and 58 functions in PyTorch. After analyzing and removing crashes
with similar root causes, the new crashes have been reported to the devel-
opers. 23 TensorFlow vulnerabilities and 6 PyTorch bug reports have been
confirmed or fixed. SkipFuzz can trigger up to 65% of the crashes found by
the prior approaches, DocTer and DeepRel. In a deeper analysis, we find that
SkipFuzz has a greater input and output diversity, which contributes to its
capability in generating crashing inputs. SkipFuzz is able to generate valid
inputs for 37% of TensorFlow and PyTorch’s API, while prior approaches
only generate valid inputs for up to 30% of the API. When the active learner
succeeds in inferring an input constraint, SkipFuzz is able to generate valid
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inputs over 70% of the time, indicating that the input constraint was inferred
reasonably well. This validates that active learning is effective in inferring
the input constraints. Overall, SkipFuzz generates more crashing inputs
than existing approaches.

6.2 Background

Deep learning libraries, such as TensorFlow and PyTorch, are employed by
deep learning systems. Library vulnerabilities widen the attack surface of the
software systems that depend on them [426]. These vulnerabilities may, for
example, allow denial-of-service attacks on software systems using them [49].

Architecture. The core functionality of the deep learning libraries is
implemented in their kernels, which are written in a low-level language such
as C/C++. Applications using the libraries access their functionality through
their Python API. The libraries perform validation on their inputs before
accessing the core library code.

Input domain of deep learning libraries. Among others, the input
domain of deep learning libraries includes tensors and matrices. These in-
puts are complex; a tensor may be sparse or dense (corresponding to the
format that the tensors are encoded), may be ragged (tensors with variable
length), has a shape (dimensions of the matrix/tensor) and rank (number of
linearly independent columns). Functions in the libraries’ APIs may impose
constraints on its inputs, for example, requiring tensors of a specific type
(e.g. float) and size (e.g. a 3x3 matrix). Xie et al. [421] investigated Ten-
sorFlow’s input constraints and categorized them by their structure (e.g., a
list), type (e.g., tensor containing ‘float’ values), shape (e.g., a 2-d tensor),
and valid values (e.g., non-negative integers)

Bugs in deep learning libraries. Previous studies [211, 205, 210] have
empirically analyzed bugs in deep learning programs. Jia et al. [210] re-
ported that common root causes of bugs within TensorFlow include type
confusion (incorrect assumptions about a variable type), dimension mis-
matches (inadequate checks of a variable’s shape), and unhandled corner
cases (usually related to incorrect handling of a specific variable’s value, e.g.
unhandled division by zero errors). The overlap between the root causes
of bugs and input constraints suggests that distinguishing inputs by these
properties would help in both finding bugs and inferring input constraints.

Testing deep learning libraries. Several recent works [323, 412, 178,
403] mutate deep learning models for testing deep learning libraries. Sub-
sequently, the experiments of FreeFuzz [415] showed that API-level testing
of deep learning libraries is more effective. FreeFuzz is seeded with inputs
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Table 6.1: A glossary of terms used in the Active Learning literature and
this chapter.

Active Learning: An algorithm that learns by interactively
querying an oracle.

Consistency: The extent to which executions under the
inferred hypothesis matches the actual program

Input constraints: The validation checks performed by
the library on its inputs

Input properties: Predicates which describe inputs
Input categories: Conjunction of input properties.
Hypothesis: A model of the input constraints as inferred
by SkipFuzz. A disjunction of properties associated
with a set of input categories.

from publicly available code, models, and library test cases.
To effectively test the deep learning libraries, the inputs selected by the

fuzzer should be semantically valid, i.e. they should satisfy the input vali-
dation checks of the API function. Otherwise, the core functionality of the
libraries would not be tested. To address this, DocTer [421] was proposed to
exploit the libraries’ consistently structured documentation to extract input
constraints. Still, as the API documentation is incomplete, manual anno-
tation is required for part of the API and DocTer achieves a valid input
generation rate of only 33%.

DeepRel [132] and FreeFuzz [415] use seed inputs collected from pub-
licly available resources (e.g., publicly available deep learning models, doc-
umentation, developer test suites). FreeFuzz invokes functions in the API
for which a valid invocation was observed from the resources. Building on
FreeFuzz, DeepRel generates valid inputs for some functions without seed
inputs by using the similarity of pairs of functions to transfer inputs from
test cases of similar API functions to other functions without seed inputs.
The similarity of functions is determined based on the function signature
and documentation, which may limit it to well-documented functions. The
existing approaches do not have a method of systematically selecting inputs
to reduce redundancy.

170



Table 6.2: Examples of input property templates. X refers to the input. C
and C1 refer to constant values, which can be replaced with concrete values
to instantiate a property. SkipFuzz uses a total of 92 property templates,
which can be viewed on the artifact website [48].

Property Example Description
group
Type isinstance(X, type) the type of the input (e.g. a list)
Structure X.dtype = type the type (e.g. int) of elements

in a tensor/matrix
X < C ranges of values

Value all(X > C) ranges of values of elements in
a tensor/data structure

X[C] = C1 value of a specific element
len(X) < C length/size of a data structure

Shape X.shape.rank > C rank of a matrix
X.shape[C] == C2 size of a specific dimension

6.3 Preliminaries

6.3.1 Active Learning

We apply active learning for input constraint inference. To infer and refine a
model of a function’s input constraints, our approach generates inputs that
provide new information when they are used to invoke a function. Table 6.1
presents a glossary of terms used in the active learning phase of SkipFuzz.

In active learning [63, 64], a learner sends queries to an oracle who re-
sponds with some feedback (e.g., the ground truth label of a given data in-
stance). When active learning is employed for inferring a model of a program,
a hypothesis is a possible model. A hypothesis is consistent if the behavior
expected from the model matches the actual behavior of the program.

In this chapter, active learning is done while fuzzing the deep learning
libraries. Our study combines active learning with fuzzing to learn the in-
put constraints of an API. Fuzzing is used to learn a model of the input
constraints, which are, in turn, used to improve fuzzing by enabling the gen-
eration of semantically valid inputs.

Input constraint inference. Our approach, SkipFuzz, aims to infer
accurate models of the input constraints of the functions in the deep learning
libraries’ API. Input constraints refer to the conditions on the inputs that
are expected to be fulfilled for the function to be successfully invoked. Code
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# Input 1

# property: type(X) == RaggedTensor

input1 = tf.ragged.constant([[1,1,1,1], [2]])

# Input 2

# property: X.dtype = [(’qint32’, ’<i4’)]

input2 = tf.constant(np.zeros((1,1,1,1),

[(’qint32’, ’<i4’)]))

Figure 6.1: Example of inputs constructed using tf.constant differing in
their properties

in the library typically performs validation checks on the inputs, ensuring
that the constraints are satisfied before executing the core functionality of
the library. SkipFuzz refines a hypothesis of the input constraints of the
API functions as queries are made to the test executor. The test executor
answers the queries by checking if an input with properties corresponding
to the query satisfies the input constraint (i.e., if it is valid, invalid, crash)
determined by observing if the function was invoked without error (valid),
rejects the input through an exception (invalid), or crashes the program.
A crashing input is one that causes the library to terminate in an unclean
manner (e.g. segmentation faults), which leads to a denial-of-service.

6.3.2 Input properties

SkipFuzz characterizes inputs to the deep learning libraries by input prop-
erties. The properties are used by SkipFuzz to distinguish inputs from
one another. Some examples of the properties are given in Table 6.2. The
properties were designed based on previous empirical studies of deep learn-
ing libraries, which found that the common root causes of bugs are type
confusion, dimension mismatches, and unhandled corner cases. The
root causes motivate properties related to an input’s type, shape, and value,
respectively.

Two example inputs are shown in Figure 6.1. These inputs, which are
constructed using tf.constant, are both Tensors. However, they both sat-
isfy at least one property that is not satisfied by the other. As they do not
share the same properties, they are more likely to trigger different behaviors
when passed to the same function.
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6.3.3 Input categories

As each input can satisfy multiple input properties, SkipFuzz characterizes
each input with the properties that it satisfies. As a pre-processing step of
fuzzing, SkipFuzz groups inputs that satisfy the same properties. An input
category is a conjunction of input properties and is associated with the inputs
that satisfy the conjunction of properties.

As all inputs in a category satisfy the same conjunction of properties,
they all satisfy the input constraints corresponding to the properties. For
example, an input of a category with the property X.shape.rank == 4 will
pass the validation checks of a function requiring an input of rank 4.

Definition 1. Two inputs, x and y, belong to the same input category,
C, if every property that x satisfies matches a property that y satisfies, and
vice versa.

A category contains the inputs that satisfy the same properties We assume
that the true input constraints of the function corresponding to a set of input
categories, i.e., a collection of properties describing valid inputs. For example,
all inputs in the input category associated with {X is not None, X.shape
= (2,2) } are tensors of the same shape and will satisfy input constraints
requiring tensors of this shape. The execution of multiple test cases selecting
inputs from different categories provides information about the function’s
true input constraints. As such, the input categories allow the systematic
selection of inputs during fuzzing.

Definition 2. An input category, C1, is weaker than an input category,
C2, if the set of inputs associated with C1 is a superset of the set of inputs
associated with C2.

SkipFuzz orders the categories by their strengths. One category, C1,
is stronger than another if it has input properties that are associated with
inputs that are a subset of the inputs associated with the other category,
C2. Intuitively, if the input constraints of a function match the properties of
an input category, c1, then we assume that inputs from a stronger category,
c2, would be valid. Inputs from the stronger category will observe the same
input properties of the weaker category, and will satisfy the corresponding
input constraints.

For example, given a first category associated with the set {X is not

None, X.shape = (2,2) }, and a second category associated with {X is not

None, X.shape = (2,2), ∀ x ∈ X (x > 0) }, the first category is weaker
than the second category (as the first category has fewer properties to satisfy).
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If the first category is already a match for the actual input constraints, then
we expect that the inputs from the second category would be valid.

SkipFuzz maintains a mapping of the input categories to the inputs
satisfying the associated properties. This enables it to quickly sample the
inputs during fuzzing. The input categories also allow for the sampling of
fewer redundant inputs. An input sampled from an input category will satisfy
all properties associated with the input category. To obtain some evidence
that inputs from a category satisfy the actual input constraints of a function,
SkipFuzz observes the outcome of invoking the function with inputs sampled
from the category.

Definition 3. A hypothesis is a disjunction of properties associated with
a set of input categories.

SkipFuzz models the input constraints of a function as a set of input
categories. The active learner infers and refines its hypothesis of the true
input constraints expressed as a disjunction of the properties associated with
the input categories. A disjunction of input categories is used because the
functions in TensorFlow and PyTorch allow for a union of types, a com-
mon feature of dynamically typed languages, e.g., Python. For example, a
hypothesis can be constructed by the selection of two input categories, one
associated with the set {X is not None, X.type = list, len(X) = 4 },
and another with the set {X is not None, type(X) == Tensor), X.dtype
== tf.int64 }. The hypothesis captures a different set of properties de-
pending on the input’s type. Once SkipFuzz considers a hypothesis of the
input constraints to be adequate, SkipFuzz then generates test cases using
inputs expected to be valid according to the inferred input constraints.

6.3.4 Motivating Example

Figure 6.2 shows an example of a test case generated for the API function,
tf.placeholder with default. To generate semantically valid inputs that
satisfy the function’s input constraints, the inputs require the right type and
satisfy other constraints on their shape and values. If shape is a list, there
are other constraints such as the type or range of values of its elements. If
provided an input that does not meet these constraints, the library signals
that the input is invalid by throwing an appropriate exception.

To generate valid inputs, SkipFuzz has to discover the input constraint
by invoking the function multiple times with different values of shape and
observing the result of each invocation. A successful invocation indicates
that the input satisfies the input constraints, and an unsuccessful invocation
indicates otherwise. SkipFuzz forms a hypothesis regarding the constraints
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import tensorflow as tf

# generate inputs

input1 = tf.constant([1, 2, 3])

shape = [4]

# invoke the target API function with

# the generated inputs

tf.placeholder_with_default(input1, shape)

Figure 6.2: Example of a test input generated for
placeholder with default. Inputs for each argument (e.g. shape)
are generated. A valid input of shape can be a tf.TensorShape or a list

of int

of shape. As previously described, SkipFuzz expresses a hypothesis as a
disjunction of properties so that it can capture input constraints that are a
union of multiple constraints. The true constraints of the shape parameter
permits inputs typed list or tf.TensorShape. SkipFuzz has to express
one set of properties if provided a list and another set of constraints if
provided a tf.TensorShape.

Once the input constraints are successfully inferred, SkipFuzz generates
inputs that are valid, i.e., invoking the function without error, by sampling
inputs from the input categories in the hypothesis. This allows SkipFuzz
to generate inputs that pass the input validation checks and test the core
functionality of the library. Testing the libraries with a diverse range of
inputs is key to finding crashes. In Figure 6.2, if shape is a quantized tensor,
then the library’s kernel code does not correctly access its memory contents
and will trigger a segmentation fault. In other words, a quantized shape is
a crashing input. Finding a crashing input poses a challenge as the space of
inputs is large and there are only a few crashing inputs. Many inputs are
redundant as they share the same properties. For example, all inputs with
the same wrong shape will fail the same validation check on the input shape
and not reach the core functionality of the library. To this end, SkipFuzz
does not get stuck with inputs that fail the same validation checks as using
them does not provide SkipFuzz with new information. Instead, SkipFuzz
skips past the inputs in the same category to inputs from other categories,
invoking the function with more informative inputs.
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Figure 6.3: Overview of SkipFuzz. Step 1 : Seed inputs (e.g. collected

from the library’s test suite) are grouped into input categories. Step 2 : As
the library is fuzzed, the active learner has 3 modes that determine what
queries are posed to the test executor. It selects input categories from the
input space. Initially, in its (a) random generation mode, it randomly selects
input categories (denoted as circles). Next, in its (b) inference mode, it
selects input categories to refine its hypothesis of the input constraints, which
are formed based on the execution log which indicates the outcomes (check
marks denote valid inputs and exclamation marks (!) denote invalid inputs)
of prior queries. Finally, once a hypothesized input constraint is accepted,
in its (c) valid input generation mode, it selects only inputs satisfying the
hypothesis. Each blue, dashed ellipse shows the narrowing space of categories
considered in each mode.

6.4 SkipFuzz

6.4.1 Overview

Figure 6.3 shows the overview of SkipFuzz. In the first step ( 1 in Figure
6.3), SkipFuzz collects inputs from the execution of the library’s test suite
and associates them with properties that they satisfy (Section 6.4.2). Then,
each input is grouped into input categories with other inputs satisfying the
same properties. These inputs form the input space considered by SkipFuzz.
In the second step ( 2 in Figure 6.3), SkipFuzz fuzzes the deep learning

176



libraries. This involves the generation of test cases by selecting inputs to use
as arguments in invoking the API functions. The selection of inputs involves
an active learning algorithm that infers the input constraints of a target API
function. The active learner constructs queries to check if an input category
is a member of the input domain, i.e., its inputs are valid. The test executor
has the role of the oracle; to respond to the query, it invokes the library
with appropriate inputs sampled from the queried category, checking if they
satisfy the actual input constraints (i.e., the function invocation does not
lead to an exception or crash).

The test executor constructs test cases by sampling inputs associated with
the target input categories. As it constructs and executes a test program, the
invocation of the library is monitored for crashes (errors in the C++ code of
the libraries that may be exploited by an attacker, e.g., segmentation faults)
and exceptions thrown by the library are caught. The observation (i.e., query
and the outcome of the test execution, valid, invalid, or crash) is written to
the execution log. Considering these observations, the active learner refines
its hypothesis and constructs more queries.

During fuzzing, SkipFuzz employs active learning to learn the input
constraints of the API function. The fuzzing loop involves an active learner
and a test executor. The active learner maintains a hypothesis of the input
constraints of a given API function. To check the hypothesis, it passes queries
to the test executor. Each query is one input category. On receiving the
query, the test executor samples an input that satisfies the input category
and constructs a Python program that invokes a function from the library’s
API. Each constructed Python program consists of code that generates the
inputs (e.g., the variable, shape, in Figure 6.2) using program fragments (e.g.,
invocation of tf.constant) collected from the developer test suite. After the
inputs are selected, they are passed as arguments to the API function under
test (e.g., tf.placeholder with default).

When fuzzing each target function, there are three phases (described
in detail in Section 6.4.3). Initially, as there is no history to support a
hypothesis, SkipFuzz’s randomly selects input categories from the entire
input space ((a) in Figure 6.3). Afterward, the active learner begins to
pose queries to the test executor for input constraint inference (described in
Section 6.4.4). These queries are selected based on the hypotheses ((b) in
Figure 6.3). Each query corresponds to one input category. Finally, once the
hypothesis is determined to be adequately consistent, then SkipFuzz selects
only inputs that satisfy the input constraints indicated by the hypothesis ((c)
in Figure 6.3).

SkipFuzz maintains a list of crashing test cases. When SkipFuzz is
terminated, the crashes are the output of SkipFuzz and can be inspected.
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6.4.2 Step 1: Input property checking and input cate-
gory construction

SkipFuzz requires seed inputs before it begins categorizing them. In our
experiments, we use the developer test suite, which is readily available from
the deep learning libraries’ repositories, and execute them to obtain seed
inputs. Before the execution of the test cases, SkipFuzz instruments the
API functions. As the test cases are executed, the inputs passed as arguments
to the functions of the APIs are traced. Whenever a library test case invokes
the API function (either directly or transitively), the API function sequences
(e.g. ⟨ tf.constant, tf.ragged.constant ⟩) for generating the argument
inputs are recorded. This enables SkipFuzz to reconstruct the inputs used
in the developer test suite.

SkipFuzz enumerates the possible properties for each obtained input,
checking if the input satisfies the input properties. After associating the
satisfied properties with every input, SkipFuzz groups them into input cat-
egories. The input categories are fixed at this time, to be later used during
fuzzing. A mapping from categories to their inputs is maintained by Skip-
Fuzz for efficient sampling of the inputs.

Reducing input redundancy. SkipFuzz leverages the input cate-
gories to reduce redundancy. As inputs from the same categories share the
same properties, they will satisfy the same constraints corresponding to these
properties. By selecting inputs from different categories, SkipFuzz aims to
not construct multiple test cases with similar inputs that will fail the same
validation checks, as it does not gain information necessary for refining its
hypotheses. By avoiding the use of inputs that are similar to previously se-
lected inputs, each test case is more likely to provide new information about
the true input constraints. Hence, using inputs from different categories leads
to the use of fewer redundant inputs.

6.4.3 Step 2: Active Learning-driven fuzzing

In the second step, SkipFuzz begins fuzzing the deep learning libraries. This
is done through three phases.

(a) Random inputs generation. SkipFuzz begins generating test
cases for each target function by selecting inputs from random categories.
This phase ends once SkipFuzz successfully generates a test case with valid
inputs (i.e., the function executes without error using the inputs).

(b) Input constraint inference. Once a valid input has been identified,
SkipFuzz is able to form hypotheses of the input constraints (later described
in Section 6.4.4). SkipFuzz tests the hypothesis that is most consistent with
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Algorithm 8: The fuzzing loop of SkipFuzz which involves the
active learner posing queries to the test executor.

function fuzz(input categories):
1 history = []
2 while not done do
3 selected category ← active learner(input categories,history)
4 if selected category == null then
5 random category = sample(input categories)
6 input ← sample(random category)

7 else
8 input ← sample(selected category)
9 end

10 tc ← construct test case(input)
11 outcome ← execute(tc)
12 update(history, selected category, outcome)

13 end

the observations by selecting queries based on the hypothesis. It selects input
categories from which inputs should be valid according to the hypothesis, as
well as categories from which invalid inputs should be produced. Through
interacting with the test executor, the active learner refines the hypothesis.

The active learner forms hypotheses of the correct input constraint, as-
sessing them by quantitative measures of consistency. These measures are
computed using the number of observed valid and invalid inputs that cor-
rectly and incorrectly satisfy the hypothesized input constraints.

(c) Valid input generation. Once SkipFuzz considers a hypothesis
adequately consistent, SkipFuzz begins to construct test cases with inputs
that are valid according to the hypothesized input constraints. This is done
by sampling inputs from the input categories that are part of or are stronger
than the hypothesis.

The procedure for selecting one argument given an API function is given
in Algorithm 8. Initially, SkipFuzz begins the fuzzing campaign with purely
random inputs as the active learner is not able to construct queries without
previously observed executions (lines 4–6). After one valid input is observed,
the active learner begins to pose queries to the test executor, which constructs
test cases based on the queries (line 3). When SkipFuzz has entered its valid
input generation mode, the active learning only poses queries to guide the
selection of inputs that are expected to be valid according to the hypothesis.
Given the input category in a query, the fuzzer selects a random input that
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is associated with the input category (line 8). With the selected input, a test
case is constructed and then executed to invoke the library (lines 10–11).
The outcome of the test execution is written to the execution log (line 12),
history, which is used in the next iteration by the active learner to pose a
new query.

6.4.4 Input constraint inference

The key novelty of SkipFuzz is that it learns the input constraints while
fuzzing the API function (in (b) of step 2 in Figure 6.3). Through the in-
teraction of the active learner with a test executor, the active learner records
the test outcomes in the execution log. These observations are used to form
and refine hypotheses of the input constraints, and for the active learner to
pose queries to the test executor.

Selecting queries based on a hypothesis. We refer again to Table
6.1, the glossary of terms used in the active learning phase of SkipFuzz.
The active learner in SkipFuzz poses queries to the test executor to check
if its hypothesis of the actual input constraints indeed match the true input
constraints. If the hypothesis is a match, then inputs satisfying the hypoth-
esis should be accepted by the library while inputs that do not satisfy the
hypothesis should be rejected by the library. Hence, we expect that inputs
from the input categories of the hypothesis should lead to valid outcomes.
Conversely, inputs that are missing at least one property in a category of the
hypothesis should be rejected. We expect that these queries should result
in invalid outcomes. If these queries lead to valid outcomes, then it implies
that the hypothesis is stronger (see Definition 2 in Section 6.3.3) than the
true input constraints.

As such, for one hypothesis, the active learner constructs several queries
by selecting input categories with respect to the input categories that com-
pose the hypothesis. One set of queries checks that inputs satisfying the
hypothesis also indeed satisfy the actual input constraints (i.e., the test con-
structed will be executed without error). Another set of queries checks if
the inputs that do not satisfy the hypothesis also do not satisfy the input
constraints (i.e., the test constructed results in an error when executed).

At the beginning of the fuzzing campaign, SkipFuzz selects random in-
puts. As the fuzzing proceeds, the active learner begins to pose queries to the
test executor. The active learner considers the execution log to select input
categories to form a hypothesis, and selects input categories as queries. It
optimizes for the confirmation of possible hypotheses of the input constraints
of the API function.

As the test executor component evaluates a test case, the query (i.e.,
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choice of input category) and test outcome are written in the execution log.
If a test case results in an exception thrown by the deep learning library,
then the input is invalid. If the library invocation succeeds without any
exceptions, then the input is valid. If the test case crashes the deep learning
library, then the input is a crashing input.

Measuring consistency. At any given time, there may be multiple
hypotheses that can be considered by the active learner. The active learner
selects the hypothesis that is the most consistent with the observations in
the execution log. To do so, it quantitatively measures the number of valid
and invalid inputs that are consistent with the hypothesis. Given a perfectly
consistent hypothesis, all valid inputs will be included in an input category
in the hypothesis. Conversely, all invalid inputs should not be a member of
the hypothesis.

As it may not be possible to infer a perfectly consistent hypothesis, we
compute quantitative measures of a hypothesis’ consistency. Each hypothe-
sis proposed by the active learner is assessed on its consistency with regard
to the observations in the execution log; valid inputs should satisfy the input
constraints in the hypothesis and invalid inputs should not. Within Skip-
Fuzz, we do not expect that the hypothesis will perfectly match the input
constraints. As such, SkipFuzz assesses each hypothesis and selects one
that is the most consistent with the observed executions. A good hypothesis
includes input constraints that cover a large part, if not all, of the valid obser-
vations. It should also not incorrectly cover invalid inputs. SkipFuzz uses
precision and recall to assess the quality of a hypothesis. Out of all inputs
selected, given that covered(valid, hypothesis) represents the number of
valid inputs that fall within the hypothesis, and covered(all, hypothesis)

represents the number of inputs, both valid and invalid, that fall within the
hypothesis. The precision, P, and recall, R, are computed as follows:

P =
covered(valid, hypothesis)

covered(all, hypothesis)

R =
covered(valid, hypothesis)

|valid|
Precision measures the proportion of valid inputs that fall within the

hypothesized input constraints out of all the observed inputs. Recall mea-
sures the proportion of valid inputs that fall within the hypothesized input
constraints out of all the observed valid inputs. Together, the two metrics
measure the adequacy of the hypothesized input constraint. A hypothesis is
adequately consistent if the precision and recall exceed a threshold set at the
start of the fuzzing campaign.
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6.5 Implementation

In the previous section, we have discussed the key ideas behind SkipFuzz.
Here, we discuss the implementation details.

Building the input database. SkipFuzz is implemented as a Python
program that takes the API and the developer test suite as its input. The
list of functions in the API is obtained. We obtain the input values used in
the library test suite as the seed inputs for SkipFuzz, the Python library
code is instrumented to track the invocation of every function call to record
their argument inputs. The functions to construct the inputs, the returned
values of their invocations, and the input properties satisfied by the inputs
are stored in the database. Inputs are generated by fetching and invoking
the functions.

Crash Oracle. As our research objective in this study is to assess the
ability of SkipFuzz to explore the input space, we only monitor the deep
learning libraries for crashing inputs. SkipFuzz is implemented with a crash
oracle. The test executor constructs and executes a test program on a dif-
ferent process. Then, the test process is monitored for crashes. Inputs that
crash the library are written to the execution log. These crashes are later
investigated manually to identify unique crashes before we report them to
TensorFlow and PyTorch.

The crash oracle detects weaknesses considered as security vulnerabili-
ties [49] (e.g. segmentation faults) that cause the running process to termi-
nate in an unclean way. Other methods of detecting vulnerabilities may be
implemented in SkipFuzz in the future, but in our experiments, we focused
on uncovering crashes in the libraries that may be exploited for denial-of-
service attacks.

Active Learning. The active learner takes the execution log as in-
put and produces a series of queries to be posed to the test executor. The
queries are constructed based on the subset of input categories in the hy-
pothesis. The construction of a hypothesis and the selection of queries are
obtained through the execution of a logic program. Using a logic program
allows us to declaratively express the desired characteristics of a hypothesis
and optimize the selection of input categories against a criteria. The active
learner selects an appropriate hypothesis while maximizing the number of
valid inputs that match the hypothesis, minimizing the number of invalid in-
puts that are incorrectly matched by the hypothesized input constraint, and
favouring simpler hypothesis by minimizing the number of input categories
used in the hypothesis. In this way, SkipFuzz assesses each hypothesis on
its consistency with the observed test outcomes.

182



SkipFuzz accepts a hypothesized input constraint considering if its preci-
sion and recall exceed a threshold. In our experiments, we set a low threshold
for both precision and recall at 0.25. This enables the input constraints to
be inferred for a large proportion of the API. As our goal is to fuzz the API
thoroughly, we find allowing the fuzzer to focus on a broad region of inputs
that include the valid domain of inputs of the functions is more beneficial
than precisely identifying the valid domain of inputs. We empirically find
that the low thresholds do not adversely impact the proportion of valid in-
puts selected by SkipFuzz when using the hypothesized input constraints
to generate valid inputs. This is because the logic program already optimizes
the selection of hypotheses for a high level of consistency.

Interleaving of target functions. The active learner SkipFuzz em-
ploys clingo [168] to execute the logic programs used by SkipFuzz to select
the next set of inputs. Logic programs take a significant amount of time to
be executed to produce their output. To allow time for the logic program to
be executed, SkipFuzz interleaves the construction of test cases for different
API functions, coming back to the same function only after completing a test
case for each of the other test cases. This provides ample time for the logic
program to be run before the same API function is tested again.

6.6 Evaluation

6.6.1 Research Questions

Our experiments aim to provide answers to the following research questions.
We investigate SkipFuzz capability in finding crashing inputs (RQ1). Next,
we analyze the input generation ability of SkipFuzz (RQ2 – RQ4).

RQ1. Does SkipFuzz produce crashing inputs?
This question concerns the ability of SkipFuzz in triggering crashes,

which is our primary objective. We count the number of new crashes that
have not been previously reported, which we then reported to the library
developers for validation. We also compare the ability of each approach in
triggering the set of crashes found by at least one approach.

RQ2. Does SkipFuzz sample diverse inputs?
Active learning should enable SkipFuzz to reduce redundancy during

fuzzing by selecting a wide range of input categories. We investigate if Skip-
Fuzz was able to do so. We compare SkipFuzz against the baselines and
compare the inputs generated to fuzz the functions known to crash.

RQ3. Does SkipFuzz sample valid inputs?
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SkipFuzz is expected to generate a larger proportion of valid inputs.
We investigate if inputs selected to satisfy the inferred input constraints are
indeed valid inputs.

RQ4. Which components of SkipFuzz contribute to its ability to
find crashing inputs?

SkipFuzz aims to have a less redundant selection of inputs and generate a
higher proportion of valid inputs. We perform an ablation study to determine
how the components of SkipFuzz contribute to it.

6.6.2 Experimental Setup

Baselines. We compare SkipFuzz against the state-of-the-art deep learning
library fuzzers targeting the libraries’ API, DeepRel [132] and DocTer [421].
We run the tools from their replication packages and analyze the list of bugs
reported.

DeepRel builds on top of FreeFuzz [415], using the same strategy of gen-
erating inputs for each API function. DeepRel and FreeFuzz collect inputs
for use from open-source code on GitHub, publicly available models, and the
library test suite. Compared to FreeFuzz and DeepRel, SkipFuzz uses only
inputs from the libraries’ test suites while DeepRel and FreeFuzz use seed
inputs collected from open source resources. As DeepRel and FreeFuzz uses
the same input generation strategy and differ only in the number of API
functions they cover, we only compare SkipFuzz against DeepRel.

DocTer extracts input constraints from the library documentation. Then,
it generates inputs to invoke the libraries considering the extracted input
constraints.

Environment. We run experiments on TensorFlow 2.7.0 and PyTorch
1.10, the same version of the libraries used by the most recent study [132].
We collect a list of all API functions of TensorFlow and PyTorch. It is used
in our initial experiments, where we attempt to run the approaches on every
function. Subsequently, we focus our analysis on the ability of the fuzzers to
trigger the crashes found by the approaches. Using DocTer, DeepRel, and
SkipFuzz, there are crashing inputs to 231 functions in TensorFlow and 95
functions in PyTorch.

We configured and ran the fuzzers for up to 48 hours. In the prior ex-
periments of the baseline fuzzers [421, 415, 132], the tools were allowed up
to 1,000 [415, 132] or 2,000 [421] executions for each function. To generate
1,000 test cases, we executed DeepRel and it took 172 hours and 43 hours to
complete generating test cases for TensorFlow and PyTorch. DocTer took 16
hours for TensorFlow and 25 hours on PyTorch. Therefore, to use the same
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Table 6.3: The number of unique new vulnerabilities of TensorFlow reported
in this study and prior studies.

Approach # new vulnerabilities
DocTer 1
FreeFuzz 7
DeepRel 1
SkipFuzz 23

budget for a fair comparison, we tweaked the number of test cases generated
by the baseline fuzzers to fit in 48 hours and reran the fuzzers.

Our experiments on executed on a machine with an Intel(R) Xeon(R)
CPU E5-2640 v4 @ 2.40GHz, 205G, Tesla P100. While our fuzzer does not
directly use the GPU, some functions in the library may use the GPU.

Evaluation Metrics.

We use the following metrics to assess SkipFuzz:

• # of detected crashes. The primary goal of SkipFuzz is to generate
inputs to crash TensorFlow and PyTorch.

• Input property coverage. We report the number of unique input
properties that have been satisfied by at least one input during fuzzing.
To reduce input redundancy, a high input diversity is desirable. To
measure the diversity of inputs, we count the total number of unique
input properties observed to be satisfied at least once.

• API coverage. We report the number of functions that valid inputs
were successfully generated for. This metric was previously used in the
evaluation of DeepRel [132]. Related to this metric, we also report the
proportion of generated valid inputs.

6.6.3 Experimental Results

RQ1. Vulnerabilities detected

Existing crashes. We perform a thorough analysis of the capability of
the approaches in detecting existing crashes. In this analysis, we consider
all crashes found by the approaches. To perform this analysis, we consider
that a vulnerability was not detected if its corresponding API function is not
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covered by the tool or if the tool does not report the bug although test cases
were generated for the function.

In total, SkipFuzz detects a total of 168 crashing functions, 108 in Ten-
sorFlow version 2.7.0 and 58 in PyTorch version 1.10. From the 108 Tensor-
Flow functions, we grouped related crashes and reported 43 vulnerabilities.
From the 58 PyTorch functions, we reported 10 vulnerabilities. After cor-
responding with the developers of TensorFlow and PyTorch, they confirmed
that 23 of the TensorFlow vulnerabilities and 5 of the PyTorch vulnerabilities
were previously unknown. The remaining crashes are confirmed as vulnera-
bilities too, but they were already known by the developers (although the fix
was not released yet).

We received 23 CVEs from these reports. Next, we analyze the extent to
which SkipFuzz, DocTer, and DeepRel are able to detect the same vulner-
abilities.

DocTer found 163 crashing functions. Of the 108 vulnerable TensorFlow
and 58 vulnerable PyTorch functions found by SkipFuzz, DocTer was able
to successfully generate crashing inputs to 6 of the 108 vulnerable functions
in TensorFlow. and 12 of the 58 vulnerable functions in PyTorch. Overall,
DocTer detects just 18 of the 166 vulnerable functions detected by SkipFuzz.

On the other hand, when executed on the versions of libraries before these
crashes were fixed, SkipFuzz is able to detect 52 (84%) out of the 62 crashing
functions in TensorFlow detected by DocTer. On PyTorch, SkipFuzz is
able to detect 7 (23%) out of the 31 crashing functions detected by DocTer.
Overall, SkipFuzz detects 59 (63%) out of 93 crashing functions detected
by DocTer.

Figure 6.4: Crashes in the deep learning libraries found by DeepRel, DocTer,
and SkipFuzz.
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Next, we compare SkipFuzz against DeepRel and FreeFuzz. DeepRel

and FreeFuzz was able to detect crashes for only 9 of the 108 TensorFlow
functions and 7 of the 59 PyTorch functions. The original experiments done
to evaluate FreeFuzz [415] and DeepRel [415] resulted in 39 bug reports on
TensorFlow, of which 10 involved crashes, and 72 bug reports on PyTorch, of
which 7 involved crashes. When executed on versions of the libraries before
the crashes were fixed, SkipFuzz is able to detect 8 (80%) of the 10 crashes
on TensorFlow and 3 (43%) of the 7 crashes on PyTorch. Figure 6.4 shows
two Venn diagrams of the functions that each approach is able to generate
crashing inputs to.

New vulnerabilities in TensorFlow. Table 6.3 shows the number of
new crashes found in the experiments of DocTer, FreeFuzz, and DeepRel.
On TensorFlow, we determine if a crash is new by going through the list of
TensorFlow vulnerability reports and comparing the referenced bug reports
against the bug reports referenced by the replication packages of the prior ap-
proaches. DocTer [421] found 1 newly discovered vulnerability. FreeFuzz [415]
and DeepRel [132] found a total of 8 crashes. In our experiments, SkipFuzz
detects 33 new vulnerabilities. 23 of them have been confirmed by Tensor-
Flow developers to be new vulnerabilities, with 23 CVE IDs assigned. We do
not perform this analysis for the crashing inputs to PyTorch as its developers
do not assign CVEs to potential security weaknesses.

There has been significant effort in detecting TensorFlow vulnerabilities.
Apart from the baseline approaches discussed, it is a fuzz target in the OSS-
Fuzz project [47]. OSS-Fuzz has found over 30,000 bugs in open source
projects, including 6 security bugs in TensorFlow1. Evidently, finding new
vulnerabilities is not trivial.

RQ2. Reducing input redundancy.

To investigate the factors contributing to SkipFuzz’s performance, we study
the inputs used in fuzzing. We evaluate the reduction in redundancy by
measuring input diversity.

We analyze the coverage of input properties by the inputs generated by
the approaches. A higher coverage of input properties indicates a greater
diversity of inputs. This suggests a low amount of redundancy in input
generation. Conversely, a low coverage may indicate that similar inputs was
generated over and over again, which implies a high level of redundancy as
the inputs may be failing the same validation checks, or triggering the same
library behavior. We investigate the number of properties that were satisfied

1Issues tagged “Bug-Security” on https://bugs.chromium.org/p/oss-fuzz/issues/

list?sort=-opened&can=1&q=proj:TensorFlow
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Table 6.4: Coverage of input properties

Approach % input properties covered
DocTer 15%
DeepRel 16%
SkipFuzz 31%

Table 6.5: The distribution of outcomes running the test cases produced by
DeepRel, SkipFuzz, and DocTer. SkipFuzz produces test cases with more
diverse outcomes, indicating that it is better at uncovering corner cases. IAE
refers to InvalidArgumentError

Exception type DeepRel DocTer SkipFuzz
None (no errors) 77% 13% 24%
IAE 15% <1% 2%
ValueError 6% 41% 7%
TypeError 1% 46% 19%
Other errors <1% <1% 48%

by an input passed to TensorFlow’s and PyTorch’s API as a proportion of
all input properties observed in the experiments. In this analysis, we focus
on the test cases generated to target the crashing functions to investigate the
reason for SkipFuzz’s stronger ability to generate crashing inputs.

Input diversity. Table 6.4 shows the experimental results. The inputs
used by SkipFuzz in its test cases cover two times more input properties than
the inputs used in the test cases generated by DeepRel and DocTer. While
the inputs selected by DeepRel and DocTer cover only 16% and 15% of the
possible input properties, SkipFuzz achieves an average of 37% property
coverage. This suggests that the diversity of the inputs contributed to the
stronger performance of SkipFuzz.

Output diversity. We further investigate if the increased input diversity
leads to more diverse library behaviors. To do so, we analyze the result of
each generated test case by investigating the number of occurrences of each
type of input constraint that was not satisfied. We count the number of times
each type of exception is thrown. Note that we do not consider crashes among
these outcomes (crashes are rare occurrences leading to the termination of
the running process).

The proportion of each result type (e.g., a successful run without errors,
or a particular exception type) is shown in Table 6.5. SkipFuzz achieves a
distribution with diverse test outcomes while DeepRel has a greater propor-
tion of successful executions of TensorFlow. We stress that a high proportion
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of valid inputs is usually desirable but maybe achieved at the cost of failing
to explore uncovered behaviors, for example, if a fuzzer uses the same valid
input over and over again. Our experimental result suggests that SkipFuzz
achieves a high diversity of outcomes; SkipFuzz triggers up to 30 types
of exceptions, ranging from RecursionOverflow, UnicodeDecodeError, and
ResourceExhaustedError (categorized as “Other errors” in Table 6.5), while
DeepRel triggers only 7 types of exceptions. DocTer only triggers 4 types
of exceptions, with the vast majority of them InvalidArgumentError and
ValueError. The experimental results validate our finding that SkipFuzz
successfully triggers a greater number of different behaviors (and corner
cases) compared to DeepRel and DocTer.

RQ3. Generating valid inputs

SkipFuzz performs input constraint inference. We study if the inferred input
constraints are precise enough for producing inputs satisfying the actual input
constraints.

DocTer generates just valid inputs 13% of the time, underperforming
SkipFuzz which produces valid inputs 24% of the time. This validates
our initial intuition for using active learning. The better performance of
SkipFuzz in generating valid inputs indicates that active learning may be
more successful in inferring input constraints than DocTer’s use of the API
documentation, which may be incomplete [421].

DeepRel uses FreeFuzz as its test generator, and therefore, will produce
the same output as FreeFuzz. Their input generation strategy is to mutate
the seed inputs. As seed inputs are always semantically valid inputs, the vast
majority of inputs generated by FreeFuzz and DeepRel are valid. However,
as discussed in the previous section, a large proportion of valid inputs may
imply that the fuzzer is using similar inputs repeatedly, leading to redundan-
cies. Indeed, based on Table 6.5, DeepRel has a lower diversity of inputs,
which may have led to a lower chance of generating crashing inputs (Table
6.3).

API Coverage. Table 6.6 shows the API Coverage obtained by Skip-
Fuzz and the baseline tools. SkipFuzz successfully invokes 37% of the
functions in the API. In contrast, the strongest baseline, DeepRel, generates
valid inputs for 30% of the API functions. The results indicate that Skip-
Fuzz is able to generate valid inputs for a greater proportion of the API
than existing techniques.

Table 6.7 shows the proportion of valid inputs generated. We compare
SkipFuzz against DocTer as well as a simple baseline that randomly se-
lects inputs used in the libraries’ test suite. While SkipFuzz generates valid

189



Table 6.6: Coverage of the functions in the API. We consider an API func-
tion covered if the tool generates valid inputs. The numbers in parenthesis
indicate the proportion of the API that SkipFuzz accepts the hypothesized
input constraints for.

Approach API Coverage # of functions covered
DocTer 12% 956
DeepRel 30% 1902
SkipFuzz 37% 2362

Table 6.7: Proportion of valid inputs generated

Approach % of valid test cases
Random selection of inputs 1%
DocTer 13%
SkipFuzz 24%
DeepRel 77%
SkipFuzz (valid input mode) 80%

inputs 24% of the time considering all three input generation modes, Skip-
Fuzz produces valid inputs 80% of the time in its valid input generation
mode (after inferring the input constraints). This is higher than the propor-
tion of valid inputs generated by both DocTer and DeepRel. Overall, this
demonstrates the benefit of the active selection approach for input constraint
inference.

RQ4. Ablation analysis

For a deeper analysis, we perform an ablation study on SkipFuzz. Skip-
Fuzz− refers to a version of SkipFuzz where inputs are sampled from the
input categories, but there is no active learner posing queries and no inference
of the input constraints (removing 2 in Figure 6.3). SkipFuzz−− refer to
a version of SkipFuzz where inputs are selected randomly (removing both

1 and 2 in Figure 6.3).
Table 6.8 shows the experimental results of the ablation analysis. Without

using active learning to infer input constraints, the number of crashes found
by SkipFuzz− drops from 168 to 122, a 26% decline. Without using active
learning, SkipFuzz− does not drive the test executor toward valid inputs.
While it is able to cover a higher proportion of properties (93%), the majority
of the inputs (99%) are invalid.

Without the input properties, SkipFuzz−− selects inputs entirely at ran-
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Table 6.8: Ablation analysis of the components in SkipFuzz. % valid is
the proportion of valid inputs that are generated. SkipFuzz− removes ac-
tive learning. SkipFuzz−− removes the use of input properties and active
learning.

Approach Property % valid # crashes
coverage

SkipFuzz 31% 24% 168
SkipFuzz− 93% 1% 112
SkipFuzz−− 84% 1% 52

dom. The number of detected crashes substantially drops to just 52, a third
of the original number of crashing inputs found. The majority of inputs
selected are invalid; only 1% of them are valid. It spends most of its test
budget using inputs that invokes the library with errors.

The experimental results indicates that higher input diversity alone is not
enough. Having a valid input proportion that is too low hinders the ability to
find crashing inputs. Overall, our experimental results suggest that the input
properties are essential to SkipFuzz and that active learning substantially
boosts the effectiveness of SkipFuzz.

6.7 Discussion and Limitations

Our experiments demonstrate that SkipFuzz outperforms the existing fuzzers
in generating crashing inputs to TensorFlow and PyTorch. Our analysis sug-
gests that SkipFuzz is effective due to the combination of both the higher
diversity of inputs and the higher proportion of valid inputs. These im-
provements stem from the effectiveness of active learning in input constraint
inference.

Effectiveness of active learning. Active learning is effective in our
task as we encoded the domain knowledge of deep learning libraries in the
input properties. This allows SkipFuzz to successfully infer the input con-
straints. Had the input properties not correctly encoded the input con-
straints, a hypothesis would not express meaningful properties. Once Skip-
Fuzz infers the input constraints, the majority of inputs generated are valid.
This is an improvement compared to the prior approach of extracting con-
straints from documentation.

Limitations. Next, we discuss some limitations of SkipFuzz. The ac-
tive learner poses queries that are answered through the invocation of the
library. This is a form of dynamic program analysis. it, therefore, inherits the
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limitations of dynamic analysis; the observed behaviors are an underapproxi-
mation of the actual behaviors of a program. Consequently, the model of the
input constraints hypothesized by SkipFuzz may not capture some proper-
ties of the true input constraints of the library. We leave the investigation of
other methods of input constraint inference for future work.

6.8 Related Work

Fuzzing deep learning models and systems. Researchers have pro-
posed approaches to assess the security of deep learning systems. Existing
approaches fuzzes either deep learning models [425, 177, 138] or larger sys-
tems that use deep learning [424, 183, 141, 72, 371, 457]. Other approaches
use static analysis [245, 268]. Some studies reveal that software deploying
deep learning does not secure their models well; the weights of models can be
stolen by querying the model repeatedly [217, 208]. SkipFuzz fuzzes deep
learning libraries rather than individual models or systems that use deep
learning.

Fuzzing deep learning libraries. Several approaches have been pro-
posed for testing deep learning libraries. Several approaches detect bugs
through metamorphic and differential testing [323, 403, 412, 178, 425]. These
approaches check for different behaviors when the same behavior is expected,
e.g. a similar function invoked with the same inputs on TensorFlow and Py-
Torch. Another approach targets precision errors in TensorFlow [451]. Cru-
cially, these previous studies overlook the systematic selection of inputs for
minimizing redundancy.

ExAIS [359] uses specifications of the deep learning layers for fuzzing. As
it requires expert analysis and manual writing of specifications, its scalabil-
ity is limited. The closest approaches to SkipFuzz are DocTer [421] and
DeepRel [132], which have been discussed and used in our experiments.

Fuzzing other libraries. Recent research has also proposed to fuzz
libraries. Some approaches aim to generating valid inputs for libraries in
specific languages, e.g. Rust [213, 376]. Some studies propose approaches
for constructing fuzz drivers [76, 206, 443], e.g. library calls to prepare the
complex inputs required to invoke the library. SkipFuzz has a similar goal
of generating valid inputs but does so through active learning to infer the
input constraints.

Selecting inputs. Several studies [337, 399, 309, 459, 114] propose meth-
ods of selecting good inputs for fuzzing. Some methods optimize for code
coverage [337, 399, 309, 90] or filtering out inputs predicted not to reach a
target program location [459]. Unlike these approaches, SkipFuzz selects
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inputs that may glean more information about the input constraints.
Input validation. SkipFuzz addresses the problem of generating in-

puts that pass input validation checks through input constraint inference.
Several approaches [123, 267, 185, 319, 408] use static analysis to address the
problem. DriFuzz [366] proposes a method of generating high-quality initial
seed inputs. Different from these approaches, SkipFuzz uses active learning
to learn the input constraints to generate valid inputs.

Active Learning. Our approach uses active learning [101, 361, 63, 64],
which queries an oracle and learns from its feedback. In classification tasks,
active learning is used to query for labels of informative data instance when
labeling every instance is too difficult [361]. Recent work uses active learning
to learn models of programs, and then regenerate programs using the models
to remove undesired behaviors [389, 365]. SkipFuzz uses active learning to
learn models of input constraints.

6.9 Summary

In this study, we address the problem of generating crashing inputs to deep
learning libraries. Our approach, SkipFuzz, uses active learning to infer
the input constraints of the libraries’ API during fuzzing. SkipFuzz has
two advantages over existing approaches. Firstly, SkipFuzz infers the in-
put constraints without the use of documented specifications. Secondly, its
use of active learning guides the selection of a diverse set of inputs during
fuzzing. These advantages address the challenge of generating semantically-
valid inputs as well as the challenge of reducing input redundancy, which is
only partially addressed and overlooked by the previous studies, respectively.
Our experiments show that addressing both challenges is crucial. 23 CVEs
have been assigned to vulnerabilities found by SkipFuzz. The source code
of SkipFuzz can be found at https://github.com/skipfuzz/skipfuzz.
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Chapter 7

(System of Interacting
Components) IoTBox: Sandbox
Mining to Prevent Interaction
Threats in IoT Systems

7.1 Overview

Internet of Things (IoT) systems, such as smart homes, are becoming popular
and widespread. There are security risks at each level of granularity in an IoT
environment. At the application-level, researchers have studied the security
implications of IoT platforms that allow users to install apps that allow
devices to interact with one another. A smart home comprises a collection of
devices and apps. These apps control and connect different devices together,
bringing many benefits and convenience to users, but this comes at the price
of security risks. The increased attack surface has led to new types of attack,
such as those that introduce physical risks. For example, an app can be
used to configure a smart home such that the windows will be opened if
a temperature sensor in a room measures a reading above a user-specified
temperature. A malicious app can spoof fake temperature readings to trigger
the opening of the window, potentially allowing a break-in [136]. Other apps
can open a door when no one is at home, disable a smoke detector, and induce
seizures through the rapid strobing of lights [347]. Hence, it is important to
understand the security risks of apps used in a smart home and defend against
malicious behaviors.

One source of complexity is that apps can interact with one another
through the devices they control and are triggered by. Malicious behavior
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can arise through the interaction of multiple apps, which may interact to
produce unintended results in the physical environment. This motivates the
need to study a smart home as a system of interacting apps and devices,
rather than asserting that the behaviors of the individual apps in the smart
home are safe.

Existing work has focused on using model checking or monitoring smart
homes to ensure that joint behaviors of the apps do not violate safety prop-
erties [105, 301, 106, 53, 406]. Some of these techniques extract models of the
apps through static analysis [105, 301, 53], checking them against predefined
safety properties that were written by hand. For example, techniques may
enforce a property that the door is never unlocked while the occupants of a
smart home are away, and another property may be that the lights in the
house are never automatically switched off while the occupants are home.

A problem is that these properties may not anticipate all legitimate uses
of the apps. Indeed, the normal executions of some apps deliberately violate
these safety properties and users may install these apps knowingly. A secu-
rity policy that prohibits any switches from turning on when the users are
not home will prevent the use of the legitimate app, VacationLightingDirec-
tor [42], which simulates occupancy in a house by occasionally switching on
the lights when the user is on vacation. These techniques cannot distinguish
between user-intended violations of the properties from real safety problems.
Moreover, as new devices and new apps are developed and introduced into
the market, there will be new forms of incorrect behavior involving new apps
and devices. Existing techniques cannot defend against new modes of at-
tacks involving new channels or devices, for which safety properties have not
been written yet. This motivates the need to automatically identify relevant
security policies.

In this work, we propose that we can begin addressing the above men-
tioned limitations through the technique of sandbox mining [209], inspired
by the work by Jamrozik et al. mining sandboxes for Android apps [209].
We propose IoTBox, which automatically mines a sandbox for a smart home.
Rather than writing out safety properties by hand, IoTBox encodes the cur-
rent behaviors of a smart home and protects the user against unexpected
behaviors. The possible behaviors of a smart home are encapsulated in the
sandbox, which detects changes in behavior. Changes in behaviors may be
caused by the introduction of malicious behavior in an app, unexpected bugs
due to a new interaction between apps, or the removal of behavior that the
user depended on. After the sandbox is mined, it excludes behavior that was
not previously captured during analysis. If an app is replaced or updated
with malicious code, the sandbox prohibits any behavior that violates its
rules and reports it. The user of the apps can investigate and decide if the
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new behavior should be permitted. If a change is benign and acceptable to
the user, the sandbox can be relearned on the updated smart home again,
and will defend the smart home system against new threats.

However, unlike mining sandboxes for Android [209, 252, 79], the possi-
ble behaviors in a smart home cannot be as easily explored using test case
generation. Unlike traditional software systems, actions invoked within the
smart home may take several seconds before they execute. The state space,
composed of every app located in the smart home, is enormous compared to
individual Android apps. Yet, it is essential to comprehensively explore the
possible behaviors of the smart home to learn accurate rules.

Another challenge is that malicious behavior may disable an action in-
stead of invoking new actions. For example, an adversary may disable exist-
ing behavior that locks a door when the user is asleep, leaving it unlocked
for an adversary. Consequently, a sandbox for IoT should detect changes in
behavior that causes missing actions.

In this study, we overcome the above challenges by leveraging the pre-
cision of the formal models proposed in existing studies [53]. Specifically,
IoTBox uses a formal model of a smart home [53] to identify a complete ex-
ecution context for any automated action with the help of a model checker.
During monitoring of the environment, IoTBox then uses these execution
contexts to identify actions that it expects the smart home to automatically
run. If there is a mismatch between the expected actions and actions in re-
ality, then IoTBox detects that there is a behavioral change and alarms the
user.

7.2 Background

In this section, we present relevant background. IoTBox builds on top of
both prior studies formalizing an IoT system [53], and techniques to mine
sandboxes [209, 252, 398].

7.2.1 Smart Home Platforms

We focus on the apps in the Samsung SmartThings [30] and IFTTT [19]
platforms. In a typical smart home platform, physical devices have a cor-
responding virtual representation on the platform. The state of each device
is a mapping of attributes to values. The state of a device can be modi-
fied through actions, such as switching on the lights (toggling switch.off to
switch.on). The set of attributes and actions of a device is determined upon
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Motion
detected

HOME Mode

Switch on

Unlock Door

AppTouch

Figure 7.1: This smart home transits to HOME mode on detecting motion
(App1) or if a light is switched on (App2). The door is unlocked when the
mode has changed or through a user interaction with the SmartThings app
(App 3).

registration of the physical device to the smart home platform, where it is
granted a capability (e.g. a lock, a switch, or a thermostat).

Once registered, apps can access these devices by specifying the required
capability. Within the apps written in Groovy, each device can then be
accessed as an object. Device attributes are read through the attributes on
the object, and the actions on the device (e.g. door.unlock(), alarm.off()) are
invoked through method calls. Installed apps can interact with one another
through various means. For example, an app can change the mode of the
smart home to Home, indicating that the user is home, and a second app
unlocks the door when it detects that there is a mode change.

Arbitrary apps can be installed by the user on the smart home platform.
Each app has a set of capabilities it requires, in which the user binds existing
devices to. Apps are written following an event-handling paradigm. Usually,
app waits for events from sensor devices and trigger new actions through
actuator devices. Apps can interact through devices (e.g. one app toggles a
switch at a particular time of the day, and another app is triggered by the
switch to turn on all the lamps in the house) or through physical channels
(e.g. one app triggers a lamp in a room, which causes another app to pick
up sensor readings from an illuminance sensor).

We show an example of app interactions spanning multiple apps in Figure
7.1. A first app switches the smart home to HOME mode after a motion
sensor detects motion, a second app switches the smart home to HOME
mode if a light is switched on, and a third app unlocks the door if it detects
a transition to HOME mode or if the user unlocks the door through the
SmartThings apps. This transitively creates a link between a motion sensor
event and unlocking the door.
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7.2.2 Formal model of a smart home

In this study, we use the formal model of a smart home proposed by Alhanah-
nah et al. [53]. They provide a tool, IoTCOM [53], to analyse apps written
for the SmartThings and IFTTT platforms. IoTCOM provides a parser that
translates these apps to Alloy [207] models. A smart home consists of a set of
devices and apps. Each device has one or more capabilities, attributes, and
at any time, a value associated with each attribute. Smart apps can connect
these devices, such as invoking an actuator (e.g. unlocking a door) given a
reading from a sensor (e.g. a motion detector sensing motion). A smart app
is a collection of rules. Rules are tuples of a Trigger × a set of Conditions
× a set of Commands.

Triggers represent the conditions in which the app is activated. These
are often events from the smart home sensors, such as a door opening. A trig-
ger comprises a device capability, an attribute associated with the capability,
and the value of the attribute. Each rule has at most one trigger.

Conditions represent the logical predicates on the state of other de-
vices/smart home. These predicates guard the invocation of a rule’s com-
mands. For example, after a rule is triggered by an event (“smoke detected”),
a rule may have other conditions (“the door is locked”), before it executes a
command (“unlock the door”). A trigger comprises a capability, an attribute
associated with the capability, and the value of the attribute. Each rule may
have any number of conditions.

Commands represent the actions taken by a rule, including device ac-
tuations that change the physical state of the smart home. Each command
comprises a device capability, an attribute, and a value. A rule may have
one or more commands.

The SmartThings platform also allow for state variables that persist over
different executions of an app. Each state variable is encoded as a device
capability in IoTCOM, allowing for analysis of behaviors that depend on
these variables.

Another consideration is communication between devices and apps through
physical channels. IoTCOM [53] includes the physical channels in its model
of the smart home, and models them as a mapping of capabilities to a physi-
cal channel. Each channel can link together an actuator device (e.g. a valve)
and a sensor device (e.g. a water sensor).

IoTCOM [53] precisely represents the smart home in Alloy, and uses the
Alloy Analyser to assert that safety properties hold on the smart home.
First, IoTCOM converts the apps in the smart home to Alloy models. Their
joint behaviors are represented as a behavioral rule graph, which captures the
behaviors of apps, linking together the triggers, conditions, and commands
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of relevant rules. IoTCOM then asserts that the apps do not violate any
safety property. In our work, IoTBox can be built on top of any formal
model, however, as prior studies faced scalability issues [105, 212, 301], we
use IoTCOM’s precise model of a smart home.

7.2.3 Mining sandboxes

Traditionally, malicious programs have been executed in sandboxes, which
blocks access to resources that have security concerns. Researchers [209, 79]
have suggested that entirely blocking/allowing access to a certain resource
may be too coarsed-grained, and have proposed to identify more granular
conditions of accessing each resource, restricting access if the conditions are
unmet. To do so, techniques have been proposed to automate the mining
of rules for a sandbox. Jamrozik et al. [209] suggest mining associations
between GUI elements and sensitive API access through the generation of
Android GUI tests. This allows the identification of rules permitting access
to sensitive resources, such as the camera, only if the user is performing
specific actions on the app.

There are two phases to mining sandboxes, the exploration phase and the
sandboxing phase. In the first phase, the behaviors of an app are explored
and encoded into the sandbox. In the sandboxing phase, new behaviors that
were not seen during the first phase are prohibited. If the app requires a new
behavior, the sandbox should prohibit it or defer the request for the approval
by a human user.

For example, if a new version of an app is released, a user can install and
run it in the sandbox. As the sandbox detects previously unseen behavior
(e.g. reading a file), it alerts the user. Then, the user assesses the situation,
and if the user determines if the new behavior is desirable, its execution is
permitted. Otherwise, the execution of the potentially dangerous behavior
is stopped.

For these techniques to work effectively, it is necessary to sufficiently ex-
plore the app. If a normal behavior is not accessed during the exploration,
it will be produce false alarms during the sandboxing phase. Existing tech-
niques [252, 209, 398, 79] rely on test generation to explore the app. These
studies suggest that test generation can be effective for exploring behaviors
in individual Android applications and Linux containers.

Key to mining sandboxes with test case generation is the test complement
exclusion [438] method. There is no guarantee that behaviors that have not
been observed will not occur in future. Test complement exclusion turns this
limitation into a guarantee by using the sandbox to allow only behaviors seen
as the sandbox is mined. Therefore, if no malicious behavior was observed,
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then no malicious behavior can execute.
Existing techniques differ in the context considered to determine if a given

resource should be accessible. If the rule allowing a resource access is too
coarse-grained, then it may fail to detect malicious behaviors, while if it is too
granular, then it may stop benign behaviors with inconsequential differences
from executing. In the work of Wan et al. [398], only the set of system calls
are tracked and their contexts are ignored. In Jamrozik et al’s work [209],
the execution context is the GUI element that the user interacted with before
an Android API call. In Le et al’s work [252], the execution context is the
sequence of other API calls before the given API call.

7.3 IoTBox

Our primary contribution is the proposal of IoTBox, a technique that mines
a sandbox for a smart home. Key to our approach is to consider only causal
information between events in a smart home. First, IoTBox connects events
and actions to determine all possible paths leading to any action. If there is
some unexplained difference between IoTBox’s expectations and the actions
in the real world, then it suggests that there is a behavior in the smart home
that differs from the rules that IoTBox has learned. There are two phases
to IoTBox, much like other techniques mining sandboxes [209, 398, 252, 79],
the exploration phase and the sandboxing phase.

In the exploration phase, IoTBox thoroughly explores of the behaviors of
the software system to determine the execution context of possible actions in
the smart home. We consider an action’s execution context as the set of ex-
ecution paths causing the action’s execution. IoTBox’s refines the execution
context of a given action, finding all possible causes of the action, by utiliz-
ing the Alloy Analyzer to identify all paths linked to the action, including
non-trivial interactions across multiple apps and timed events. This creates
two guarantees. Firstly, only events that are linked to the given action are
identified, and secondly, all such events are found. In contrast, existing work
on mining sandboxes rely on test case generation, which may fail to com-
prehensively explore the entire search space of behaviors (In Section 7.5, we
discuss the tradeoffs of this choice). Abstracting the identified behaviors as
rules, IoTBox uses these rules in the sandboxing phase to judge if there is
any missing or disallowed action given recently observed events.
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7.3.1 Exploration phase

To mine a sandbox, we use the Alloy Analyzer, a model checker, to thoroughly
explore the behaviors of a bundle of apps encoded in the behavioral rule
models, introduced by Alhanahnah et al. [53]. As described before in Section
7.2, these models are encoded in Alloy. The exploration phase can be viewed
as answering the question “What are all possible paths that lead to a given
action?”.

After we have produced formal models of all apps in the smart home,
our first step is to identify all actions that the apps may execute. This is
done by traversing all rules and picking out all actions that may be executed.
Our next step is to find all execution paths to lead to any given action. In
the example in Figure 7.1, one such path is (“Motion Detected” → “Home
Mode” → “Unlock Door”), This entails finding out all events, events, that
can trigger each action, a. First, we identify an event, event, that will trig-
ger it (i.e., by simply using the triggers and conditions of the rules that the
action is a command of). Next, we construct an Alloy assertion that checks
that all events on a path leading to the action is either event, or is preceded
by it. The following Linear Temporal Logic [163] fragment describes that
any occurrence of a must be on an execution path triggered by event:

¬a W event

event has a device capability, an attribute, and a value associated with
the attribute. This is used to initialize events, which initially contains just
event. For example using Figure 7.1, given a trigger (location, location mode,
HOME ), which matches an event on a motion sensor, we initialize the set,
events, to contain a single event, (location, location mode, HOME ). An ex-
ample of the assertion in Alloy is shown in Figure 7.2. It asserts that for all
rules that unlocks the door, there is no direct or transitive predecessor that
is not on the chain of events triggered by the transition to HOME mode.

We run the Alloy Analyser to check the assertion. If the assertion fails,
the Alloy Analyser will generate a counterexample of an event, different from
event, that transitively triggers the action. This new event, event2 (one of
“motion detected”, “switch on”, or “App Touch” in our example), is added
to events, and we modify the assertion to look for counterexamples of paths
which are triggered by events not in events. Only event2, which is only a
single event that precedes the other events on the path, is added. Obtaining
the possible paths from event2 is done afterwards. There may be multiple
paths that are triggered by event2 that result in a.
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assert {

no r : IoTApp.rules, action : r.commands {

action.attribute =lock

action.value =unlock

(some predecessor : r.*(~connected),
action’ : predecessor.triggers
{

not {(

{

action’.attribute =location_mode

action’.value =HOME

}) or

(some predecessor’ : predecessor.*(~connected),
action’’ : predecessor’.triggers
{

predecessor ̸=r

action’’.attribute =location_mode

action’’.value =HOME

}

)}

})

}

}

Figure 7.2: Example of an Alloy assertion. The Alloy Analyser produces a
counterexample, a path that triggers the unlocking of a door without initially
triggered by a transition to HOME Mode.

¬a W (event ∨ event2)

Again, we execute the Alloy Analyser to check this assertion. If it fails,
we once again use the counterexample it finds to modify the assertion. This
process continues until the Alloy Analyser fails to find a counterexample,
and that all chains of events that lead to a have been accounted for. At
the end of this process, this assertion doubles as an interpretable security
policy. The policy declares all possible events that can lead to a, and checks
that other events do not transitively trigger a. This process produces the
following assertion with n different triggering events:

¬a W (∨n1eventi)

An advantage of this technique is that it identifies only events that have
a causal relationship with a based on the behavioral rule graph. Only events
that are a root cause of the execution of a are identified and included in
events. This avoids the problem of spurious associations had we applied
data mining techniques on the large number of events.
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Next, we traverse the behavioral rule graph, beginning with the members
of events. We find all paths that lead to a. A path is a series of events and
does not contain loops. From all paths that start with a member of events,
we identify all subpaths that end with a, and in turn, these subpaths are
paths. This gives us the set of paths, paths.

execution context(a) = paths

We treat paths as the execution context of a. For an invocation of a, at
least one path within the execution context must be satisfied; all conditions
and their predicates along the path must be satisfied, and all triggers in this
path must have been triggered. satisfied(path) is an implementation detail
that will be described in Section 7.3.2.

If an execution context of an action is satisfied, then an actuation of
the action is expected. With this assumption, IoTBox looks for mismatches
between the expected and actual actions in the smart home. Let us define
two predicates: expected(a) is true when the execution context of a has been
satisfied. actual(a) is true when the action a has been observed in the IoT
environment. Based on these two predicates, the following gives a formal
definition of IoTBox’s assumption:

satisfied(execution context(a))↔
∃path(path ∈ execution context(a) ∧ satisfied(path))

expected(a)↔ satisfied(execution context(a))

By the end of this phase, we have constructed for any given action, a,
an execution context that comprises the set of all paths that lead to the
triggering of a. The execution context allows for both the detection of new
causes of an action and missing actions.

Given an action a that has taken place, IoTBox considers it as a disallowed
action if its execution was not expected.

disallowed(a)↔ ¬expected(a) ∧ actual(a)

Conversely, IoTBox considers an action to be missing if its execution was
expected but is not observed in reality.

missing(a)↔ expected(a) ∧ ¬actual(a)
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7.3.2 Sandboxing phase

The objective of the sandboxing phase is to detect if there is a change in the
behaviors of the smart home. This is done through monitoring executions at
runtime. While the exploration phase was done through static analysis, it
is insufficient to use static analysis to prevent malicious behaviors; malicious
behaviors can be invoked through dynamic language features, such as call-
by-reflection. Within IoTBox, the sandboxing phase answers the question:
“For all automated actions, are there changes in the paths that can trigger
it?”

If there is an unexpected action, then it implies that there is a new path
that IoTBox is unaware of. If there is a missing action, then it implies that
some paths has been removed.

When deployed, IoTBox communicates with the app before the execution
of each action and whenever an event takes place. This requires the instru-
mentation of the smart apps to send events to IoTBox. We write a Groovy
program transformer that modifies the Groovy smart apps at each event han-
dler and at call sites of any action. The modified app calls out to a third-party
server to either update IoTBox of new events or to request for permission
to run an action. When an event handler runs, it logs the event to IoT-
Box. Before an action is invoked, the app waits for permission from IoTBox.
Malicious behavior may be invoked through dynamic program features such
as call-by-reflection, and we add guards to locations using Groovy’s GString
feature to perform dynamic method invocations. The action, resolved at run-
time, waits for permission from IoTBox before execution, similar to statically
invoked actions.

The traces of events and actions previously taken in the smart home
prior to the action are used by IoTBox to make a decision to allow or reject
an action. As events occur in a smart home, IoTBox updates its model of
expected actions based on the execution contexts of the actions. With every
new event that is reported, IoTBox determines if there is any missing event.
IoTBox warns the user if an action is rejected or if there is a missing action.

We did not experience significantly increased latencies when we deployed
our tool on the SmartThings Simulator. Our findings are similar with pre-
vious studies, which found that even after instrumentation, the latency for
an action to execute is largely caused by communication between the IoT
platform’s server and the physical device [106].

IoTBox uses the most recent executed events to make decisions, much like
DSM, the state-of-the-art technique to mine sandboxes [252]. Using these
events, it makes a best-effort guess if each path in an action’s execution
context is satisfied. IoTBox is conservative about the triggers on the path,
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requiring that they must all be present before allowing an action, but liberal
in checking the conditions; an action is denied only if there is evidence that
a condition is not satisfied. Concretely, we propose the following algorithm
to determine if satisfied(path) holds for a given path.

In Algorithm 9, we iterate over the sequence of events in the traces, using
tracePointer (initialized in Line 1, incremented in Line 16), and over the
triggers on the path (Line 3). Each trigger has conditions associated with it,
coming from the same rule (Line 4). Between the events that match subse-
quent triggers, if an event matches a condition on its device and attribute,
but with a different value, then it causes the valuation of the condition to
be false. If the event matches on the value, then it causes the valuation
to be true. We track the conditions’ valuation using isConditionNegated

(initialized in Line 2), which maps a condition to true if an event caused the
condition to have a negative valuation (set in either Line 10 or 12). Before
the next trigger is matched, if a condition’s valuation is false, then the path
cannot be satisfied (Lines 18-20). any(isConditionNegated, conditions)

returns true if any condition maps to true. A path is not satisfied if there is
a missing trigger (Line 21) or if there is evidence that a required condition
is false (Line 18). Otherwise, the path is satisfied (Line 25).

This algorithm is best-effort and may not always be accurate. A smart
home is stateful and local information from the most recent traces may not
be enough to make the right decisions; it is not always possible to determine
the truth value of a condition. For example, a condition that the home is in
HOME mode cannot always be determined from the most recent traces, as
HOME mode may have been set hours or even days ago1. While it may be
possible to simply store the all updates to state of the smart home, including
state changes from multiple days ago, we surmise this poses a privacy risk if
this monitoring service is ever compromised [439, 152]. As such, we present
an approach that use a minimal amount of information from recent traces to
make best-effort decisions.

7.4 Empirical Evaluation

We are interested in answering 2 research questions:

• RQ1: How frequently do handcrafted security policies lead to
false positives?

Existing approaches detect security issues from the joint behavior of
multiples apps. We claim that their handcrafted policies may produce

1This is particularly true during a pandemic
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Algorithm 9: Algorithm to determine if a given path is satisfied
(i.e., satisfied(path)) based on the events in trace.

Input: A sequence of events, trace.
Input: A path, path.
Output: satisfied(path), either true or false

1 traceP tr = 0, event = null
2 isConditionNegated = {}
3 for trigger ← triggersOf(path) do
4 conds = conditionsAssociatedWith(trigger, path)
5 while event != trigger && traceP tr <trace.len do
6 event = trace[traceP tr]
7 for cond← conds do
8 if cond.device = event.device && cond.attribute =

event.attribute then
9 if cond.value! = event.value then

10 isConditionNegated[cond] = true
11 else
12 isConditionNegated[cond] = false
13 end

14 end

15 end
16 traceP tr++

17 end
18 if any(isConditionNegated, conds) then
19 return false
20 end
21 if traceP tr == trace.len && event != trigger then
22 return false
23 end

24 end
25 return true
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many false positives. In this research question, we investigate if indi-
vidual benign apps violate the security policies. As users are likely to
understand and reason about individual apps, we assume that, if in-
stalled, their behaviors are intentionally introduced into a smart home.

• RQ2: How effective is IoTBox?

In this research question, we investigate the effectiveness of IoTBox
against DSM, previously proposed for Android apps, and a simple
strawman sandbox.

7.4.1 RQ1: How frequently do handcrafted security
policies lead to false positives?

This research question investigates the prevalence of false positives from the
use of handcrafted security policies from prior work. We test a random
sample of 500 apps from public repositories containing existing apps [21, 81].
For each app, we check the model produced by IoTCOM against the 36
policies used in IoTCOM [53]. These policies are similar to the policies
used in other studies [106, 301, 105]. As we only test individual apps, all
violations are not caused by interactions between apps, and are likely to be
from behaviors that were intended if a user installed the app.

Findings

We find that out of the 500 apps, 326 of them (65%) violate at least one
policy, with a total of 572 violations. On average, there is 1 violation per
app. If deployed in a real setting, there is a high chance that a violation of the
security policies is a false alarm. While the security policies were designed
for and can help to catch dangerous behaviors, they cannot be used out of
the box.

One cause of the numerous false alarms is that the policies are too broadly
specified, causing IoTCOM to detect violations even for legitimate uses. For
each app, we describe the policy violated (based on the policies used in
IoTCOM [53]), highlight the reason for the violation, and if the violation of
the policy is intended. False alarms can come from either surprising uses of
devices or from IoTCOM’s overapproximation of execution paths that will
not be taken in reality. While we discuss only 4 violations (out of 326)
in Table 7.1, we expect that, in the wild, there are many situations where
IoT devices are used in unexpected ways. Many of these uses will violate
security policies that do not anticipate surprising uses. This problem was
also observed by Celik et al. [105]. For example, they reported anecdotes
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Table 7.1: Behaviors of individual apps that violate the handcrafted security
policies. The parenthesis indicate the policy identifier in the IoTCOM pa-
per. Policies prefixed with P indicates a safety property, while T indicates a
general coordination threat.

Policy Violated Reason for violation

The heater should not be turned Intended; the app (use outdoor temp to
off when the temperature turn on off a switch) turns off a switch
is low (P.7) (which may be the heater) based on the

temperature outside, and not indoors.

Lights are not switched off Intended; the app (IlluminatedResponseto-
if someone is at home (P.9) -UnexpectedVisitors [20]) toggles the lights

on and off for illuminating someone
snooping about the house (e.g. a burglar),
switching the lights off if the burglar has left.

No rules with conflicting actions Intended; the app (LockDoorafter-
but same triggers/conditions -Xminutes [26]) sets a variable for internal
(T7) bookkeeping (to track that the door was

automatically opened), but sets it
to a different value (that it has been closed)
after some time.

Location mode should be set to Intended; while the user is home, the app
HOME when someone is at home (MotionModeChange [27]) may set the mode
(P.15) to NIGHT.
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of users using flood sensors that produce alerts when water levels are low
(contrary to its expected use in detecting floods) for reminders to water their
plants.

In Software Engineering literature, researchers have pointed out that users
rarely use tools that produce many false positives, inhibiting its usage [153,
239, 215]. Users would need to apply significant effort to understand and
tweak each security policy to their smart home. This finding motivates more
research into automating this process.

7.4.2 RQ2: How effective is IoTBox?

This research question investigates the effectiveness of IoTBox. We com-
pare the number of bundles of apps for which IoTBox successfully identifies
malicious changes in behavior. In all cases, we compare IoTBox against two
baseline techniques, a strawman sandbox and DSM [252]. All techniques take
traces of events as input. First, for each bundle, we produced events based on
the formal models to simulate the smart home, triggering an average of 1208
actions. Next, to confirm our findings, we generate tests on the SmartThings
Simulator and collect traces from the apps’ executions, triggering 555 actions
on average.

Experimental Setting

We use the flawed apps that were studied previously. We use the bundles
of apps from IoTMAL, used in the evaluation of previous studies (Bundle 1-
6) [105, 53]. Furthermore, we proposed new bundles of apps (Bundles 7-16),
constructed with individual, flawed apps proposed in prior studies [105] and
combining them with other benign apps. We study the same apps used in
the evaluation of IoTCOM [53]. Bundle 17 is the example from Figure 7.1,
and we constructed a malicious variant by removing a transition to HOME
mode.

In each bundle, we locate the app with malicious behavior and create a
variant of the bundle by removing the unsafe logic in this app. To evaluate
the ability of IoTBox to detect missing behavior, we further constructed
variants of several bundles by removing a piece of behavior required for it to
function correctly. We pass the benign bundles of apps as input to IoTBox,
which explores their behaviors and constructs rules for the execution of each
action. Thus, in this work, a benign bundle of apps is the modified bundle
of apps without malicious behavior. A malicious bundle of apps is either
1) the original bundle containing an app with a malicious behavior, or 2)
a bundle of apps modified from the a benign bundle to remove a necessary
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behavior. A total of 17 benign bundles of apps were explored, and 20 variants
of these bundles of apps with either additional malicious or missing necessary
behavior were constructed.

Next, we statically produce execution traces of the bundles of apps. The
executions of the benign bundles of apps are used for learning the sandbox
for both the strawman sandbox and DSM. The trace are produced from the
models to allow for a fair comparison of existing techniques and IoTBox, as
only the parts of the IoT app captured by the formal models are used to
produce traces. To produce events from the formal models, we identify two
types of event for each trigger and predicate; one event will set the predicate
to true, and another will falsify the predicate. We track the state of the
environment as a mapping of the attributes of every device located in the
environment to one value. We model time using a counter, which increases for
every event. At each time step, a random event will be selected for execution.
As an event is executed, the state of the environment is modified. Every time
an event is executed, we iterate over all the rules in the formal model and
determine for each rule, if its trigger matches the event, and if its conditions
have been met by the modified state. If so, then an event that matches the
command will be executed, either immediately or after some time.

The execution traces from the malicious bundles of apps are input to all
techniques. If a technique rejects more than 1% of actions, then we consider
that it is able to detect the malicious behavior in the bundle.

In simulating the apps’ executions, we constructed a challenging exper-
imental setup. We produced a large number of events while simulating the
possibility of race conditions between the apps. The triggering of apps may
be delayed to reflect real-world network conditions. Events from the execu-
tion of an app may be interleaved between executions of other apps. Thus,
the threshold of 1% permits some degree of false positives caused by these
challenging conditions. Without this threshold, DSM will find two times
more false positives. In practice, we expect that these challenging conditions
will not frequently occur. Also, we believe that users will find reasonably
rare false alarms to be acceptable. We manually inspected the statically gen-
erated traces to verify if the traces are plausible based on the source code.
Of 50 randomly sampled traces, none were infeasible.

The strawman sandbox detects if there is any action executed by the
smart home that was not seen during the exploration phase. Any previously
unseen action is rejected. DSM [252] takes the sequence of events and ac-
tions that occurs before an action as input. DSM uses an automaton model,
inferred through a Recurrent Neural Network [252]. If the events are rejected
by this model, the action is prohibited.

We use IoTBox as described in Section 7.3. Rules of the sandbox are
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first learned through the exploration of the modified bundles of apps without
any malicious behavior. Next, we test the sandbox against both the original
bundle of apps containing the malicious behavior, and the modified bundles
without malicious behavior. We count the number of malicious bundles of
apps that were correctly identified (True Positives), the number of benign
bundle of apps identified as malicious (False Positives), and the number of
malicious bundle of apps identified as benign (False Negatives).

We evaluated the effectiveness of the tools using Precision, Recall, and
F1. Precision and Recall are computed as follows:

Precision = TP
FP+FP

Recall = TP
FP+FN

A precision of 100% indicates that the absence of false positives, while a
recall of 100% indicates that every malicious behavior was caught. Finally,
F1 is the harmonic mean of precision and recall. These metrics are widely
used in the literature of both mining sandboxes [252, 79], as well as other
related domains such as the detection of malware [342, 69].

Experimental Results from Statically Produced Traces

Table 7.2 summarizes our results on the static traces, for 16 out of 20 bundles,
IoTBox detected a change in behavior that should be disallowed. In contrast,
DSM and the strawman detected only 13 and 8 bundles with changed be-
havior.

We evaluated the techniques on false alarms and found that DSM pro-
duced false positives on 3 bundles. Both the strawman and IoTBox do not
produce false positives.

As we produced over a thousand traces, we rule out a lack of training
data as a reason for DSM’s relative ineffectiveness. We hypothesize that its
poor performance is caused by the tight coupling of its decisions to the local
context, requiring that all necessary information to make the right decision
appear in the most recent traces. In fact, the relevant events to make the
right decision can occur far apart from one another. While Le et al. [252]
suggests that DSM’s use of Recurrent Neural Networks may help in capturing
long-term dependencies between events, still, an IoT system is stateful and
the relevant state changes may have occurred before the collection of the
most recent traces. Ultimately, DSM is fooled by spurious patterns in the
most recent traces. On the other hand, IoTBox encodes domain knowledge
of IoT apps, only loosely enforcing conditions to check if they are satisfied.

Only IoTBox can detect changes in behavior that result in missing actions
(indicated with (M) in Table 7.2). Both DSM and the strawman do not detect
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Table 7.2: Bundles with malicious behavior that were detected. T indicates
that the malicious behavior was detected, F otherwise. FP indicates that the
benign bundle was classified as malicious. (M) indicates bundles where the
malicious change is a removal of existing behavior.

Bundle Strawman DSM IoTBox
1. Bundle 1 F F T
2. Bundle 2 T T T
3. Bundle 3 T T, FP T
4. Bundle 4 T T, FP T
5. Bundle 5 T T T
6. Bundle 6 T T T
7. MaliciousBatteryMonitor [151, 212] T T T
7 (M) F F F
8. ID1BrightenMyPath F T T
9. ID2SecuritySystem F T T
10. ID3SmokeAlarm F T F
11. ID4PowerAllowance F F,FP F
12. ID5FakeAlarm F T T
12 (M) F F T
13. ID6TurnOnSwitchNotHome T T T
13 (M) F F T
14. ID7ConflictTimeandPresence F T F
15. ID8LocationSubscribeFailure (M) F F T
16. ID9DisableVacationMode T T T
17. Figure 7.1 (M) F F T
# True Positives 8 13 16
# False Positives 0 3 0
Recall 40% 70% 80%
Precision 100% 75% 100%
F1 57% 72% 88%
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missing actions. On the other hand, IoTBox detects 4 out of 5 cases with
missing actions.

Both the strawman sandbox and IoTBox have 100% precision. Overall,
IoTBox performs best, in terms of Recall and F1 score. Even if we omit
the cases with missing actions, then IoTBox has a Recall of 60% and an F1
of 75%. Overall, we believe that there is sufficient evidence to suggest that
IoTBox is more effective than existing sandbox mining techniques.

Experimental Results on Traces from Test Case Generation

Next, we investigate the effectiveness of IoTBox on traces produced from
test case generation. This approach uses the SmartThings simulator [32].
We instrument the apps, adding log statements to them.This allows us to
collect information about the state of the smart home without modification
to the platform that the apps runs on. Our objective is to elicit enough traces
to evaluate IoTBox to determine if our findings are likely to hold in practice.

Our test generation strategy identifies relevant event types by detecting
which devices are present in the smart home. After that, it randomly gener-
ate events of these types through the simulated devices in the SmartThings
IDE. As some apps are time-sensitive, we transform the Groovy programs,
replacing time-related functions with mocks. Our test generator simulates
the passing of time. Instead of using the current real-world time, the app
fetches the mocked time from our server. Time monotonically increases with
the number of executed events; every time an event is executed, the test
generator advances time by a random number of minutes. For functions
scheduled to run after some time (i.e., using runIn), we set its waiting du-
ration to between 1 to 3 minutes, giving them a high chance of executing
within the experimentation duration.

Execution traces are collected from the logs. Each trace is a sequence of
events and actions executed by the apps. For each bundle, we generate tests
for over an hour. The same execution contexts are used, unmodified, from
the previous experiments.

Due to the limitations of the SmartThings simulator, we restrict our anal-
ysis to only a few bundles of apps. The simulator cannot simulate physical
channels of interactions (e.g. an app switching on a lamp may trigger an
app reading from a light sensor), and does not support simulating every
device type, a known limitation of test generation on the SmartThings sim-
ulator [212]. Therefore, we cannot create an accurate simulation of several
bundles (Bundles 4-7, 12-14) in our evaluation dataset. We also omit Bundles
where IoTBox was ineffective on the static traces (Bundles 10, 11).

Our results are shown in Table 7.3. IoTBox detects the malicious changes
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Table 7.3: Effectiveness of IoTBox on traces from test generation. Not all
bundles can run on the SmartThings Simulator as they use devices unsup-
ported by the Simulator.

Bundle Malicious Behavior Detected
1. Bundle 1 T
2. Bundle 2 T
3. Bundle 3 T

8. ID1BrightenMyPath T
9. ID2SecuritySystem T

16. ID9DisableVacationMode T
17. Figure 7.1 (M) T

in behaviors on all seven bundles of apps. As before, there are no false
positives. Overall, these results agrees with the evaluation results using the
statically produced traces in Table 7.2, and supports our findings that IoTBox
is effective in mining sandboxes for a smart home.

7.5 Discussion

7.5.1 Risk of encoding malicious behavior in the sand-
box

In any technique mining sandboxes, there is a risk that the mined rules
encode malicious behavior that were already present in the smart home [209,
398]. If so, the sandboxing phase does not prevent its execution as it is an
expected behavior. This is one source of false negatives [209], as the malicious
behavior would be considered benign. On the other hand, this implies that
the malicious behavior is already explicitly described in the security policy
mined during the exploration phase and can be checked by a human user.

We analyse the quality of the rules produced by IoTBox. The rules mined
by IoTBox are simple and precise, expressed as an Alloy assertion. Further-
more, IoTBox can visualize the paths from any unexpected trigger to a given
action. This lends the rules to inspection by human users of an IoT system.

We investigate what a malicious behavior encoded in the rules may look
like. We use the running example involving the unlocking of doors introduced
in Figure 7.1, and now, we point out it was crafted with a flaw in mind. While
it correctly unlocks the door when the smart home transits to HOME mode,
in fact, it unlocks the door in any mode change, including mode changes
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Motion
detected

HOME Mode

Switch on

Unlock Door

AppTouch

AWAY ModeSwitch off

Figure 7.3: An undesired path (from the interaction of App2 and App3 in
dotted lines) to unlock the door is already in the smart home before the
exploration phase. Undesired paths may not be easily noticed. IoTBox helps
detect such paths through its interpretable rules.

away from HOME (e.g. to AWAY ) [41]. This behavior is unexpected to our
hypothetical user who did not carefully inspect the app.

In Figure 7.3, we show a more complete version of the graph from Figure
7.1 (in Section 7.2) with this surprising behavior. An excerpt of the security
policy mined by IoTBox is shown in Figure 7.4. Both the Alloy assertion
and accompanying code comments, generated by IoTBox, makes it simple
to determine the events that led to the smart home automatically unlocking
the app. Also, IoTBox can present all paths that lead to a given action
from a given event, providing a visualization identical to the graph shown
in Figure 7.3. In this case, our hypothetical user may inspect the security
policy, and will be surprised that toggling a particular switch will always
trigger the unlocking of the door. Thus, the user will be able to identify
existing undesired behavior with the help of IoTBox.

IoTBox allows malicious behaviors to be executed provided that they were
encoded in the execution context. While this seems to be a limitation, this
is, in fact, a strength of sandbox mining. Writers of malicious apps are forced
to “disclose-or-die” [209], as any malicious behavior must be made explicitly
detectable for analysis. Otherwise, the sandbox will prevent its execution. If
so, a user of an IoT environment can detect the malicious behavior through
inspection of the assertion and the visualization of paths leading to an action,
both produced by IoTBox, to locate the undesired behavior.
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assert {

// if the lock is automatically unlocked,

// it is caused by ...

no r : IoTApp.rules, action : r.commands {

action.attribute =lock

action.value =unlock

(some predecessor : r.*(~connected),
action’ : predecessor.triggers {

not {

. . .// omitted code

// the switch turning on OR off

action’.attribute =switch

(action’.value =switch_on

or

action’.value =switch_off)

}

)

}

}

Figure 7.4: Excerpt of the Alloy assertion revealing possible triggers.

7.5.2 Limitations and Tradeoffs

The primary difference between IoTBox and existing techniques that mine
sandboxes is its use of models produced from static analysis, instead of using
test generation. Fundamentally, the previous techniques use test complement
exclusion [438]. This relies on the incompleteness of test case generation; test
generation cannot explore all possible behaviors. If only normal behaviors
were observed from testing during the exploration phase, then it guarantees
that the sandbox allows only normal behaviors to run. IoTBox relies on a
variant of this guarantee; only behaviors captured in the formal model can be
executed. Conversely, potentially dangerous behaviors that were not analysed
are disallowed from running.

We do not learn from normal executions, but include all behaviors that
were abstracted into an app’s model. By doing so, we gain the advantage
of fewer false alarms as more behaviors are covered compared to test gener-
ation. On the other hand, static analysis usually overapproximates possible
behaviors, introducing the possibility of including malicious behavior in a
model. This is mitigated in IoTBox through non-opaque rules that can be
interpreted by human users.

7.5.3 Threats to Validity

We mitigate threats to internal validity by relying on the models and tool
used by other researchers [53], with a formalism of an IoT app (abstracted
into triggers, conditions, and commands) that is similar to that of other
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studies [212, 105, 106, 301]. In some cases, we find that the Alloy models
produced by IoTCOM are not directly usable (e.g. as they do not compile),
so we modified them. Our models are publicly available [22].

To minimize threats to construct validity, we have used the evaluation
metrics from previous studies [252, 79]. We evaluated the risk of false nega-
tives, similar to Jamrozik et al. [209]. Moreover, we studied the same flawed
IoT apps from a previous study [53], and many of these apps have also been
studied in other works [212, 105, 106, 104]. We studied 20 bundles of apps,
similar to prior studies. Jamrozik et al. [209] and Le et al. [249] studied 13
and 25 Android apps, and Wan et al. [398] studied 8 Linux containers.

A threat to external validity is that our experiments focuses only on
the SmartThings and IFTTT platforms. Other smart home platforms in-
clude Apple’s HomeKit [10], Google Home [14], Zapier [45], and Home As-
sistant [17]. However, as SmartThings support more devices than competing
platforms [30] and IFTTT has over 11 milion users, we expect our findings
to generalize.

7.6 Related Work

Mining sandboxes. Compared to existing studies on mining sandboxes [209,
252, 79, 398], IoTBox does not use test case generation due to the difficulties
of generating comprehensive test cases for an entire IoT system. Instead,
IoTBox explores a formal model of the smart home, identifying the execu-
tion context of an action through the counterexamples found by the Alloy
Analyser [207]. This has the advantage of identifying only events that have
a causal relationship with a given action through analysis of the behavioral
rule graph.

Related to mining sandboxes, Acar et al. [51] suggests that the automatic
generation of security policies may help to address the permission compre-
hension problem on Android. Provos [333] proposed learning policies for
system calls in UNIX systems. IoTBox is the first approach to account for
context that span multiple apps in a smart home.

Threats in an IoT system. Researchers have studied threats at the
application-level on IoT platforms [151, 407, 105, 106, 406, 53, 301, 116, 136,
386, 373]. ContexIOT [212] considers the context of an app in isolation,
missing out threats that span multiple apps. Some studies have shown the
prevalence of incorrect behavior in IoT applications [386, 53, 373, 81]. Com-
pared to IoTMon [136], Soteria [105], IoTGuard [106], HOMEGUARD [116],
IoTSan [301], IoTCOM [53], iRuler [406], our work shares the goal of iden-
tifying malicious behavior from the interaction of apps, but different from
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these studies, does not require predefined policies of potentially dangerous
interactions and has the objective of inferring rules that will help to detect
behavioral changes. Moreover, these studies do not detect missing actions
caused by malicious behavior.

IoTBox and ProvThings [407] share similarities as both studies trace the
origins of events, traversing graphs of apps connected by how they trigger
and influence the execution of one another. However, they have different
goals. IoTBox mines rules for a sandbox to detect behavioral changes while
ProvThings collects information for debugging.

Other aspects of IoT systems have been studied [56, 152, 65, 453, 110].
Researchers studied the impact of platform compromise [152], and suggested
the need to minimize potential damage from an adversary that has compro-
mised an IoT platform. Various security aspects, including the misuse of
IoT devices for botnets [29, 65] and firmware security [453, 110], have been
studied but differs from our work in their goals.

Other researchers have shown that developers face difficulties trying to
interpret behaviors in IoT apps [93, 446, 198, 439]. IoTBox may be helpful
as a debugging aid, as it can reveal unexpected changes in behavior given
a behavioral change. Researchers have suggested the need to simplify the
configuration of privacy policies [440]. There are many concerns, including
the invasion of privacy of other users in the smart home [439]. Our work
may find application in these areas, in helping to interpret the automation in
a smart home. Indeed, other IoT researchers have pointed out the need for
tools to allow users to identify the effects of enabling a new app, to identify
unforeseen consequences [184].

7.7 Summary

In this work, we show that many handcrafted security policies for smart
home produce numerous false alarms and suggest the need to automate the
specialization of these policies for a smart home. We propose IoTBox to
mine sandboxes of IoT systems, which detects change in behaviors in IoT
systems. A sandbox with rules mined from an existing smart home will pro-
duce few false positives from unexpected usages of apps and devices. IoTBox
produces rules that can be inspected and visualized by a human user. We
develop IoTBox, which identifies the complete execution context of any ac-
tion. This produces rules that we can enforce during deployment, detecting
both disallowed and missing actions.

IoTBox can comprehensive explore the behaviors of a smart home and
can precisely identify rules to enforce. We empirically evaluated IoTBox on
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app bundles containing flawed behavior that were studied in prior work. We
find that it can effectively detect changes that introduce malicious behavior,
without producing false positives. A replication package is available [22].
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Chapter 8

(System of Interacting
Components) Test Mimicry to
Assess the Exploitability of
Library Vulnerabilities

8.1 Overview

Software engineering projects often depend on open-source software libraries [314,
244, 409]. As vulnerabilities in a project’s library dependencies may be
exploited by attackers of the project, developers have to understand their
project’s dependencies and update them whenever library vulnerabilities are
discovered. For example, the recent Log4Shell vulnerability, which affected
millions of devices, required client developers to update their applications
to use the latest version of the log4j library quickly [44, 15]. Moreover, as
the clients of a library include other libraries, a vulnerability in one library
would transitively propagate throughout the ecosystem of libraries and their
clients.

After library vulnerabilities have been fixed and publicly disclosed, client
developers are advised to update their dependencies to use the new, non-
vulnerable versions of libraries. However, studies have shown that client
developers are reluctant to update their dependencies. Many alerts regarding
vulnerable dependencies are false alarms [314], and developers may be wary
of breaking changes from library updates. This leaves client projects open to
exploitation of vulnerabilities in library dependencies [244, 130, 288, 409].

To address this problem, there have been proposed techniques that as-
sess the reachability of the vulnerable code (e.g. function) from the client

220



project, allowing developers and security researchers to better assess a vul-
nerability’s exploitability from the client project. Existing techniques use call
graph analysis to determine if the vulnerable code is called from the client
project [328, 156, 203]. As control-flow within functions is not considered,
existing techniques produce false alarms [156]. Fundamentally, these tools
are limited since they check only if a vulnerable function may be called, but
do not determine if the client projects are able to construct the inputs that
trigger the vulnerability [156, 328, 203].

Recently, Iannone et al. [203] proposed Siege, a tool that automatically
generates test cases demonstrating the exploitability of library vulnerabilities
for client projects [203]. Given a description of the vulnerability, which is
manually determined from a vulnerability-fixing commit, Siege targets the
coverage of a single line of library code indicated. Siege generates test cases
of the client projects that transitively execute the line of code, thus, providing
evidence that the library vulnerability can be reached from the client project.
While Siege could confirm the exploitability of some vulnerabilities, it is
limited by its inability to overcome the intrinsic complexity of exploiting
vulnerabilities; specific domain knowledge is required for triggering many
vulnerabilities [203].

Recreating the triggering conditions of a vulnerability may be challenging
because of the domain knowledge required. Take CVE-2019-12402 [13] in
Apache Tika as an example: an attacker can trigger a denial-of-service attack
by providing a zip file quine1, a specially-crafted zip file that is unzipped to
produce itself as output. It is extremely hard to build a zip file quine with
random mutations (as in fuzzing) even with some guidance.

To overcome the challenging requirement of extensive domain knowledge,
we propose to leverage test cases of the vulnerable, open-source libraries,
particularly the test cases that accompany the vulnerability fixes. Specifi-
cally, we propose a new framework, which we term Test Mimicry, depicted
in Figure 8.1. Expert domain knowledge and the conditions (e.g., specific
inputs, program state) of triggering a vulnerability are captured in the test
cases written by the domain experts. Rather than blindly generating test
cases, we generate test cases of the client project that invokes the vulnerable
method with the same arguments as the library’s vulnerability-witnessing
test cases. Rather than designing oracles to detect if a vulnerability has
been triggered, we detect the replication of the program state reached in the
vulnerability-witnessing test case.

Concretely, our framework uses the vulnerability-witnessing test case
from the library’s code, denoted as LT , to generate a test case, denoted

1https://www.cvedetails.com/cve/CVE-2019-10094/
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Figure 8.1: Test mimicry: Constructing a test case, CT , for the library’s
client that demonstrates the same library vulnerability as witnessed by a
library’s test case, LT .

as CT , for code in a client project that mimics LT . CT should test the client
program such that the library exhibits the same behavior when it was tested
with LT . If the same program state reached by LT can be reproduced, then
the vulnerability can be triggered from the client program. If so, then we
have evidence that the vulnerability is exploitable from the client project.

To this end, we implement a tool, TRANSFER. TRANSFER targets
client projects of open-source Java libraries. Given a library function, VF,
associated with a known vulnerability, TRANSFER executes the library
test case, LT , that demonstrates how the vulnerability can be triggered. Af-
ter identifying the program state relevant to the vulnerability, TRANSFER
extracts the triggering conditions, σ, which are satisfied by reaching the same
program state from a generated test case. TRANSFER uses an evolution-
ary algorithm to generate test cases, directing it to transitively invoke VF
through the client program and favors test cases closer to satisfying σ. Fi-
nally, TRANSFER outputs a test case if it is sufficiently close to satisfying
σ.

We evaluate TRANSFER by analyzing 22 real library vulnerabilities
from a wide range of domains (e.g. JSON parsing, file compression) and
types of vulnerabilities (e.g. XXE injections, unhandled exceptions). Ana-
lyzing 64 real client programs obtained from GitHub, we find that a library
vulnerability can be exploited from 42 of them. While Siege produces ex-
ploits for 5 client programs, TRANSFER generates exploits for 23 client
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programs.

8.2 Background and Motivation

Our work builds on prior studies on software composition analysis and search-
based test generation. In this section, we describe them.

8.2.1 Software Composition Analysis

Software composition analysis is a domain related to the identification and
replacement of vulnerable dependencies of software projects [156, 328]. Many
solutions enumerate through a project’s dependencies to detect potentially
vulnerable libraries (i.e., looking up the versions of the project’s dependencies
against a database of known vulnerable library versions). From the source
code of the project, a call graph is constructed to determine if a vulnerable
library function is reachable. These analyses produce false positives as static
call graphs may contain calls that do not occur at runtime [174, 348]. Hence,
existing approaches [156, 328] complement the static analysis with dynamic
analysis by running the client projects’ test cases to construct call graphs,
which reduces the number of false positives. These techniques are limited by
the test coverage of the client projects, which may be low [236, 235]. Fun-
damentally, call graph-based approaches are limited as they do not consider
control-flow or check that the inputs for triggering the vulnerability can be
passed from client programs [156, 328, 203].

Siege [203] is a search-based test generator that produces exploits on
client programs that executes vulnerable library code. These exploits are
in the form of test cases that reveal how the library vulnerabilities can be
exploited from the client programs. Exploits produced by Siege and our
tool, TRANSFER, act as evidence of the exploitability of the library vul-
nerability from the client projects.

8.2.2 Search-based test generation

Search-based techniques have been proposed for generating test cases to sat-
isfy a specified search criterion. EvoSuite generates test cases that achieve
high coverage for Java programs [158]. Siege [203] assesses the exploitabil-
ity of library vulnerabilities from client programs generating a test case for
the client program, guided by the criterion of executing a vulnerable line of
library code given as an input vulnerability description. Algorithm 10 shows
a simplified version of a genetic algorithm for generating test cases. Starting
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Algorithm 10: Simplified version of a genetic algorithm for gener-
ating test cases

Inputs: 1. goals, the search goals
2. M , the population size
3. search budget , amount of time to run

Output: tests, test cases
1 P0 = construct random population(M)
2 k = 0
3 fitness = compute fitness(pop, goals)
4 best fitness = max(fitness)
5 while best fitness < 1 and time spent <search budget do
6 k = k + 1
7 // offsprings through mutations and crossover
8 offsprings = generate offspring(Pk−1)
9 // evaluate fitness and pick top M tests

10 Pk = Pk−1∪ offsprings
11 fitness = compute fitness(Pk, goals)
12 Pk = select top M(Pk, fitness)

13 end
14 return Pk

15

with a population of randomly generated test cases, a fitness value for each
test case is computed with respect to the search goals (e.g., total code cov-
erage for EvoSuite, how close the test is to covering the vulnerable line of
code for Siege). While the search budget has not been exhausted and the
optimal fitness value has not been reached, the genetic algorithm produces a
new generation of test cases through mutations and crossovers on the previ-
ous generation of the test cases. The top M test cases are selected based on
their fitness values to populate the next generation. As such, test cases with
poor fitness are removed from the population.

A challenge faced by search-based test generators is the reproduction of
complex behaviors. It is difficult for unguided, random test case generation
to produce test cases that invoke complex behaviors. To generate test cases
that invoke more complex behaviors, many techniques have been proposed.
One such method is seeding [346], which uses existing knowledge about the
program to help solve the search process. For example, string and numerical
literals within the program are extracted into a constants pool. Seeding
increases the likelihood of the test generator using these values, allowing it to

224



Figure 8.2: The information of a vulnerability given in NVD. The high-level
description of the vulnerability makes assessing its possible impact difficult.

pass difficult conditional checks. A related technique is test carving [145, 346].
Test carving was proposed to convert larger system tests to a set of smaller
unit tests for the same project. The technique extracts parts of the program
state reached in the system tests as they are executed, capturing potentially
reusable objects that can be recreated when constructing new test cases. The
object states that comprise the program state may be difficult to recreate,
and carving allows the construction of new test cases that starts from the
same program state.

In this work, we build TRANSFER using the infrastructure and tooling
provided by EvoSuite. Due to its maturity [55, 134], TRANSFER uses
EvoSuite’s implementation of the genetic algorithm, including the crossover
and mutation operators. Unlike EvoSuite, TRANSFER seeks to repro-
duce, from client programs, the behavior demonstrated by the vulnerability-
witnessing test case. TRANSFER’s search criteria are dynamically deter-
mined from execution of the vulnerability-witnessing test case. TRANS-
FER targets the same vulnerable library function executed by the test case,
producing new test cases that satisfies the triggering conditions extracted
from its carved program state.

8.2.3 Motivating Example

From an alert about a new vulnerability in a library, e.g. CVE-2020-13956,
a developer of a project (which may itself be another library) using the vul-
nerable library (e.g. Apache HttpComponents) is unsure if the vulnerability
can be exploited. Figure 8.2 shows the vulnerability’s high-level descrip-
tion, indicating that the vulnerable behavior occurs when a “misinterpreted
authority component in request URIs” is input to the library. Without bet-
ter understanding the vulnerability’s exploitability and knowing that many
alerts about vulnerable dependencies are false alarms [315], the developer
may not prioritize the library update, leaving the library vulnerability in the
project open to exploitation.

On the other hand, with the test case generated by TRANSFER,
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Config config = new Config();
BasicClassicHttpRequest httpRequest =
new BasicClassicHttpRequest(”/”, null,
”http://blah@goggle.com:80@google.com/”);

HttpClient httpClient = new HttpClient(config);
try {
httpClient.execute(httpRequest);
fail (”Expecting IOException”);

} catch(IOException e) {
verifyException(”CloseableHttpClient”, e);
}

Figure 8.3: Snippet of a test case generated by TRANSFER, with changes
made for conciseness. The test case demonstrates how the client program
can transitively invoke VF with inputs that triggers the vulnerability.

the developer has evidence of the exploitability of the vulnerability from the
client project. As seen in Figure 8.3, the test case shows the client project
class (HttpClient) and function (execute) that transitively calls the vul-
nerable function, how the function from the client program may be invoked
to trigger the vulnerability (i.e. the construction of multiple classes from the
client project and a concrete example of a malformed URL triggering the
vulnerability, http://blah@goggle.com:80@google.com). While Siege strug-
gles to construct a malformed URL, TRANSFER uses the example of the
malformed URL from the library’s test case. Providing evidence of the ex-
ploitability of a vulnerable may motivate developers to update their library
dependencies.

Given the growing prevalence of library vulnerabilities, their widespread
impact, and the importance of detecting them, reducing the difficulty of
generating exploits for even a proportion of vulnerabilities would already
be helpful. Moreover, writing test cases for bug fixes is considered a good
software development practice [83]. Still, we assess the feasibility of using test
cases from libraries. We looked for vulnerabilities reported in vulnerability
databases [38, 39]. From the entries between March 2017 and March 2021,
we sampled 780 entries containing a reference to a GitHub commit fixing the
vulnerability. From the 780 entries, we identified 233 vulnerabilities from
libraries. Of the 233 vulnerabilities, 121 (over 51%) of the commits include a
test case, showing that a majority of vulnerabilities are fixed with test cases.
Furthermore, our analysis underestimates the true number of vulnerabilities
that can be revealed through a test case, as test cases may be introduced
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through a different commit from the vulnerability fix. This indicates that
test mimicry is likely to work for a large number of vulnerabilities.

Figure 8.4: Overview of TRANSFER. From the vulnerability-witnessing
test case from the library, TRANSFER produces an exploit for the client
project – the Software Under Test (SUT).

8.3 Test Mimicry

In this section, we describe the details of our tool, TRANSFER.

8.3.1 Objectives and Problem Formulation

From a known vulnerability in a library and a function associated with the
vulnerability, the vulnerable function, VF , a client program is a program from
a different project using the library. Given a test case, LT , that witnesses the
vulnerability, our goal is to assess if the library vulnerability can be exploited
in the client program by deriving a test case CT for the client program that
mimics LT . We refer to CT as the exploit (from the client program) and LT

as the vulnerability-witnessing test case (from the library code). We consider
that a library vulnerability can be exploited from the client project if CT
can be generated. CT is a test case invoking public functions of the client
program and transitively executes VF to exhibit the same behavior witnessed
by LT .
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8.3.2 Approach

Figure 8.4 presents an overview of our tool, TRANSFER. TRANSFER
takes as input 1) the vulnerability-witnessing test case, LT , from an open-
source library, 2) the vulnerable library function, VF, and 3) the code of
the client project that uses the vulnerable library. After instrumenting and
executing LT , TRANSFER extracts the triggering conditions, σ, from the
carved program state. TRANSFER generates a test case (that executes the
client program) that satisfies σ if it finds one within the search budget.

Execution of LT

Test mimicry relies on information from LT . TRANSFER instruments the
library code to carve LT , TRANSFER executes LT to invoke the vulner-
able library function, VF , and collects the sequences of function calls and
arguments to construct and initialize objects. Based on inputs and outputs
of VF , the relevant parts of the program state are extracted ( 1 in Figure
8.4).

Search Goals

To achieve the high-level objective of reproducing the vulnerable behavior,
TRANSFER attempts to direct test case generation towards code that exe-
cutes VF and bring the program to the same state as LT . To do so, TRANS-
FER constructs the search goals ( 2 in Figure 8.4) that will guide the test
generator. TRANSFER uses two types of search goals: line coverage goals
and a goal that represents the vulnerability’s triggering conditions. After
computing a static call graph, TRANSFER determines the paths from the
client program that lead to VF . For the functions on the paths, line cov-
erage goals are constructed for the lines in the functions. From the carved
object states obtained from the execution of LT , TRANSFER extracts the
vulnerability’s triggering conditions, σ.

Each search goal type is associated with a fitness function that estimates
the distance of a test case from satisfying the goal. For a line coverage goal,
the fitness functions measure how close the test case came to covering the
line. For the triggering conditions, the fitness function is an estimate of
similarity of the program state when invoking V F to σ (described in Section
8.3.3).

Line coverage goals for directed test generation. While our ob-
jective is to satisfy the conditions of triggering the vulnerability when tran-
sitively invoking VF , generating a test case that invokes VF through the
client program can be challenging. To address this challenge, TRANSFER
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constructs line coverage goals for the lines of the functions in the call graph
between the client program and VF , directing the search towards test cases
that are closer (covering code on paths in the call graph that end at VF ) to
invoking VF .

TRANSFER uses a standard fitness function for line coverage using
branch distance [283, 66]. Based on the control dependencies of the line, the
branch distance heuristically estimates how close a test case is to taking a
correct branch that the line depends on (e.g. how close the branch predicate
is to becoming true) when an undesired control-flow path is taken [283, 66].

Vulnerability-triggering conditions. TRANSFER carves LT to ob-
tain the program state associated with the triggering of the vulnerability,
from which it extracts values and properties of the objects to form the vul-
nerability triggering conditions. Test cases are generated and evolved towards
satisfying the triggering conditions.

To guide test generation towards the vulnerable behavior, the fitness func-
tions favor test cases that, through functions of the client project, invokes
VF with inputs and output having states that come closer to satisfying σ.
We provide more details in Section 8.3.3.

Evolutionary Test Generation

For test generation, TRANSFER uses an evolutionary algorithm to favor
the generation of fitter test cases ( 3 in Figure 8.4, with a simplified version
shown in Algorithm10). TRANSFER seeds the object pool with the carved
objects from LT , allowing TRANSFER to invoke the function calls to create
complex objects from the library. Due to EvoSuite’s maturity and effec-
tiveness [55, 134], we use its representation (i.e., a sequence of function calls)
and implementation of test chromosomes, crossover, and mutation operators
in TRANSFER. TRANSFER uses the multi-objective DYNAMOSA [311]
algorithm, shown to be the state-of-the-art for search-based test generation.

The DYNAMOSA [311] algorithm was proposed for test generators to
fully achieve the coverage of each individual goal. Other algorithms may
instead converge in a local optimum that minimizes its distance from multiple
objectives, but does not necessarily satisfy any individual goal [311]. This
characteristic of DYNAMOSA makes it suitable for our work as our primary
focus is to reproduce the program state of the vulnerability regardless of how
close the test case is to covering the other (line coverage) goals.

TRANSFER’s effectiveness stems from test mimicry, i.e. dynamically
constructing search goals determined from the execution of LT . In TRANS-
FER, the test case with the highest fitness with respect to σ is produced as
the output, CT , if its fitness is sufficiently high (set to a fitness threshold of
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0.9 in our experiments).
Once the triggering conditions are met or the search budget has been

used up, TRANSFER outputs the test case by considering only the search
goal representing the triggering conditions. We do not consider line coverage
goals when determining the best test case, as an exploit, CT , may not have
covered all lines in the functions between the client program and VF in the
call graph.

8.3.3 Satisfying a vulnerability’s triggering conditions

TRANSFER’s primary objective is the reproduction of the behavior re-
vealed by the LT . To detect that a test case has reproduced the same behav-
ior, TRANSFER uses the program state relevant to the input and output
of VF carved from the execution of LT , extracting a set of conditions as the
triggering conditions, σ. σ abstracts over the program state reached by LT .

To detect that a generated test case satisfies σ, TRANSFER compares
the inputs and outputs of VF with σ. If the test case successfully (transitively
through the client program) invokes VF with inputs and outputs that match
σ, then σ is satisfied and we consider that the test case has invoked VF
with the same behavior as LT . We emphasize that the test generator does
not produce test cases that directly call VF . Instead, TRANSFER
produces test cases that execute the client program, i.e., VF is transitively
invoked through the client program.

For example, based on the vulnerability discussed in Section 8.2.3, TRANS-
FER identifies that the vulnerability is triggered from the program state
reached by passing “blah@goggle.com:80@google.com” as an input to a func-
tion, URIUtils.extractHost used by the library to extract the host of a
URL. TRANSFER generates test cases of the client program that calls the
library functions that may directly or transitively invoke the
URIUtils.extractHost function.

During test generation on the client project, we compute the fitness of
the test case with respect to the triggering conditions. The fitness function
estimates the similarity of the program state reached by the generated test
case as compared to LT .

Vulnerability triggering conditions. The triggering conditions, σ, are
predicates over the values of the input and output of the VF . To detect if σ
is satisfied, we can view it as the comparison of the relevant objects captured
in σ during the execution of LT ( 2 in Figure 8.4) and their correspond-
ing values currently observed during the invocation of VF (as part of test

generation, 3 in Figure 8.4). The input of VF is its method receiver and
arguments, and its output is either its return value or an exception thrown
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during its execution. To simplify our description, let us define actuals to
refer to the inputs and output of VF when transitively invoked (through the
client program) by a generated test case. We define references as the cor-
responding values in σ, which capture the input and output values observed
during the execution of LT . During test generation, if all of actuals match
their corresponding parts in references , then σ is satisfied and CT has been
found.

The similarity between actuals and references is the average similarity
between the individual elements of actuals and their corresponding element
in references . The best similarity value is 1 and the worst similarity value is
0.

similarity(actuals , references) =
1
N
×

∑N
i=1 similarity(actuals [i ], references [i ])

For comparison between individual elements of actuals and references ,
TRANSFER compares them based on their type. We consider the following
types of values:

• Primitive and enumeration values: For primitive values (e.g., long,
int, char) as well as values of enums, TRANSFER directly compares
their values.

• String-like values: For values of types byte[], char[], String, TRANS-
FER compares them by computing the edit distance normalized by the
maximum length of the values.

• Objects: To compare two objects, TRANSFER compares their exter-
nally observable states [127].

• Files: For files, TRANSFER treats them as objects, however, any files
read by LT are also made available for reading to CT . File names are
stored in the constant pool to allow test cases to have a greater chance
of reading the file.

• Exceptions: Exceptions can be thrown by VF . TRANSFER considers
any exception as the output of VF , comparing its type and exception
message.

Comparing primitive or enumeration values

TRANSFER directly compares primitive values and enums. Primitive types
include long, int, short, double, float, char, boolean. If actual matches
reference, then a similarity value of 1 is returned, otherwise a similarity
value of 0 is returned.
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Algorithm 11: similarity stringlike(actual , reference): Comput-
ing the similarity of actual and reference when they are string-like
(e.g. String, char[])

Inputs: 1. actual , one of the objects in actuals.
2. reference, one of the objects in references .

Output: similarity between actual and reference, a float between 0
and 1.

function similarity stringlike(actual , reference):
1 edit dist = edit distance(actual, reference)
2 max len = max(length(actual), length(reference))
3 bug localization techni len > 0 ? 1 - edit dist / max len : 0

Comparing string-like values

For values that are string-like (i.e., char[], byte[], String), As shown in
Algorithm 11, during the generation of test cases, TRANSFER computes
the edit distance between the two string-like values. The fewer edits needed
to convert one value to the other, the more similar they are. The similarity
is then obtained by subtracting the edit distance normalized by the length
of the longer value from 1.

Comparing objects

For objects, TRANSFER characterizes them by their externally observable
state, using inspector functions [127] defined on the class. Inspector functions
refer to public methods that return a value and are side-effect free (deter-
mined through a simple static analysis [158]). The state of each object is
then constructed using the values returned by the inspectors. An example
object state for a java.net.URI object is given in Figure 8.5.

Similarity of two objects Algorithm 12 shows the computation of the
similarity between actual and reference. First, TRANSFER checks for null
for both the actual and reference objects (Lines 1-9). If both of them are
null, then TRANSFER considers them to be a match, otherwise, if either
actual or reference is null, TRANSFER assigns the lowest similarity score
(similarity=0).

TRANSFER compares inspectors only if both of them are non-null and
are objects of the same class (Lines 10 to 17). The similarity of the objects
is computed as the average similarity between the inspectors of the objects,
which will be described in the next paragraph. similarity(actual , reference)
returns a value between 0 to 1, where 1 is the highest similarity. TRANS-

232



{

getHost() -> "google.com",

getPath() -> "/",

getPort() -> 80,

...

isOpaque() -> true,

isAbsolute() -> true,

}

Figure 8.5: Simplified example of the object state of a URI object, identified
through a mapping of its inspector functions to their return values

FER conservatively rejects the match if no inspectors are found (Line 16).
Similarity of two objects w.r.t an inspector. Algorithm 13 shows

the computation of the similarity of actual and reference with respect to
a single, given inspector. Its return value is between 0 and 1, inclusively.
For each inspector function, TRANSFER uses a different similarity func-
tion based on the function return type. If the return type of the inspec-
tor is primitive, then the similarity of the two values is computed using
similarity primitive (described in Section 8.3.3). If the return type is string-
like, then similarity stringlike (Section 3) is invoked on the return values of
the inspectors instead. Otherwise, if the inspector returns another object, we
recursively invoke similarity (Figure 12). To avoid infinite recursion (e.g. a
function returning the another object of the same class), a depth parameter
can be configured in TRANSFER. For example, the normalize() function
of a java.net.URI returns another java.net.URI object. By default, we
limit our consideration of objects only up to a depth of two.

Comparing files

For files that are accessed during the execution of the vulnerability-witnessing
test, LT , they are treated as objects (e.g. typically files are accessed through
an InputStream object or a File object, and can be treated as such). The
files on the filesystem are copied and made available during the generation
of CT . The filenames are added as strings to the constants pool, which
allows TRANSFER to use the filename when generating test cases. As
they are treated as objects, TRANSFER uses the same similarity function
(Algorithm 12).
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Algorithm 12: similarity(actual , reference): computing the simi-
larity of two objects, actual and reference.

Inputs: 1. actual , one of the objects in actuals.
2. reference, one of the objects in references .

Output: similarity between actual and reference, a float between 0
and 1.

function similarity(actual , reference):
1 if reference == null and actual == null then
2 return 1
3 end
4 if reference == null or actual == null then
5 return 0
6 end
7 if actual.getClass() ̸= reference.getClass() then
8 return 0
9 end

10 ins = get inspectors(actual)
11 if ins is not empty then
12 obj sim ←

∑
in∈ins similarity(actual , reference, in)

13 obj sim ← 1
|ins| × obj sim

14 return obj sim

15 else
16 return 0
17 end

Comparing exceptions

TRANSFER compares exceptions thrown by VF by their types
(e.g. NullPointerException) and exception messages. While other stud-
ies [133] have used more sophisticated methods of comparing exceptions, we
find that the use of the exception type and message is sufficient to guide test
generation in our experiments.

Computing the fitness of a test case with respect to σ

From a single test case, the client program may invoke VF multiple times.
To compute the fitness score of a test case, TRANSFER takes the highest
similarity obtained among the multiple invocations of VF . Each invocation
of VF is associated with a set of inputs and outputs. The similarity of an
invocation, inv, to σ is computed based on similarity(actuals, references),
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Algorithm 13: similarity(actual , reference, inspector): Computing
the similarity score of an object to a reference object with respect
to a given inspector function

Inputs: 1. actual, an object from actuals
2. reference, an object from references
3. inspector, a single inspector function

Output: similarity, between 0 and 1. 1 indicates that the two
objects are equivalent wrt to inspector.

function similarity(actual , reference, inspector):
1 actual ins ← inspector(actual)
2 reference ins ← inspector(reference)
3 if inspector returns a string-like value then
4 return similarity stringlike(actual ins , reference ins)
5 end
6 if inspector returns a primitive value then
7 return similarity primitive(actual ins , reference ins)
8 end
9 if inspector returns another object then

10 return similarity(actual ins , reference ins)
11 end

where actuals are the inputs and output associated with inv. In turn, the
test case is as fit as the similarity of the invocation most similar to σ:

similarity(inv , references) = similarity(actuals , references)
fitness(testcase) = max(similarity(inv)), inv ∈ invocations

8.3.4 Implementation

We implement our tool, TRANSFER, that realizes our novel framework
of test mimicry, on top of the implementation of the genetic algorithm
and other infrastructure of EvoSuite 1.1.0. TRANSFER uses the DY-
NAMOSA [311] evolutionary algorithm for generating test cases. TRANS-
FER uses the default configuration of EvoSuite as prior work has shown
that tuning EvoSuite’s parameters does not lead to improved performance
over its default configuration [67]. The size of the population of test cases is 50
individuals. The default crossover operator is used, which is the single-point
crossover with probability of 0.75. Test cases are selected using tournament
selection, with a tournament size of 10. We use ASM [98] to instrument the
code, in particular, the vulnerable function VF .
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8.4 Empirical Evaluation

Our experiments aim to answer the following research questions:

RQ1. Can TRANSFER generate exploits in client programs that
demonstrate library vulnerabilities?

This research question is concerned with the efficacy of TRANSFER in
generating test cases that reveal client usage of vulnerable library functions.
Using a benchmark of library vulnerabilities and code from client projects
that we have identified by hand, we compute the number of true positives and
compute its accuracy. We use Siege [203] as the baseline for comparison.

RQ2. How do the different search goals affect the effectiveness of
TRANSFER?

TRANSFER has two types of search goals: the primary search goal
of satisfying the triggering conditions, and line coverage goals for directing
test generation towards the vulnerable library function. We investigate the
impact of the goal types on the effectiveness of TRANSFER via an ablation
study.

8.4.1 Experimental Setup

Experimental subjects. In our experiments, we analyzed 22 recent vulner-
abilities from 18 libraries. We manually selected the vulnerabilities for their
diversity; the vulnerabilities manifest a range of behaviors, ranging from
timeouts and out-of-memory errors (crash behaviors) to incorrect functional
behaviors (non-crash behaviors). Similarly, we selected widely-used libraries
that cover a range of domains, from file compression (Junrar), parsing XML
(Jackson, XStream) and JSON (Json-Smart, OSWAP Json), cryptographic
libraries (Bouncy Castle), to HTTP requests (HttpClient). Consequently, the
vulnerabilities are not restricted to a single domain. Apart from considering
vulnerabilities publicly disclosed as CVEs in the NVD database, we studied
several vulnerabilities that were fixed silently [352, 115]. These vulnerabilities
were identified from publicly accessible vulnerability databases [38, 39].

The vulnerabilities used in our experiments are provided in Table 8.1.
Half of these vulnerabilities (11 vulnerabilities) result in crashes, exceptions,
or timeouts. The other 11 vulnerabilities do result in non-crashing behav-
iors. For example, two vulnerabilities from Apache HttpClient manifest as
incorrect functional behavior (e.g. constructing a URI with an incorrect
hostname).

For each vulnerability, we identified the vulnerable library function and
a vulnerability-witnessing test case through manual analysis. Next, we
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Table 8.1: The vulnerabilities used in our experiments, including the names
and descriptions of the vulnerable libraries, and the effect of the vulnerability.
✕ indicates that an exploit could not be generated. A single ✓ indicates one
exploit for a client program was successfully constructed. Two ✓ indicates
that exploits were successfully constructed for both client programs.

Vulnerability Library Siege TRANSFER

CVE-2020-28052 Bouncy Castle ✕ ✓✓

CODEC-134 [12] Apache Codecs ✕ ✓✓

CVE-2020-13956 Apache HttpClient ✕ ✓✓

HTTPCLIENT-1803 [35] Apache HttpClient ✕ ✕

CVE-2019-14900 Hibernate ✕ ✕

CVE-2020-15250 JUnit ✓✓ ✓✓

CVE-2021-23899 OWASP ✕ ✓

JSON Sanitizer

CVE-2020-26217 XStream ✕ ✓✓

CVE-2019-12415 Apache POI ✕ ✕

CVE-2018-1000632 Dom4J ✕ ✓

CVE-2020-10693 Hibernate ✕ ✕

CVE-2018-1000873 Jackson ✕ ✕

CVE-2019-12402 Apache Compress ✕ ✓

CVE-2018-12418 Junrar ✕ ✓✓

CVE-2019-10094 Apache Tika ✕ ✓

TwelveMonkeys-595 [33] TwelveMonkeys ✕ ✕

CVE-2020-28491 Jackson ✕ ✕

CVE-2018-1274 Spring Framework ✕ ✕

CVE-2021-27568 Json-smart ✓ ✓

Zip4J-263 [34] Zip4J ✓✓ ✓✓

Spring Security-8317 [36] Spring Framework ✕ ✓✓

CVE-2017-7957 XStream ✕ ✓✓

Total 5 23
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manually identified up to two vulnerable, real client projects for each library
vulnerability. For the 22 vulnerabilities, we investigated a total of 64 client
projects with source code available on GitHub. From 64 client projects, we
obtained 42 pairs of (vulnerability, client program) where the client program
is able to trigger the library vulnerability. In the other 24 cases, we2 con-
firmed that the client programs are unable to trigger the vulnerability despite
calling the vulnerable function, using this to validate that TRANSFER does
not generate test cases unnecessarily. All pairs that we investigated are pro-
vided on the project website3.

While Siege was evaluated on 11 vulnerabilities by Iannone et al. [203],
the experiments involved only toy client programs that were written by hand.
As such, the client programs may not reflect actual usage of the libraries. We
do not use handwritten experimental programs in our experiments. Instead,
we use realistic client programs from open-source repositories on GitHub.

Vulnerabilities may depend on many conditions to be triggered, including
environmental factors such as software configuration. These environmental
factors differ between vulnerabilities. In our experiments, we do not model
environmental factors (e.g. specific configurations of the library or client
project) or global variables, although it is possible to expand a vulnerability’s
triggering conditions to account for them.

Baselines. As baseline, we compare TRANSFER to Siege [203].
Siege is a test generator that targets a single vulnerable line of code given as
input. We use the code provided in the replication package of Siege. To use
Siege in our experiments, we identified a line of code for each vulnerability.
In the ablation study, after removing both types of goals from TRANS-
FER, we compare TRANSFER against EvoSuite, which optimizes for
code coverage in the client program.

Experimental setup. We ran TRANSFER and Siege for up to 10
minutes. In studies related to test generation, experimental durations range
from a few minutes [91, 133, 370, 338] to several days [194]. We selected 10
minutes for the same experimental duration as studies on crash reproduc-
tion [370]. Our experiments were run on a machine with 2.3 GHz Dual-Core
Intel Core i5 with 8GB of RAM.

To mitigate the effect of randomness, we repeat each run 20 times. We
consider that a vulnerability is shown to be exploitable from a client program
if a tool (i.e., TRANSFER or Siege) is able to construct an exploit at least
50% of the time, similar to previous studies on crash reproduction [370].

A true positive (“TP”) is the successful generation of a test case for

2The first and second authors manually investigated the client projects.
3https://github.com/soarsmu/transfer
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Table 8.2: Number of true positives, false negatives, and proportion of vul-
nerabilities detected by TRANSFER, TRANSFER without directed test
generation, TRANSFER without the triggering conditions, and a baseline
EvoSuite.

Approach # TP # FN % detected
TRANSFER 23 19 55%
− directed generation 20 22 48%
− triggering conditions 4 38 10%
− both (EvoSuite) 4 38 10%

the client program that triggers the library’s vulnerability. A false negative
(“FN”) is the failure to generate a test case triggering the library’s vulner-
ability when the vulnerability can be triggered. To determine if a test case
triggers the vulnerability, we manually inspected and ran them to check that
they indeed recreated the conditions that triggers the vulnerabilities. We
compute the proportion of vulnerable client programs for which TRANS-
FER/Siege successfully generates an exploit.

8.4.2 Experimental Results

RQ1. Efficacy of TRANSFER

The client projects and vulnerabilities detected by TRANSFER are given
in Table 8.1. TRANSFER confirmed the exploitability of the library’s vul-
nerability in 55% (23 / 42) of the client programs. In contrast, Siege [203]
was only able to construct an exploit for 5 client projects (12% of the total
vulnerable client programs). TRANSFER outperforms Siege in 13 cases.
This shows that TRANSFER can generate exploits for client programs, out-
performing the state-of-the-art test generator by a large margin (over 40%
increase in number of generated exploits).

Among the client programs where TRANSFER succeeded in generat-
ing an exploit, TRANSFER required an average of 27 generations, and
took an average of 41 seconds to produce an exploit. This suggests that
TRANSFER could quickly construct exploits for the vulnerabilities in our
experiments.

A desirable quality of TRANSFER is the absence of false alarms. There-
fore, TRANSFER should not produce a test case when the vulnerability
cannot be exploited. Among the 24 cases where the client programs are un-
able to trigger the vulnerability, we found that TRANSFER exhibited the
correct behavior by not producing test cases. Note that the call graphs com-
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puted for these pairs indicate that the vulnerable function could be invoked
from the client programs, suggesting that existing call graph-based detectors
would incorrectly report false alarms.

Among the total of 17 libraries considered, TRANSFER is able to trigger
the vulnerabilities in 14 libraries. Of the 22 vulnerabilities, 11 are not crash-
related and TRANSFER detects 7 of these 11 vulnerabilities. This indicates
that TRANSFER is able to detect non-crash vulnerabilities. As for the
other 11 vulnerabilities with exceptions, crashes, or timeouts, TRANSFER
detects 7 of them, suggesting that TRANSFER is effective for both crash
and non-crash vulnerabilities.

Answer to RQ1: TRANSFER is able to generate exploits for vulnera-
bilities for 14 libraries, producing 23 exploits for 64 client programs. The
baseline Siege was only able to generate 5 exploits.

RQ2. Ablation study

Next, we performed an ablation study on TRANSFER by disabling the
search goals accordingly. Table 8.2 shows the results of this experiment.

Without the primary goal of the triggering conditions, TRANSFER
created exploits of only 3 vulnerabilities from the client programs. In this
setting, TRANSFER is equivalent to EvoSuite if EvoSuite considers
only the line and branch coverage goals of the path along the call graph and
the vulnerable function are provided. The decrease in effectiveness shows
that the triggering conditions are essential. Without them, TRANSFER is
unable to select a test case that confirms that the vulnerability is exploitable.

By dropping the line coverage goals that direct test generation towards
the vulnerable library function, TRANSFER is unable to trigger the vul-
nerability in 3 cases (CVE-2020-28052, CVE-2020-13956, CVE-2019-10094 ).
Without the line coverage goals, TRANSFER had to generate a test case
that reached the vulnerable function through completely random mutations.
As such, the generated test cases are less likely to invoke the vulnerable
function.

Table 8.3 shows the four cases where we observed that directed test gener-
ation substantially changed the number of generations required for TRANS-
FER to discover an exploit. For the other cases, we did not notice a sig-
nificant change in the number of generations required. In 3 of 4 cases, the
line coverage goals allowed TRANSFER to discover the exploit in a smaller
number of generations. However, in one case (CODEC-134 ), the line cov-
erage goals slowed down the search. In the other 16 cases, TRANSFER
performed similarly with or without the line coverage goals.
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Table 8.3: The average number of generations required (number of seconds
given in parentheses) for TRANSFER to find an exploit, with and without
the use of the line coverage goals that direct test generation towards code on
the call graph between the client program and the vulnerable function.

Vulnerability TRANSFER −directed test generation
CODEC-134 34 (21s) 20 (15s)
CVE-2020-13956 26 (41s) 58 (50s)
CVE-2021-23899 2 (20s) 6 (108s)
CVE-2019-12402 7 (11s) 343 (328s)

Along with the 3 cases where TRANSFER could not reveal the vulnera-
bility in the client programs, there are a total of 7 cases (41% of the 17 cases
where TRANSFER could detect the vulnerability in the client program)
where the line coverage goals increased the effectiveness of TRANSFER.
Therefore, we see that the line coverage goals were important, although not
essential, in our experiments.

Answer to RQ2: While test generation directed by line coverage helped,
guiding test generation to satisfy the triggering conditions extracted from
the carved program state was essential to TRANSFER.

8.5 Discussion

We qualitatively analyse our results to better understand the performance of
TRANSFER and discuss threats to validity.

8.5.1 Qualitative Analysis

Why did TRANSFER work?

Generating complex inputs. Both TRANSFER and Siege direct
test generation towards the vulnerable library code. However, there are 18
client programs where Siege was not able to uncover the library vulnerability
while TRANSFER was able to. Our ablation study reveals that capturing
the triggering conditions of the vulnerabilities was the key to TRANSFER’s
effectiveness. Indeed, many vulnerabilities are corner cases and exceptional
behaviors of the software system, and TRANSFER targets the triggering
conditions, which provides better guidance for uncovering the vulnerability.
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arg1.getRawAuthority()==

"blah@goggle.com:80@google.com"

&& arg1.getScheme() == "http"

&& arg1.getRawPath() == "/"

...

Figure 8.6: Part of the triggering conditions identified for CVE-2020-13956

As an example, we use CVE-2020-13956 from Section 8.2.3, a simplified
version of the triggering conditions captured from the library’s test case is
shown in Figure 8.6. The vulnerability manifests when an invalid URL (e.g.
“blah@goggle.com:80@google.com”) is passed into the vulnerable function,
and causes a connection to an unexpected host. Neither EvoSuite nor
Siege account for the necessary inputs and program state for the exploit.
EvoSuite aims to covers all other behaviors, while TRANSFER targets
a single behavior encapsulated by the triggering conditions, σ. Siege has
to construct an invalid URL from scratch, while TRANSFER leverages the
input from the library’s test case.

Guidance from triggering conditions. In Table 8.2, TRANSFER
using only directed test generation without the triggering conditions performs
identically to EvoSuite. Given that only one class is targeted, the search
budget of 10 minutes may have provided enough time for EvoSuite to
cover the same code locations that TRANSFER was directed to. This
indicates that the guidance from the triggering conditions contributed to the
improvements of TRANSFER over EvoSuite.

Compared to Siege, TRANSFER and Siege fundamentally differ in
how they guide the test generator. Siege checks for the coverage of a vul-
nerable line of code in the library, while TRANSFER checks if program
state reached by the library test case has been reproduced. In 7 vulnera-
bilities in our experiments, both benign and malicious inputs would cover
the same lines of code, and, hence, Siege does not succeed in creating an
exploit. In these cases, guiding the test generator by code coverage may not
be enough for producing an exploit.

Complementary to existing tools.

We suggest test mimicry is complementary to existing, call graph-based tech-
niques [156, 328]. Call graph-based techniques produce false positives, which
may lead to low adoption [239, 215]. If TRANSFER succeeds in demon-
strating that a vulnerability can be exploited, then developer effort can be
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reduced. However, if TRANSFER fails in generating a test case, it does
not mean that the vulnerability is not exploitable, and developers will have
to expend effort in investigating the vulnerability.

Test mimicry relies on a test case from the library. While the test case
demonstrates the vulnerability, the extracted triggering conditions, σ, do
not characterize all possible triggers of the vulnerability. For example, the
test case of CVE-2020-13956 (Figure 8.6) shows one possible URL out of
many that could trigger the vulnerability. Nevertheless, as our goal is to
demonstrate that the vulnerability may be exploited from a client program,
having a single example may suffice to guide the creation of a test case
demonstrating the vulnerability’s exploitability.

Next Steps

While TRANSFER was successful in a number of cases in our evaluation,
we identified some limitations to be addressed in future work.

Dependence on inspector functions. In TwelveMonkeys-595, TRANS-
FER is unable to produce a test case as the arguments to the vulnerable
function lacked inspector functions. TRANSFER could not extract trig-
gering conditions that capture the program state. In the future, we plan to
additionally use other means of extracting vulnerability-triggering conditions
beyond the use of inspectors.

Irrelevant program states. In Figure 8.6, the triggering conditions
captured aspects that were irrelevant to triggering the vulnerability (e.g.
getScheme() == “http”) along with the the necessary aspects (having
getRawAuthority() set to an invalid URL, “blah@goggle.com:80@google.com”).
In other words, the triggering conditions captured by TRANSFER are more
specific than the actual conditions required to trigger the vulnerability. While
TRANSFER is able to construct a test case that satisfies the triggering con-
ditions in Figure 8.6, including its irrelevant aspects, we found that in other
cases, TRANSFER may have been limited by its inability to satisfy the ir-
relevant aspects of the captured triggering conditions. In the future, we will
explore techniques from the area of test input minimization for the extracted
triggering conditions.

8.5.2 Threats to Validity

A threat to validity is the selection of vulnerabilities in our experiments.
The vulnerabilities and client projects were selected through manual analysis.
While the type of test case is not a limitation of the method, the test case
has to target only the vulnerable behavior (i.e., it does not exercise unrelated
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behaviors of the vulnerable code location). Otherwise, there is no way to
correctly identify the right behavior associated with the vulnerability.

Our experiments focused on the effectiveness of the test mimicry tech-
nique. As such, we focused on evaluating the design decisions unique to
TRANSFER and used the default parameters of EvoSuite. If we fine-
tune the parameters of the search parameters, TRANSFER may perform
better in our experiments and we leave these experiments for future work.
Likewise, we used the DynaMOSA search algorithm as it has been shown to
outperform other search algorithms in generating test cases [311, 102].

Regarding the generalizability of our findings, we selected vulnerabilities
that range across multiple domains for our experiments. Table 8.4 shows
the description of each library in our experiments while Table 8.5 shows
the number of successfully generated test cases for the domains of libraries
considered in our experiments. As our experiments covered various domains,
we believe our approach is not limited to specific domains and we expect it
to generalize to domains beyond our evaluation. Still, it is possible that it
will not work on some domains that we have not identified yet. Compared
to the benchmark of Iannone et al. [203], our benchmark is larger and uses
realistic client programs instead of toy programs.

8.6 Related Work

Software Composition Analysis and Search-based Test Generation are dis-
cussed in Section 8.2. Here, we discuss other related works.

Automated Exploit Generation. Our work is related to the field of
Automated Exploit Generation [73, 107], with the same goal of producing
exploits for known vulnerabilities. Brumley et al. [97] have shown the pos-
sibility of generating exploits based on the patch fixing the vulnerability.
While our work relies on information in a patch, we demonstrate that the
test case accompanying the bug fix can be used to generate exploits, while
prior work used only the modified code. Moreover, Brumley et al. [97] only
creates exploits of vulnerabilities associated with missing input validation.

Other studies that automatically generate exploits study specific types
of vulnerabilities for a narrow range of software systems [418, 190, 411, 197,
113, 434]. For example, Chen et al. [113] generate exploits for vulnerabilities
caused by out-of-bounds writes, generating 11 exploits. You et al. [434]
proposes the use of natural language processing to extract information to
guide fuzzing, triggering 18 vulnerabilities in the Linux kernel. In contrast,
TRANSFER construct test cases for a wide range of vulnerabilities for Java
programs.
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Table 8.4: Descriptions of the libraries and vulnerabilities analyzed in this
study

Vulnerability Library Effect of vulnerability

CVE-2020-28052 Bouncy Castle wrong functional behavior

CODEC-134 [12] Apache Codecs wrong functional behavior

CVE-2020-13956 Apache HttpClient wrong functional behavior

HTTPCLIENT-1803 [35] Apache HttpClient wrong functional behavior

CVE-2019-14900 Hibernate SQL injection

CVE-2020-15250 JUnit wrong file permissions

CVE-2021-23899 OWASP JSON Sanitizer arbitrary code injection

CVE-2020-26217 XStream remote code execution

CVE-2019-12415 Apache POI XXE Injection

CVE-2018-1000632 Dom4J XXE Injection

CVE-2020-10693 Hibernate bypass input sanitization

CVE-2018-1000873 Jackson slow performance

CVE-2019-12402 Apache Compress infinite loop

CVE-2018-12418 Junrar infinite loop

CVE-2019-10094 Apache Tika infinite loop

TwelveMonkeys-595 [33] TwelveMonkeys infinite loop

CVE-2020-28491 Jackson out of memory

CVE-2018-1274 Spring Framework out of memory

CVE-2021-27568 Json-smart exception

Zip4J-263 [34] Zip4J exception

Spring Security-8317 [36] Spring Framework exception

CVE-2017-7957 XStream exception

Table 8.5: The domains of the libraries considered and the number of gener-
ated exploits in our experiments.

Domain Libraries # exploits

File compression Zip4J, Commons Compress 5
Serialization/deserialization XStream, jackson, dom4j 6
Web development/utilities Spring, Hibernate ORM 4
Data encoding/cryptography Bouncy castle, Apache POI 4
File formats (PDFs, images) Apache Tika, Twelvemonkey 1
Test Framework JUnit 1
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Test input generation. There is a large amount of work on test input
generation [1, 219, 91, 282, 195, 194, 308, 253, 394, 89, 111, 164]. These
studies use fuzzing or symbolic execution, focus on maximizing coverage [1,
91, 308, 111, 164], or finding vulnerabilities with oracles such as crashes or
poor performance [253, 256, 322]. Compared to these studies, apart from
generating test inputs (e.g. a string), TRANSFER constructs the sequence
of different function calls (e.g. constructors, setter functions) that set up
the object states necessary to trigger the vulnerability. Provided with a
vulnerability-witnessing test case, TRANSFER focuses on demonstrating a
single, vulnerable behavior and is able to detect vulnerabilities that do not
manifest as crashes.

Directed fuzzing [89, 410, 109] focuses fuzzing efforts on selected code
locations. Similarly, TRANSFER directs test generation towards the vul-
nerable code location. However, beyond reaching the same code locations,
TRANSFER focuses on reproducing the program state reached in a library
test case to check if a library vulnerability can be exploited from a client
program.

Crash reproduction. Botsing [133] is an approach that uses search-
based test generation to reproduce crashes given stacktraces. Botsing is
complementary to our approach in detecting vulnerabilities that result in
crashes. However, not all vulnerabilities manifest as exceptions and Botsing
cannot be used without a stacktrace. As such, we do not use Botsing in our
experiments as just 4 out of the 22 studied vulnerabilities result in exceptions.

Reusing test cases. Researchers have proposed techniques that reuses
existing test cases from other projects [448]. Given similar but not identical
programs, Zhang and Kim [448] try to reuse existing test cases to enable
behavioral comparison between the programs. Our work is similar in reusing
properties of an existing test case in a different software system, but we focus
on generating tests for client programs rather than similar programs. While
Mujahid et al. [293] proposes the use of client test cases to detect breaking
changes in libraries, our work proposes the use of library test cases to detect
the exploitability of library vulnerabilities from client programs.

8.7 Summary

We propose test mimicry to leverage vulnerability-witnessing test cases from
open-source libraries, generating test cases for client projects that demon-
strate the exploitability of the library vulnerabilities. Our tool, TRANS-
FER, captures the program states reached by the library test cases, directing
test case generation for client programs towards reconstructing them.
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Chapter 9

Conclusion and Future Work

9.1 Conclusion

Today, software projects frequently use third-party software components, e.g.
libraries. Working with libraries and their APIs is, therefore, an essential
part of software development. Likewise, improving the reliability of software
that reuse existing software components is now a critical task that demands
greater research attention.

This dissertation presents several techniques for fortifying software sys-
tems, paying particular attention to issues that may arise at the seams [148]
of software, where multiple parts of the software system interaction. We
summarize the impact of this dissertation in three aspects:

1. We develop techniques to learn patterns regarding API usages and con-
straints. We employ active learning for mining subgraph patterns from
GitHub to train an API misuse detector. We find that active learning
can weaken the reliance on frequency to determine the correctness of a
usage pattern (Chapter 3). We use search-based test generator to gen-
erate execution traces of underexplored API usage patterns, providing
counterexamples to incorrectly learned rules (Chapter 5). While one
study focuses on static analysis, while the other on dynamic analysis,
the experiments from both studies highlight that the importance of the
inclusion of uncommon API usage patterns when mining and inferring
models.

2. We support existing static analysis and dynamic analysis techniques.
Our replication study showed that there is room for improving tech-
niques that postprocess warnings from static analyzers. To reduce the
need for a large number of labelled examples, we carefully select a small
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number of examples for labelling to maximize their informativeness
when employing in-context learning to filter out false alarms (Chapter
4). When building a fuzzer of deep learning libraries, our approach in-
vokes the library with informative inputs that allow for the refinement
of its model of the API’s input constraints (Chapter 6). This enables
the generation of valid, diverse inputs. Both studies had experimental
results that suggested that the consideration of small number of infor-
mative data points can lead to a large improvement in bug detection
effectiveness of both static and dynamic analysis.

3. Finally, we highlight the challenge and importance of analyzing a soft-
ware system comprising multiple interacting components. In an Internet-
of-Things environment, our experiments show that handcrafted rules
may lead to large number of false alarms, and may fail to detect mali-
cious behaviors (Chapter 7). When a program includes a library, vul-
nerabilities in the library may be exploited from the program (Chapter
8). Our work paves the way forward in addressing these problems,
proposing approaches that automatically reveal unexpected behaviors
and confirming that a vulnerability may be exploited. As developers
have to judicious about constructing complex software systems, more
work has to go into supporting them.

9.2 Future Work

Here, we describe potential work that may advance the work presented in
this dissertation.

Obtaining more types of information from oracles. Our work
relies on active learning, in which an oracle is queried for feedback. We
explored both the use of feedback from human oracles as well as from the
execution of programs. The proposed approaches had an objective to reduce
the number of queries presented to the oracle. Still, each query is expensive.
Instead of reducing the number of queries, future work may benefit from
the exploration of types of queries that may provide more information. It
may be worthwhile to explore other means of obtaining information and
feedback from the oracles, such as the human-in-the-loop. For feedback from
human oracles, one possible direction is that a human annotator can provide
explanations for each label. For feedback from program executions, collecting
more information by applying more instrumentation may be able to provide
more contextual information.

More expressive representations and models. We have explored a
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wide variety of representations of abstractions for modelling API constraints
and usages. Nevertheless, each type of representation make trade-offs be-
tween different desirable qualities. A formal, symbolic representation allows
for precise rules and reasoning, while a continuous, vector representation
seems to better support learning on vast corpora of publicly-available open-
source data. Future studies should explore more ways of expressing knowl-
edge about APIs, such as the use of neurosymbolic approaches.

Providing more context and explanations when producing alerts.
A recurring theme in this dissertation is the reluctance of developers to adopt
tools when provided a large number of false alarms and the lack of precision
in models (warnings from static analysis, handcrafted models/rules for moni-
toring a system, alerts about library vulnerabilities). This suggests that when
developer tools are developed, more consideration can be placed on usability
by providing more context to the alerts such that inspecting and suppress-
ing a false alarm requires only some effort. Apart from providing greater
context, developers are also known to prefer using tools that enable a short
feedback loop when making decisions. Future work can explore the types
of information that are useful to distinguish between true and false alarms
when providing an alert to developers, as well as the interaction between the
developer and the tool.

To conclude, as the use of libraries and reusable software components
grow, there are tremendous challenges and opportunities. The work in this
dissertation has addressed some aspects of software reliability related to the
interaction between software systems. We hope our work encourages future
work into understanding and addressing the problems we have highlighted.
We believe that there will be more advances and breakthroughs made in this
field, which will enable greater developer productivity and software reliability
when reusing software.
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[76] Babić, D., Bucur, S., Chen, Y., Ivančić, F., King, T., Ku-
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[243] Krüger, S., Späth, J., Ali, K., Bodden, E., and Mezini, M.
CrySL: An extensible approach to validating the correct usage of cryp-
tographic APIs. IEEE Transactions on Software Engineering (2019).

[244] Kula, R. G., German, D. M., Ouni, A., Ishio, T., and In-
oue, K. Do developers update their library dependencies? Empirical
Software Engineering 23, 1 (2018), 384–417.

[245] Lagouvardos, S., Dolby, J., Grech, N., Antoniadis, A., and
Smaragdakis, Y. Static analysis of shape in TensorFlow programs. In
34th European Conference on Object-Oriented Programming (ECOOP
2020) (2020), Schloss Dagstuhl-Leibniz-Zentrum für Informatik.

[246] Lamothe, M., and Shang, W. When APIs are intentionally by-
passed: An exploratory study of API workarounds. In 42nd Interna-
tional Conference on Software Engineering (ICSE) (2020), vol. 2020.

[247] Lamothe, M., Shang, W., and Chen, T.-H. P. A3: Assisting
android api migrations using code examples. IEEE Transactions on
Software Engineering (2020).

[248] Landis, J. R., and Koch, G. G. The measurement of observer
agreement for categorical data. biometrics (1977), 159–174.

[249] Le, T.-D. B., Bao, L., Lo, D., Gao, D., and Li, L. Towards min-
ing comprehensive Android sandboxes. In 2018 23rd International con-
ference on engineering of complex computer systems (ICECCS) (2018),
IEEE, pp. 51–60.

[250] Le, T.-D. B., Le, X.-B. D., Lo, D., and Beschastnikh, I. Syn-
ergizing specification miners through model fissions and fusions (t). In
2015 30th IEEE/ACM International Conference on Automated Soft-
ware Engineering (ASE) (2015), IEEE, pp. 115–125.

[251] Le, T.-D. B., and Lo, D. Beyond support and confidence: Exploring
interestingness measures for rule-based specification mining. In 2015
IEEE 22nd International Conference on Software Analysis, Evolution,
and Reengineering (SANER) (2015), IEEE, pp. 331–340.

274



[252] Le, T.-D. B., and Lo, D. Deep specification mining. In Proceed-
ings of the 27th ACM SIGSOFT International Symposium on Software
Testing and Analysis (2018), ACM, pp. 106–117.

[253] Le, X.-B. D., Pasareanu, C., Padhye, R., Lo, D., Visser,
W., and Sen, K. SAFFRON: Adaptive grammar-based fuzzing for
worst-case analysis. ACM SIGSOFT Software Engineering Notes 44,
4 (2019), 14–14.

[254] Le-Cong, T., Kang, H. J., Nguyen, T. G., Haryono, S. A.,
Lo, D., Le, X.-B. D., and Huynh, Q. T. Autopruner: transformer-
based call graph pruning. In Proceedings of the 30th ACM Joint Eu-
ropean Software Engineering Conference and Symposium on the Foun-
dations of Software Engineering (2022), pp. 520–532.

[255] Legunsen, O., Hassan, W. U., Xu, X., Roşu, G., and Mari-
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