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Vision-based Analytics for Improved Al-driven IoT
Applications

Amit Sharma

Abstract

Proliferation of Internet of Things (IoT) sensor systems, primarily driven by cheaper
embedded hardware platforms and wide availability of light-weight software plat-
forms, has opened up doors for large-scale data collection opportunities. The avail-
ability of massive amount of data has in-turn given way to rapidly growing machine-
learning models e.g. You Only Look Once (YOLO), Single-Shot-Detectors (SSD)
and so on. There has been a growing trend of applying machine learning techniques,
e.g., object detection, image classification, face detection etc., on data collected
from camera sensors and therefore enabling plethora of vision-sensing applications
namely self-driving cars, automatic crowd monitoring, traffic-flow analysis, occu-
pancy detection and so on.

While these vision-sensing applications are quite useful, their real-world de-
ployments can be challenging for various reasons namely DNN performance drop
on data collected in-the-wild, high energy consumption by vision sensors, privacy
concerns raised by the captured audio/video data and so on. This dissertation ex-
plores how a combination of IoT sensors and machine-learning models can help
resolve some of these challenges. It proposes novel vision-analytics techniques,
aimed at improving the large-scale adoption of vision-sensing techniques, with their
potential performance improvements demonstrated by using two different vision-
sensing systems namely SmrtFridge and CollabCam .

First, this dissertation describes SmrtFridge system, which uses a combination
of embedded RGB & Infrared (IR) camera sensors and a machine-learning model
for automatic food item identification and residual quantity sensing. SmrtFridge

adopts a user interaction-driven sensing approach which is triggered as and when a



user is interacting (adding/removing items) with any food item. Using two different
processing pipelines, i.e., motion-vector based and IR based, SmrtFridge isolates the
food item from the other background objects that might be present in the captured
images. The segmented items are then assigned a food label by an image classifier.
SmrtFridge shows that using these segmentation techniques can help convert the
item identification problem from a complex object-detection problem to a relatively
simpler object-classification problem. Also, SmrtFridge proposes a novel IR based
residual quantity estimation technique which can quantify the residual content in-
side food item containers (transparent/opaque) of various shapes, sizes and material
types.

Secondly, this dissertation presents CollabCam, a novel and distinct multi-camera
collaboration framework for energy efficient visual (RGB) sensing in a large-scale
camera deployment. CollabCam exploits the partially overlapping FoVs of cam-
eras to selectively reduce imaging resolution in their mutually common regions.
This resolution reduction can enable overall energy savings of a camera sensor
by reducing the energy consumption in image capture, optional storage and net-
work transmission. CollabCam proposes novel techniques for (a) autonomous and
accurate estimation of overlapping regions between a pair of cameras (b) mixed-
resolution sensing where selected regions of an image are captured at lower resolu-
tion, whereas the remaining regions are captured at default (higher) resolution and
(c) collaborative object inference where a modified DNN model, called Collab-
DNN, utilizes the perspective of other collaborating cameras to enhance perfor-
mance of object detection on low-resolution images. Application of CollabCam
techniques on two publicly available datasets demonstrates the potential high en-
ergy savings for a multi-camera system and takes a step towards making energy

efficient large-scale vision-sensing systems a reality.
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Chapter 1

Introduction

The market for Internet-of-Things (IoT) devices is expected to witness explosive
growth in the next decade [7]. Such growth is driven both by the proliferation of
low-cost sensors (such as infra-red sensors [19, 6], visual (RGB) cameras [13] and
even short-range radar [18]) and the increasing availability of powerful embedded
device platforms (e.g., Nvidia’s Jetson Nano platform [10]) that allows the execu-
tion of neural network models to extract real-time intelligence from such multi-
modal sensor data. Indeed, it is interesting to note that even previously expensive
and bulky sensing modalities are gradually becoming available in consumer-grade
devices such as smartphones—e.g., Google’s Pixel 4 smartphone includes an in-
tegrated radar sensor for short-range sensing of gestural motion [9], while Apple’s
has already integrated LiDAR sensors [1] in several of its products namely iPad pro,
iPhone 12 pro. The pervasive deployment of such multi-modal sensing capabilities
is ushering in a variety of novel applications across many domains, including smart
city initiatives [56, 16, 15], smart healthcare [28, 105, 4], home automation [20],
vision based gesture [26, 83], among others.

Visual sensing represents one of the most powerful sensing modalities for these
emerging categories of IoT-based applications. The rapid adoption of visual sens-
ing is driven by two key trends. First, there has been a dramatic increase in the

quality (resolution), and a corresponding decrease in cost, of such visual sensors.



As an example, most flagship consumer smartphones now routinely embed multi-
ple cameras, with resolution as high as 108 megapixels [2], and low-cost embedded
platforms (e.g., Raspberry Pi & Arduino) now routinely support the integration of
network-connected cameras [14]. Second, with the introduction of Deep Neural
Network (DNN) models, there has been a spectacular improvement in the accuracy
of computational models for a variety of vision-based tasks, such as object detec-
tion and classification [104, 58], object & face recognition [70, 59], medical image
classification [81, 77] and human activity recognition [116, 75]. As an illustrative
exemplar, the field of object identification (a crucial component of many vision-
based applications) has been revolutionized by the (a) increased public availability
of large annotated datasets (e.g., ImageNet [99], Pascal VOC [41], COCO [73]) and
(b) the development of increasingly sophisticated and deeper DNN models (such as
faster-RCNN [48, 47, 95], Single-Shot-Detector (SSD) [74] and YOLO [94, 93]).
Indeed for many applications, machine-based vision intelligence now offers perfor-
mance comparable to, and even superior than, human baselines [113].
Notwithstanding these impressive achievements, there are still several limita-
tions before such DNN-based visual sensing pipelines can be effectively employed
to support a wide variety of pervasive loT applications. The proposed work in this
thesis is motivated by the identification of some of these limitations, especially re-
lated to the use of DNN-based vision pipelines on data from vision sensors embed-
ded in pervasive devices deployed in in-the-wild settings (such as homes, campuses
and markets). To motivate my research direction, I first list out some of these key

limitations.

1.0.1 Key Challenges with Pervasive Visual Sensing

While the performance of various DNN based object identification techniques have
improved significantly in recent times, practical adoption of vision based applica-

tions on pervasive IoT devices can still prove out to be challenging for many reasons,



some of which are discussed below.

1. Performance Degradation under Diverging Training & Test Images:
State-of-the-art DNN based object detection models are trained on a set of
representative images for each object class supported by the model. While
additional DNN attributes such as the structure of the neural network model
or the dynamics of hyper-parameter tuning also affect the model’s perfor-
mance, generically speaking, the model performance is heavily influenced by
the quality and representativeness of the training images. In particular, DNN-
based models report high accuracy when the test images (gathered by a vi-
sual sensor embedded in an in-the-field IoT device) are similar to the images
in the training corpus. However, for many pervasive scenarios, the images
captured during the ‘test phase’ are not as clean as the images utilized for
training. This discrepancy arises due to a variety of artifacts, such as, but not
limited to, variable lighting/illumination conditions, significant variations in
the nature of the background or levels of clutter, diversity in viewing angles
and zoom levels (which often change the size of the object of interest rela-
tive to other objects) and partial/occluded views. If pervasive applications are
to be widely deployed, it is important to develop techniques that allow such
DNN models to perform robustly, across these myriad deployment instance-
specific variations, as it is clearly infeasible to train instance-specific models
with an explicitly curated deployment-specific set of training images. For ex-
ample, consider a smart fridge that uses an outward-facing camera sensor to
identify food items—such identification should be possible in spite of the sig-
nificant differences in the background scenery (across houses, office spaces
and commercial establishments) and should work whether or not items are
viewed individually or in groups. Unfortunately, as we shall show in Sec-
tion 2.7.4, state-of-the-art object recognition models suffer significant perfor-

mance degradation under such real-world background artifacts.



2. Energy Consumption: Pervasive devices often have limited computation
power and limited energy resources (e.g., smartwatches, smartphones, etc.).
Given the energy consumption requirements for vision based applications, a
pervasive device application might not be able to sustain for long. Though
recent works have tried to optimize energy consumption in various ways, the
energy consumption on pervasive [oT devices remains a formidable bottle-
neck for many reasons. First, in many instances, field deployments of such
devices preclude the availability of a grid-powered energy source, and limita-
tions on device form factors can limit the size and capacity of battery power.
Second, as tens of thousands of such devices get pervasively deployed, it
will be operationally impractical to periodically retrieve and replace batteries
on such devices. Finally, battery-based energy sources present an increasing
challenge to the goal of sustainability, as the annual production and disposal
of billions of such batteries can lead to considerable pollution. Not surpris-
ingly, there is an increased interest in developing ultra-low power sensing
techniques (e.g., Glimpse [84]) that can eventually lead to the desired goal of
battery-less sensor device operation [55, 53, 54]. This is a particularly diffi-
cult challenge for vision-based sensing, as vision sensing pipelines are among

the most energy-intensive sensing modalities on pervasive devices [71, 72].

3. High Computation Latency: Recent increases in perceptual accuracy for
vision tasks have almost always been accomplished by sharp increases in
the complexity of DNN models. For example, while the initial YoLo vl
model had 26 layers and a benchmark accuracy of 63.4% [92], the state-
of-the-art YoLo v3 model has a much deeper DNN model (consisting of
106 layers) even though it achieves a significant 15.9% improvement [63]
in benchmark accuracy [94]. Sensing-based applications now routinely in-
clude computationally-complex DNN based processing of video and audio

streams: for example, performing object recognition on mobile video [84]



or emotion/speaker recognition on mobile audio [67]. However, such heavy-
weight computing is usually offloaded to a remote cloud platform. In spite
of recent advances [84, 58], real-time execution of high-fidelity DNNss is still
not possible locally on pervasive devices. To ensure their adoption in many
real-world pervasive applications, it is necessary to perform such computation
quickly (in near real-time) on resource-limited embedded platforms (such as
an Nvidia Jetson Nano device), as opposed to execution on clusters of GPU-

equipped server machines hosted in data centers.

. Object Identification Accuracy under Viewing Impairments: Sensors in
IoT devices are often embedded in objects of daily use—such as kitchen ap-
pliances, vehicles, on-body/wearable devices and even children’s toys [42, 5].
Due to a variety of commonplace usage artifacts, it is possible that objects of
interest may not be properly visible (and sometimes completely occluded for
significant periods of time) to such embedded vision sensors. In general, the
accuracy of DNN based vision models is seen to degrade fairly significantly
when confronted with problems such as object occlusion, partial capture of

objects and insufficient/uneven ambient lighting.

. Security & Privacy Concerns: The use of vision-based approaches in-
evitably lead to privacy concerns, especially when such vision sensors are
embedded in IoT devices deployed or used in relatively private spaces (such
as within one’s home). As an example, visual-microphone[39] uses high-
speed video of objects kept nearby a sound source to decode the sound being
emitted by the source. A variety of techniques have recently been proposed
to tackle some of these concerns, either via machine-to-machine communi-
cation of privacy preferences (e.g., iPic [22], intelligent control of external
objects such as smart lighting (e.g., LiShield [114]), or by using DNN-based
models to obscure objects of interest without affecting end-application objec-

tives (such as memorability [102]). In general, achieving the proper balance



between privacy and usability remains an open and challenging problem. Be-
sides privacy, the use of vision-based sensing on pervasive devices also lead to
considerable security challenges (e.g., [25], especially because such devices
often lack the systems-level support (e.g., trusted hardware) commonly avail-
able on higher-end computing platforms. Such challenges are exacerbated
if the applications require cooperation or sharing of video streams between

multiple cameras.

While the list above is not intended to be comprehensive, it captures several of
the key and interesting problems related to visual sensing-based 10T applications
that emerged during my research and analysis. Out of this list of problems, my
dissertation work tackles problems 1 & 2, and does not explicitly attempt to address

problems 3,4 & 5.

1.1 Motivating Scenarios

I now utilize the following scenarios to motivate the specific research challenges

and application constraints that I propose to address in my dissertation.

1.1.1 Scenario 1: IoT based Food Item Sensing by a ‘“Smart

Fridge”

Knowing the contents inside a refrigerator can often be very useful. Alice is a person
leading a busy life with most of her daily time invested in work and family-related
chores. After work, she often visits a supermarket near her house to buy necessary
food items. However, she is often unable to precisely recall what items are already
present in her refrigerator, thus making it difficult for her to decide what to buy. She
doesn’t want to buy unnecessary items, especially because many redundant items
stay untouched (and eventually expire) in her fridge for long time. She wishes to

have a technology-based solution which can automatically & unobtrusively track all



the food items currently in her fridge, as well as compute the residual quantity of
food remaining in food containers. Such residual quantity estimation can help her
be aware of items that need to be replenished. Though state of the art technologies
have demonstrated prototypes of a smart fridge based on various sensing modalities
(such as RFID / barcode scanners [85, 82], embedded camera sensors [8] and even
smartphones [97]) , none of the existing systems work effectively without explicit
human action. While RFID/barcode scanners & smartphone based solutions require
the user to explicitly scan the items, direct applications of camera-based sensing ap-
proaches result in poor recognition accuracy, primarily because the captured images
often contain the food item as a small, often partially-visible part within a complex
background. Moreover, pure visual approaches are unsuitable for estimating the
residual content inside food containers, when the containers are opaque or only

semi-transparent.

1.1.2 Scenario 2: Energy Efficient Collaborative Multi-Camera

Sensing

Bob is a computer vision entrepreneur offering camera based monitoring systems
to various entities like universities, offices, homes and so on. With the increasing
proliferation of network connected cameras & advent of smart cities, he wishes to
expand his systems to large-scale, e.g., city wide deployment. However, the high
energy consumption of each individual visual sensing platform presents a significant
technical challenge, as it is infeasible to perform very frequent battery replacement
on tens of thousands of spatially dispersed nodes. Bob thus very much desires solu-
tions that continue to offer high levels of object detection, but significantly reduce
the power consumption of individual camera sensors.

From his deployment experience, Bob observes that such networked camera de-
ployments usually have significant spatial redundancy, i.e., a particular geographical

area is often simultaneously observed by multiple cameras. Bob wonders if there



might be ways to support collaborative operation across such partially-overlapping
cameras to improve their power efficiency. State-of-the-art techniques (e.g., [80, 89]
for multi-camera collaborative operation (for tracking & surveillance) propose novel
DNN pipelines for improved object detection, but do not explicitly tackle the en-
ergy overhead challenge. In particular, such approaches do not actually modify the
parameters of the camera sensor, but instead modify the subsequent image pro-
cessing pipeline. To help reduce the energy overheads of multi-camera operation,
Bob would desire a solution that can take advantage of these multiple views to re-
duce the overall camera energy overhead, possibly by reducing either the camera
resolution or the sampling (frame) rate. To develop and deploy such a solution, we
need mechanisms that (a) autonomously compute the spatially overlapping areas
between multiple cameras, (b) determine the minimum acceptable image resolution
(either for the entire image, or for selected parts of the image frame) and (c) execute
such mixed-resolution sensing, followed by appropriate storage and networked data

transmission, on individual cameras.

1.2 Thesis Statement

Previous sections highlight the importance of vision sensing in IoT ecosystem
and discuss various challenges in deployments of vision sensing applications on
pervasive devices. Based on these observations, I propose to demonstrate the

following thesis in my dissertation:



I demonstrate that it is possible to improve the applications of Al-based vision sens-

ing for 10T applications by employing multiple techniques, including :

(a) using additional sensing modalities to better isolate objects that need to be

visually sensed;

(b) using collaboration among multiple spatially-overlapping visual sensors to
significantly reduce the overall energy consumption of sensing-based appli-

cations while maintaining object detection accuracy;

This dissertation intends to establish these points in following manner:

* First, to demonstrate the benefits of using additional inexpensive sensing for
better isolation of object of interest in an image, I build a prototype of a con-
sumer grade smart refrigerator system (called SmrtFridge) which uses an In-
frared (IR) camera sensor along with normal visible light camera to isolate
cold objects from its surrounding. This unobtrusive isolation is triggered ev-
ery time some item is being added or removed from the refrigerator and it
is capable of object isolation under random object movements and varying
levels of object occlusions as well. Apart from object isolation, the usage
of an IR camera also enables coarse-grained, residual quantity estimation of

contents inside a food container (transparent or opaque).

* Second, to demonstrate the use of collaboration among vision sensors to
achieve a significant improvement in energy-vs-accuracy trade-offs, I cre-
ate CollabCam - a multi-camera collaboration system for energy-efficient
sensing. The core functionality of CollabCam includes an autonomous ap-
proach to accurately estimate the spatially overlapping regions between multi-
ple field-deployed cameras and then use such region estimates to intelligently
reduce the imaging resolution of individual cameras. Each collaborating cam-

era captures a mixed-resolution image, whereby portions of the image that




overlap with the sensing field of other cameras, are captured at progressively
lower resolution while non-shared regions are captured at the default (highest
possible) resolution. I show that the subsequent use of customized collabo-
rative DNN models permit such vision sensors to maintain object detection
accuracy at a level comparable to a baseline of non-collaborative operation,
while reducing the total energy consumption in image capture, storage and

network transfer by ~50-93%.
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Chapter 2

Food Item Sensing System

In this chapter I describe the SmrtFridge system. SmrtFridge is an loT-driven sens-
ing system that demonstrates the capability of automatic & unobtrusive sensing of
food items. SmrtFridge uses sensors embedded inside a regular refrigerator for (a)
identifying the label of a food item, and (b) estimating the residual quantity of food
inside a container. It follows an interaction-driven model, i.e., it activates its sensing
pipeline only when a user actively interacts with the fridge. In particular, it attempts
to identify the food item whenever it is being either added to, or removed from, the
fridge. It also tries to estimate the residual quantity of food inside a container when-
ever a container is being inserted into the fridge. A lab prototype, based on a real

refrigerator, was created and the system was tested using 20 different participants.

2.1 SmrtFridge Overview

The notion of a smart fridge, which uses embedded sensors to track the usage and
quantity of stored food items, is a staple part of the vision of “Connected Devices”
or IoT (Internet of Things) [60]. An Internet-connected fridge that can automati-
cally track the identity and quantity of items placed inside it (with this information
subsequently being exposed via Web APIs) can enable several useful applications—

such as allowing a consumer to ascertain commonly-used items that need to be
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replenished (when their quantity is low) or purchased (if they are no longer present
in the fridge) while visiting the supermarket.
SmrtFridge uses a small number of commodity sensors to provide two novel

features needed in an eventual smart fridge:

e Interaction-Driven Capture of Food Items: Using a combination of infra-red
(IR) and optical camera sensors, it is able to automatically visually isolate &
extract the specific brand/type of food item container that a user either places
inside or removes from a fridge, without requiring any special per-object tags
(e.g., RFID tags). For each user-object interaction, SmrtFridge captures the
whole interaction and then it first identifies & extracts the relevant item im-
age(s) from the captured interaction. By then feeding such extracted item im-
ages to “standard”, state-of-the-art DNN-based object recognition pipelines,
SmrtFridge can then identify the food item objects with high accuracy. Smrt-
Fridge’s interaction-driven paradigm, where the sensing pipeline is activated
only during user-object interactions, is notable as it both (i) reduces the like-
lihood of visual occlusion (compared to prior approaches that focus on rec-
ognizing stationary items inside the fridge) by using multiple images and (ii)
improves recognition accuracy by supplying the DNNs with cropped, fore-

ground images of food items, using just a single camera'.

* Track Residual Fractional Quantity of Individual Containers: After captur-
ing the user-object interaction, SmrtFridge uses the IR images, captured by
the appropriately embedded IR sensor during the interaction, to determine
the approximate residual amount of content inside a food item container (ei-
ther transparent or opaque). Estimated quantity is expressed as a fraction of
the total container capacity, for example, 30%, 60% and so on. Quantity esti-
mation is automatically triggered every time a container is re-inserted in the

fridge.

IThis is contrast to technologies, such as Amazon Go™, which reportedly use multiple store-
mounted cameras & special product tags to identify individual items
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SmrtFridge uses two novel capabilities, namely natural interaction-driven image
capture and residual quantity estimation, to perform sensing of individual food item
containers (e.g., the amount of milk remaining in a milk carton) and requires no
overt user action or additional object-level tagging. This makes SmrtFridge dis-
tinct from prior smart fridge technologies (surveyed in Related Work), which either
assume some form of explicit user interaction or object tagging, or rely purely on

analysis of static RGB images of content inside a fridge.

2.1.1 Key Challenges

To build a smart fridge that uses such natural item-level interactions to identify food

container items and their residual content, we must address several challenges:

* How to Extract a Food Item: Individual users interact with individual food
item containers using a variety of different, transient gestures—e.g., an indi-
vidual might hold a single milk container in the middle while removing it
from the fridge, while another grasp the same object with two hands. A key
challenge is to look at the sequence of image frames captured by a camera
sensor, during such natural interaction episodes, and isolate/extract food item

images, with an accuracy that is suitable for state-of-the-art image classifiers.

* How to Overcome Varying Levels of Object Occlusion: As a user extricates or
inserts an individual food item into the fridge, it is quite likely that the cam-
era’s field of view will be obscured by the user’s body parts (e.g., the user’s
hand or fingers) at different points of the motion trajectory, thereby occluding
the food container object. An important research question thus is: How do
we utilize a single static camera to robustly recognize an individual food item

object and reconstruct its shape, even under occasional partial visibility?

* How to Estimate the Content of a Container: To generate proactive alerts

for specific conditions (e.g., when a milk carton is becoming almost empty),
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we need a system that is capable of recognizing and tracking changes in the
content of such containers. Past approaches (e.g., [35]) have suggested the
use of weight or visual sensors, but these cannot handle opaque containers
or track multiple items. Accordingly, we tackle the question: How do we
identify the changes in the occupancy level of individual, potentially non-

transparent, containers, across such natural user interactions?

|
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Figure 2.1: High-Level Steps in SmrtFridge

2.1.2 Functional Overview

Figure 2.1 shows the high-level idea of SmrtFridge. Once the fridge door is opened,
(1) the fridge-mounted cameras start capturing images of the user-object interaction.
This includes multiple RGB & IR images spanning the whole user-object interac-
tion. (2) Subsequently, a combination of thermal & optical flow-based approaches

is used to identify & extract the image segment corresponding to a food item. This
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step extracts the relevant parts of the images and removes the unnecessary parts,
e.g., human body, background objects etc., from the captured images. (3) The ex-
tracted sub-images (only RGB) are then fed to a Deep Neural Network (DNN) based
classifier to visually identify the food item label. The DNN outputs a most likely
label, e.g., orange juice, for each segmented image. The final item label (for one
full user-item interaction) is estimated based on a weighted fusion of multiple la-
bels returned by the DNN. (4) Finally, when the user subsequently re-inserts the
item back in the fridge, a quantity-estimation pipeline operates over IR image(s) of
the extracted food item to quantify the fraction of the container that is empty. The
estimated quantity is expressed as a percentage of the full capacity, e.g., 40%, 60%

etc.

2.2 Design Goals

We believe that for a system like SmrtFridge to be usable in a day to day life, it

should satisfy certain design requirements as mentioned below.

* Accurate & Precise ldentification of Item Labels: SmrtFridge must be able
to accurately identify and label the individual food items with which a user
interacts. Also, the label given to each item should be precise and not generic.
For example, generic item-agnostic alerts would be of the form ‘item was
extracted from the fridge at time ¢’ and are useful only for tracking fridge
usage & doesn’t provide any actionable input to the user. In contrast, an alert
of the form ‘Juice Product X, with approx. 40% content remaining, has been
in your fridge for the past two weeks’ provides a user targeted, actionable
feedback. These kind of alerts would help a user decide what to do with that
specific juice box. In order to provide these kind of alerts, the SmrtFridge
needs to be able to accurately identify food labels as well as estimate residual

quantity of the container products.
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* No Additional Human Effort: A fridge is a commonly used household item,
with which an individual or household interacts multiple times a day. To
avoid making such interactions cumbersome, it is important that SmrtFridge
operates unobtrusively, i.e., it should not impose any requirements for addi-
tional explicit user action, beyond what she presently does with a conventional
fridge. This implies that SmrtFridge cannot employ approaches where fridge
items are augmented, for example, by attaching RFID tags to each item, uti-
lize additional infrastructure such as Barcode scanners [97] or involve man-
ually entered product logging [76] to obtain additional insights. Moreover,
SmrtFridge’s image-based item recognition pipelines must work in-the-wild,

i.e., with images of items that are not necessarily centred or placed vertically.

e Need to Estimate Residual Amount in a Container: Past studies [64] have
shown that users who are aware of the amount of unconsumed food items in
their fridge make less wasteful consumption decisions. To support such in-
sights, SmrtFridge must be able to estimate the fraction of remaining content
inside specific containers. Now, a fridge may have different types of contain-
ers, i.e., containers of different materials, shapes, sizes etc. So, SmrtFridge
should be able to estimate quantity for a variety of containers. From a practi-
cal perspective, it is imperative to perform such content estimation when the
user is inserting an item back into the fridge (as the user would have typ-
ically consumed some fraction of the existing content) so that the user can
subsequently track (without inspecting the refrigerator) the residual quantity

of food.

2.3 System Architecture

SmrtFridge’s key novelties (compared to prior work) are in developing processing

pipelines to (a) extract a food item’s sub-image (a bounding box) from individual
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Figure 2.3: Item Extraction Pipelines

RGB image frames (so that it can then be recognized using state-of-the-art DNNs),
and (b) estimate the residual food quantity in such food containers.

Figure 2.2 shows detailed architecture of SmrtFridge system. As illustrated in
Figure 2.2, SmrtFridge’s sensing substrate includes: (a) an RGB camera that visu-
ally captures the item-level interactions that an individual performs with the fridge;
(b) an infrared (IR) camera that is used to both aid in food item extraction and quan-
tity estimation; and (c) a magnetic reed switch, attached to the door, which detects
the opening and closing of the fridge door (and thus triggers the sensing pipeline).

The SmrtFridge workflow consists of the following steps:

1. Episode Segmentation: The door contact sensor (magnetic reed switch) helps
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to identify the start and end of a single interaction episode. An episode may
involve the user inserting/removing one or more (and possibly even none)
items in/from the fridge. So, the door contact sensor acts as a trigger to
the IR and RGB camera pipelines. These cameras start capturing images
whenever the door is open until the user closes the door subsequently. At the
end of an interaction, the SmrtFridge would have a sequence of images (both
RGB and IR) covering the whole interaction. This step makes SmrtFridge an
interaction-driven system, i.e., a system that only captures data as and when

there is any user interaction happening.

. Item Image Extraction: This process concurrently executes two different
pipelines. The first pipeline, as shown in Fig 2.3(a), uses only the visual
(RGB) camera data to first compute object motion vectors using the sequence
of captured images. This is followed by clustering and thresholding (motion
magnitude) of such vectors to extract the image of the food item. The sec-
ond pipeline, as shown in Fig 2.3(b), uses the thermal (IR) camera driven
approach. It first obtains the relevant coordinates of objects that are signifi-
cantly colder than the ambient thermal values. Once colder object coordinates
are estimated, then next step is to map these coordinates to the RGB image co-
ordinates. These re-mapped RGB camera coordinates are then used to extract

the pixels corresponding to the image of the food item.

. Image-based Food Item Recognition: The extracted RGB images (or se-
quence of images), ideally corresponding to a food item, are then passed
through a CNN-based recognizer. The CNN is pre-trained by an external
entity (e.g., an image analytics company) with a, preferably large, corpus of
representative images of various food items. For each image frame, the CNN
then outputs the likely label (along with the confidence values). Because the
item-specific user interaction (within an episode) lasts for several seconds, the

extraction process retrieves a sequence of multiple (typically 30-40) images,
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of which 5-10 contain the food item. This series of CNN output labels are
then further fed through a classifier that uses the frequency of occurrence and
associated confidence levels to output the food item label with the highest

likelihood, above a minimum threshold.

. Residual Food Quantity Estimation: In parallel to the above Food Item Identi-
fication process, IR images are also fed through a quantity estimation pipeline.
This pipeline works on the principle of differential heating of the container vs
the food content inside them. Because such a temperature differential is most
likely absent when the user is taking out a currently refrigerated item, this
pipeline is triggered only when the user is inserting items into the fridge. For
a given IR image, this pipeline also extracts the image segment corresponding
to the cold item (using the same thresholding scheme above). The extracted
food item’s IR image is fed through an unsupervised classifier that demar-
cates the container pixels into one or two spatial clusters (based on whether
the container is completely or partially full). The partial area of the colder
cluster (corresponding to the non-empty portion of the container), relative to
the area of the overall container, is then used to estimate the residual food
quantity (by volume percentage). The idea of using IR images for quantity
estimation enables SmrtFridge to estimate residual quantity for various types

of containers, e.g., transparent as well as opaque containers.

. Additional Workflow Steps: Once we have determined the food item and its
remaining quantity, SmrtFridge can appropriately update a repository of re-
frigerated food contents. Similar to prior work, such changes (‘bottle of prod-
uct A, 30% full’ inserted) may be pushed to a Web server, which can be
instrumented to generate relevant alerts (e.g., “send an SMS if a container
with residual quantity <20% has been sitting in the fridge without any user
interaction for more than a week”). Note that such a Web back-end has not

been implemented in the present SmrtFridge prototype.
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Figure 2.4: IR Driven Item Extraction Steps

This workflow is repeated for each user-item interaction therefore identifying
food item labels and residual quantity for each item that the user is interacting with.

The subsequent sections will describe SmrtFridge’s both pipelines in detail.

2.4 Food Item Identification

This section provides detailed description of food item identification pipeline of Sm-
rtFridge . The process for extracting food items includes two alternative pipelines
(one purely using visual images vs another fusing IR and visual images), coupled
with a CNN-based item classifier. Both these pipelines would assign a label to the
food item the user is interacting with. While they can be triggered in parallel, I see
visual only pipeline as a fallback pipeline when temperature difference necessary

for effective activation of the IR-driven pipeline is absent.

2.4.1 IR-driven Image Extraction

Figure 2.4 represents IR driven item extraction pipeline. This pipeline utilizes the
insight that a refrigerated item will typically be much colder than either the interact-
ing human’s body or the ambient temperature. Since the IR camera encodes the IR
image regions by their temperature, the regions with lower temperature would look
differently from regions with higher temperature. For example, the image region
containing a cold item would appear relatively darker than the region containing hot

objects. Based on this hypothesis, an IR camera should be able to easily isolate a
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cold food item from other ambient objects, as the food item’s pixels will be much
darker than other ambient objects. Accordingly, SmrtFridge attempts to use a pixel
intensity-based segmentation approach. In this approach, during an ongoing inter-
action episode, SmrtFridge extracts the cold item from the thermal image (a frame
with timestamp ) by selecting all pixels below a threshold value T'hye,,,. Then,
it computes the Cartesian coordinates of all the selected pixels, thus segmenting
the cold item from the thermal image. It then estimates a bounding box (i.e., the
smallest rectangular region that contains the entire contour area) to represent the
segmented object. This bounding box represents the cold item location in IR image.
Once the item’s bounding box in the IR camera’s coordinates is identified, we
need to find the corresponding location in RGB image (since the classifier requires
RGB images only). For this, we utilize the fact that both the IR and RGB cam-
eras concurrently and continuously record images/videos, albeit with different F'oV/
(field of view), during an interaction episode. Because the two cameras are fixed,
we transform the IR camera’s coordinates into the RGB camera’s frame of reference
using an a-priori computed transformation matrix.
However, empirically (because our Raspberry Pi-based implementation does not
support a real-time OS), we observe that the frames of the two cameras are not
always synchronized and that the frame rate of the RGB camera is usually higher
than that of the IR camera. Accordingly, we select all the RGB frames that have
a timestamp (t — A, ¢t + A), where A represents the time offset: for each of these
frames, we extract the sub-image corresponding to the (transformed) RGB bound-
ing box coordinates. Separately, the optical flow approach (Section 2.4.2), applied
to selected RGB frames (t € {t — A,t + A}), provides another set of candidate
images. Each of these “potential food item” images (two per frame) is then sent to
the downstream item recognition DNN classifier. This process is repeated for each

thermal image captured in each user-item interaction.
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2.4.2 Visual-Only Image Extraction

(a) (b) Motion (c) Highest (d) Contour (e) Final Item
Input Image Thresholding AMM Cluster based BBox Image

Figure 2.5: Visual Item Extraction Steps

The IR-driven approach relies on food item temperature being different than the
ambient temperature. But sometimes, it might not be the case, for example, imag-
ine a situation when a user brought juice box from supermarket and kept it outside
for certain amount of time before putting it inside the refrigerator. Meanwhile, the
food item might have gained heat and its temperature might match room tempera-
ture. Now, while putting the item inside, the IR camera would not be able to isolate
the item from ambient objects, resulting in a failure of the baseline IR-driven ap-
proach. To provide an alternative means of food item tracking under this broader set
of conditions, we utilize the fact that a user’s interaction with a food item (either re-
moving or inserting into the fridge) involves a directional motion either away from
or towards a fridge-mounted camera. The approach, illustrated in Figure 2.5 first
applies the principal of optical flow to identify the image segments that are moving
(across consecutive frames), thereby eliminating the parts of the image that corre-
spond to a static background. Such optical flow estimation identifies motion vectors
(direction and displacement magnitude) for each pixel in an image.

We then identify the parts of an image with significant movement, i.e., with
motion magnitude higher than a minimum threshold 7'h,;. The resulting pixels
(Figure 2.5(b)) are likely to contain the food item, as well as other moving objects

captured in the camera’s field of view (FoV), such as the user’s limbs, the moving
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fridge door and even background movement (e.g., an animal moving in the back-
ground). To then isolate the food item from additional movements, we first employ
spatial clustering. More precisely, we create a feature vector where each pixel’s
feature consists of its coordinates, as well the magnitude and direction of its motion
vector, i.e., {X,y, motion-mag, motion-dir}. We employ the K-Means clustering
technique to cluster the pixels into distinct, spatially disjoint, motion clusters, and
then pick the cluster with the highest average motion magnitude (AMM) value (Fig-
ure 2.5(c)). This is based on our intuition that the food item of interest is usually the
moving object closest to the camera, and thus extremely likely to have the largest
displacement magnitude from the camera’s perspective.

The resulting cluster (Figure 2.5(c)) consists of both the food item, as well as
possibly additional background pixels. To better isolate the image segment cor-
responding to the food object, we then execute the Canny edge detection algo-
rithm, followed by standard morphological operations (e.g., erosion and dilation) to
help connect some of the disconnected edges. The resulting edges are then passed
through a contour detection algorithm to obtain an outline of the food item, before
fitting a bounding box (Figure 2.5(d)) over this contour to represent the image. As
this bounding box image is from a scaled-down version of the initial RGB frame
(the down-scaling was initially performed to speed up the computation), we finally
scale-up the bounding box coordinates, using template matching, to select the high-
resolution sub-image (Figure 2.5(e)) that represents the extracted food item. As
before, each such ‘food item’ is sent to the downstream item recognition DNN clas-

sifier.

2.4.3 The Food Item Recognition Process

Once the food item is extracted using the pipelines described above, next step is to
identify the food item and assign a label to it. Given the extracted item, we then use

a well-known CNN-based deep learning classifier, the ResNet v2 (152 layers) [51]
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to classify the food item. Note that (see Figure 2.2) that this classifier receives
multiple possible food item images. Specifically, the IR-driven pipeline provides
one coordinate-transformed image for each RGB frame with a timestamp within A
of an IR frame, whereas the "Pure Visual Extraction’ approach provides an image
for every RGB frame with a foreground cluster exceeding the motion threshold.

The item recognition process consists of the following steps:

1. Given K different classes of food items, we first train a multi-class CNN
classifier that outputs K + 1 labels: each of the K food items + a null class

(corresponding to a ‘non-food’ classification).

2. During the test phase, each interaction involves a sequence of say S image
frames, provided by both the IR+MV and M V-only methods. Each frame was
then individually passed through the classifier, generating a probability/con-
fidence value for each of the K+1 labels. Let pf k = {1,..., K + 1}, i =

ey represent the probability of the class for the 2" frame.
1 S} rep he probability of the k" class for the i*" f

3. For each such frame, if the highest likelihood class is K + 1 (the non-food
or background class), then we discard the corresponding frame. From our
empirical studies, we observed that such frame discard occurred ~50% of the

time.

4. For the remaining L frames, we compute the cumulative likelihood of each
of the K food item classes using the (a) FREQ-CONF method: for each
class, we compute the frequency of identification, as well as the sum of con-
fidence values (across L frames) within the episode, and then select the most-
frequent class that has the highest frequency probability/likelihood across the
L frames. (b) LOG: In this case (corresponding to an assumption of max-
imizing the probability across independent frames), we compute the sum of
the confidence log-values, i.e., for the k™ class, we compute el log(pé‘?).

In practice, the two methods were found to be empirically equivalent; hence,
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all results and analysis presented here are based on the simpler FREQ-CONF

estimation technique.

5. Finally, we select the food item label that has the highest cumulative like-
lihood value across all the frames. An alternative strategy of just using the
classification output from a single ‘randomly-selected’ frame may reduce the

energy consumption but has much lower accuracy (Section 2.7.4).

2.5 Quantity Estimation

Besides identifying the food item removed or replaced, SmrtFridge also quantifies
(at a coarse granularity) the quantity of residual food inside the identified container.
Quantifying such content is vital for several possible applications, e.g., informing
users if the quantity of juice in a container falls below a minimum threshold (e.g.,
20%), or if a close-to-full container has been lying inside the fridge for a very long
duration. For our exposition, we estimate quantity as a fraction of the container
volume, e.g., if a 1000 ml juice container presently has (%)th (600 ml) of juice

remaining, the quantity should be ideally estimated to be 60%.

2.5.1 The IR-based Approach

SmrtFridge uses a non-intrusive quantity estimation technique that is both robust to
different ambient lighting conditions and the opaqueness of the food container. In
this technique, an inexpensive relatively low-resolution IR camera is used to record
and extract the food item’s thermal profile, when the user is re-inserting an item
back inside the fridge. The technique is motivated by a fundamental observation
on differential specific heat properties of a container and the item that it contains.
In particular, whenever a currently refrigerated food item is removed and placed
outside, its temperature will start to increase as it absorbs ambient heat (assuming

room temperature is higher than the item temperature). For a full container, all parts
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| Food Item — Container Material

Juice 3.4 | Plastic 0.4
Milk 3.93 | Glass 0.2
Water | 4.18 | Paper 0.33
Yogurt | 3.52 | Air 0.718 (C,)

Table 2.1: Specific Heat of Substances (KJ/kg/ C)

of the container (containing the solid or liquid food item) will gain heat at a similar
rate, whereas in a partially filled container, there will be a difference between the
rates at which the empty & filled portions of a container warm. Table 2.1 lists the
specific heat capacity of some of the common liquid/solid food items and typical
container material. In general, we see that the food items have significantly higher
specific heat than typical container material: intuitively, the part of the container
in direct contact with the food item (liquid or solid) will share its acquired heat
conductivity with the item, and thus experience a slower temperature increase than
the empty portion (which will heat faster). Moreover, the larger the specific heat of
the food item, the higher the difference between itself and the container and thus the
larger the expected differential between the thermal intensity of the empty vs filled

parts of the container.

Cold items at t=0 Cold item at t=20s

Figure 2.6: Thermal Intensity Differential after 20 seconds

Our hypothesis is that the thermal camera can utilize this temperature difference
to estimate the remaining quantity inside the container. Such differentiation will,

of course, depend on the thermal resolution of the IR camera; we found that com-
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Figure 2.7: RGB & IR cameras deployed inside the fridge

modity cameras (e.g., the Raspberry PI compatible Bricklet camera?) typically have
resolution of 0.1°C or lower. As an illustration of this hypothesis, Figure 2.6 shows
two thermal images, each containing two cold containers (the left one being full
and the right one partially filled). Left side image is a thermal image when both the
containers were just taken out from the refrigerator (¢ = 0) whereas right side im-
age shows the thermal image of the same containers after they were kept outside for
t = 20 seconds. It can be seen that the thermal image of the partially filled container
shows two regions of different pixel intensities, with the empty region having higher
temperature values (less dark pixels) and the ‘filled’ region having lower tempera-
ture values (darker pixels). SmrtFridge leverages this difference in pixel intensities
to estimate the size of the empty portion of the container and thereby derive the

quantity of the food item inside the container.

2.5.2 Processing Pipeline

Figure 2.7 shows the interior of the test refrigerator. The thermal camera was in-
stalled on the left side of the refrigerator facing outwards.The red rectangular box
shows the exact location of both the cameras (RGB & IR). Figure 2.8 shows two

representative thermal images captured when two different food items are being

’https://www.tinkerforge.com/en/shop/thermal-imaging-bricklet.
html

27


https://www.tinkerforge.com/en/shop/thermal-imaging-bricklet.html
https://www.tinkerforge.com/en/shop/thermal-imaging-bricklet.html

L0

Figure 2.8: Sample thermal images taken by thermal camera
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Figure 2.9: Quantity Estimation Processing Pipeline

kept inside the refrigerator. After the thermal images are captured, each image is

passed through the following processing pipeline (illustrated in Figure 2.9):

* Partial Capture Check: Due to the continuous capture of images during the
user-item interaction episode, the thermal camera will generate multiple im-
ages of the food container. Because of the underlying motion dynamics, some
images will capture the item only partially, while others will obtain a larger,
clearer view. Since the estimated quantity is represented as a fraction of the
whole container capacity, estimating quantity on partially captured images
might give us wrong estimate. So, it becomes important to ignore the par-
tially captured images. To eliminate partial captured images (which can be
ignored for estimating quantity), SmrtFridge checks to see if the container’s
contour intersects with the boundary of the captured image. If so, the con-

tainer has likely been captured only partially; we thus discard the image.

* Cold Item Segmentation & Noise Removal: After filtering out partially cap-

tured images, next step is to isolate the cold item from the full frame. Given
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the thermal image, we follow the pixel intensity based segmentation steps out-
lined in Section 2.4.1 to extract the image segment corresponding to the food
item container. While the image segmented in this manner will contain all the
pixels corresponding to the cold item container, it might also contain some
extraneous pixels. This is due to heat leakage around the cold item container,
whereby pixels that are near the cold container have an intermediate tempera-
ture value that is lower than the ambient temperature. To remove these neigh-
boring intermediate pixels, we use clustering and contour detection. First,
we cluster all the segmented cold points into two clusters, one containing the
intermediate neighborhood pixels (and empty part of container) and another
containing the “filled-part” of the container itself. Second, we find contours
from both the clusters, labeling the contour with the larger perimeter value as
the outer contour (this contains all the neighborhood intermediate cells) and
the other as the inner contour. To selectively discard only the neighborhood
pixels, we first obtain the top-most point (highest y coordinate) of the inner
contour. Because the empty part of the container is always above the filled
portion (due to gravity), we then discard those pixels from the outer contour
that lie below this top-most point (i.e., have smaller y coordinates) and com-
bine the remaining pixels (which we anticipate to correspond to the empty
portion of the container) with the pixels of the inner contour to obtain the

container’s contour.

Occluded Pixels Removal: Depending on the user-item interaction pattern,
some part of the container can be occluded by the user’s hand. This occlusion
is evident (as high brightness pixels) in the thermal image, for example, the
first image in Figure 2.8 shows the upper part of the container occluded by
user’s hand. The occlusion can cause an under-estimation of the container
volume and consequently result in inaccurate quantity estimation. To over-

come this occlusion, SmrtFridge uses an interpolation strategy, where it first
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extends the detected contour to a more regular (often rectangular) shape. The
occluded pixels within this extended contour are then given an estimated ther-
mal value, computed as the mean/median of the neighboring non-occluded

pixels.

* Clustering: Finally, SmrtFridge applies clustering on the pixel values of the
extended container contour obtained from the previous step. Intuitively, if the
item container is full, then there should only be a single cluster, whereas a par-
tially filled item should be separable into two clusters. To determine whether
there should be only 1 cluster or 2, SmrtFridge uses the Silhouette Coeffi-
cient method [98]. Silhouette coefficient quantifies the distance between the
resulting clusters. If the number of preferred clusters is 2, we compute the
fractional quantity of the food item by dividing the pixel count of the “food
item” (lower temperature) cluster by the total pixels in both the filled and
empty clusters. If number of preferred clusters is 1 (as per silhouette coeffi-
cient), then the container is most likely full (alternately, the container might
be completely empty; however, in such a case, a user is unlikely to return the

item to the fridge).

* Averaging: Since SmrtFridge captures the whole user-item interaction as a
sequence of RGB + IR images, we might have multiple IR images for quan-
tity estimation as well. In that case, given multiple valid images for a given
interaction episode, the final quantity estimate is obtained by averaging the

fractional estimates of each image using the above described pipeline.

2.6 SmrtFridge Prototype

To empirically demonstrate feasibility of the above described techniques for
IR+visual based food item identification and IR-based quantity estimation, we have

built and tested a SmrtFridge prototype. The prototype (costing less than USD 300)
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was built using a commodity fridge (Toshiba GR-R20STE, double door with 184L

capacity), with the following sensors controlled by a Raspberry Pi 3 model B:

(a) RGB Camera (b) IR Camera (c) Door Sensor

Figure 2.10: Sensors used in SmrtFridge prototype

* Visible Light Camera sensor: Raspberry Pi camera module V2 as shown in

Figure 2.10(a).

* IR/Thermal Camera sensor: Thermal imaging bricklet as shown in Figure
2.10(b)*. One important property is that the IR sensor has a relatively low
resolution (80 by 60 pixels). While higher-resolution IR sensors might offer

better accuracy, they were significantly more expensive.

* Door Contact sensor: Normally open magnetic reed switch as shown in Fig-

ure 2.10(¢c).

2.6.1 Placement of Sensors

One of the important empirically-determined choices relates to the placement of the
sensors. In particular, the IR and RGB camera sensors need to be appropriately
positioned to support multiple concurrent objectives: (a) maximize gesture cover-
age, i.e., support the video based capture of user-item interactions performed in

a variety of ways, across different shelves of the fridge; (b) minimize occlusion,

Shttps://www.tinkerforge.com/en/shop/thermal-imaging-bricklet.
html
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i.e., ensure that the food item is maximally visible within individual frames (to aid
proper computation of the residual quantity); (c) maximize visible frames—slightly
different from the above objectives, the goal here is to have the item be visible in
the maximum number of possible frames (to maximize the chances of correct food

item classification).

/_ Position 2 \ Posmon 3

mm
R

Table 2.2: Potential camera deployment positions. Position 3 is preferred due to
{greater coverage, lower occlusion}.

We empirically experimented with various positions, of which the top three
choices are illustrated in Figure 2.2. (The figure also shows sample images cap-
tured from each of these positions.) Note also that we explicitly chose positions
where the sensors were an integrated part of the fridge frame/body—accordingly, we
did not consider choices that involved placing the sensors externally. On analyz-
ing sample video frames (obtained from our controlled studies) we observed the

following characteristics:

» Position 1: Here the camera (IR+ RGB) sensors are installed on top of the
refrigerator, thus providing a top view of the items while they are being
added/removed from the fridge. Although this view is likely to capture most
of the item interactions, it is often unable to capture the height of the contain-
ers properly (see Figure 2.2) especially when the containers are picked from

the lower racks, leading to lower accuracy of quantity estimation.
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» Position 2: Here the thermal and visible light camera sensors are deployed
on the left side (closer to the door) of the refrigerator. In this case, the cap-
tured items often include items kept in the trays mounted on the fridge door.
While such images can possibly be eliminated by optical flow techniques,
the presence of such cold items is likely to increase the error of the thermal

segmentation process.

* Position 3: This is the case when both thermal and visible light camera sensors
are deployed on the right side (away from the door hinge) of the refrigerator.
From our sample observations, we found that the vast majority of interactions
(across a variety of ‘removing’ or ‘inserting’ gestural patterns) were visible
with this placement, with the camera’s field-of-view (FoV) primarily captur-
ing the user-item interactions. Furthermore, occlusion of the food items was
also very rare. Accordingly, we have used Position 3 as the preferred place-

ment in our prototype.

We believe that, while these observational insights can benefit future fridge design,
additional model-specific studies would be needed to determine optimal placement
in other scenarios (e.g., single vs double door fridges). Also, the depending on the
fridge size, multiple RGB+IR cameras might be required to cover the whole fridge

area.

2.6.2 Object Recognition DNN

To identify the food item objects, we utilize the well-known ResNet v2 Model (152
layers) with pre-trained ImageNet weights. The classifier is trained, using 7Tensor-
Flow on an Intel Core i7-7700 CPU @ 3.60GHz with 64GB RAM & NVIDIA
GeForce GTX 1080 Ti GPU, The classifier had 19(objects) + 1(background) class
and 2,000 images per class. To generate the training set (in a commercial setting,
such training data could be crowd-sourced directly from food manufacturers), we

(a) used a camera to record videos of the food items under different conditions, such

33



.
A>~==em

Figure 2.11: Sample images used in classifier training

as varying zoom levels, object rotation, background lighting and occlusion levels;
and (b) downloaded corresponding Web images using Google’s Custom Search en-
gine. Figure 2.11 shows some of the sample images used in classifier training.
Also, for the ‘null’ (background) class, we shot videos of various indoor lab
settings. From this dataset, we utilized 80% for training, 10% for validation and
10% testing, achieving a test accuracy of 97.6%. Our training dataset didn’t include

in-fridge videos of any item.

2.7 Performance Analysis

2.7.1 Controlled Study & Validation

We performed preliminary controlled studies using the SmrtFridge prototype (de-
scribed in section 2.6) to understand the basic feasibility of our previously-described
IR-based quantity estimation process. In particular, we experimented with a paper
container that was filled to 60% of its capacity with 3 different liquids and ini-
tially placed inside the fridge. The container was then brought out of the fridge
and placed outside for a variable duration, before being re-inserted into the fridge.
The IR-based quantity estimation technique was then applied to the images cap-

tured during the user’s interaction during this re-insertion phase. This analysis was
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repeated at two separate deployments described below:

1. Lab setup : The fridge was kept inside a university laboratory with the am-

bient temperature regulated to 22-23°c.

2. Home setup : The fridge was placed inside an actual home with its ambient

temperature varied from high (~ 25°¢) to low (~ 18°¢)
We studied two distinct questions:

* How does estimation accuracy vary with different food items? To address this
question, we experimented with 3 distinct liquids {juice, milk, water} placed

inside the container.

* How long does a container need to be placed outside for the thermal dif-
ferentiation to be discernible? Intuitively, if this ambient exposure time is
too short, the thermal difference would be too negligible to permit proper
clustering; conversely, if the duration was too long, then both the empty and
filled portions of the container would reach (or be close) to the ambient tem-
perature and be indistinguishable. To address this question, each of the 3
liquids was placed outside the fridge for a duration 7}, that varied between

{0,5,15,30,60,90,150,200,450, 800,1100,1800} seconds.

Performance of Lab Setup: Figure 2.12 plots the estimation error (expressed as %
of whole container capacity) for all 3 liquids, as a function of the ambient exposure

duration 7,. We see that:

* The quantity estimation error is typically less than 15-20% for all liquids, in-
dicating our IR-based approach provides good coarse-grained quantity dis-

crimination capability.

 This error is relatively insensitive to the ambient duration (7},), as long as this
duration varies between 5 secs - 15 minutes. From our empirical observations

across multiple households, we observed that vast majority of interactions
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Figure 2.12: Lab Study: Estimation Error vs Time Spent Outside Fridge

with refrigerated items involved keeping the items outside for at least 5 secs,
and no more than 15 minutes. Our results thus suggest that our IR-based
approach is applicable to a very wide variety of user interaction patterns,
even though its accuracy would degrade if a container was left outside too

briefly (<5 secs) or for too long (>20 mins).

Performance of Home Setup: Figure 2.13 and figure 2.14 plots the estimation error
for all 3 liquids, as a function of the ambient exposure duration 7, when ambient
temperature is kept at (a) high temperature (~ 24 — 25°) and (b) low temperature
(~ 18°) respectively.

We make following observations:

* For both the ambient temperatures, estimation error is high when item expo-

sure time < Hsec.

* When value of T, > 5 seconds and <15 minutes, the estimation error is ap-

proximately 15-20% for all 3 liquid types.

* Compared to high ambient temperature, the low ambient temperature scenario
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Figure 2.13: Home Study: Estimation Error vs Time Outside Fridge (High
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Figure 2.14: Home Study: Estimation Error vs Time Outside Fridge (Low
Temperature)

results in higher estimation error when exposure time is 5 seconds. This is
intuitively expected as a lower ambient temperature will result in a slower

heat gain process, thereby requiring larger time for distinct heat clusters to
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emerge. For our settings, however, it does seem that an exposure time of >15

seconds is enough to provide sufficient clustering accuracy.

Overall, we see that across various ambient temperature ranges, the SmrtFridge sys-
tem typically offers an estimation error of 15-20% when exposure time is > 5 sec-
onds and <=15 minutes. For colder ambient environments, the items might require
higher exposure times as compared to high temperature ambient environments. In
order to improve accuracy for scenarios where exposure time < 5 seconds and > 15
minutes, we can (a) use higher precision IR cameras capable of detecting minute
temperature changes (this comes at increased camera cost) or (b) add weight sen-
sors in the fridge (details discussed in later section). While using a high precision
IR camera might increase the range of acceptable out-of-fridge (exposure) duration,
especially in terms of the lower bound (which determines the minimum change in
temperature that is discernible), it is quite likely that even a finer-resolution sensor
might not work for very low exposure durations. Accordingly, using a combina-
tion of IR sensing and weight estimation might prove out to be a more robust and

cost-effective solution in such environments.

2.7.2 Data Collection & User Studies

Our results are based on following user studies:

* Naturalistic User Study: In this study, users performed natural fridge-based
interactions with N different & common food items, for example, chocolate
milk, orange juice, guava juice, etc. Users were asked to naturally insert
and remove common food items from the fridge multiple times, without any
restriction on how long the item could remain outside. This user study is
used principally to study the efficacy of the item identification process. It
was conducted at two different deployment locations of SmrtFridge system

namely (a) a university laboratory and (b) an actual home.
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e In-Lab Study: In this study, conducted in a university lab with an ex-
plicit institutional IRB approval®, 12 different users (members of the
general public) initially performed natural fridge-based interactions with
15 different & common food items. In a subsequent phase, 7 new users
participated in an expanded study, which included 4 additional fruit &

vegetable items (oranges, broccoli, green peppers, eggplant).

* At-Home Study: This study, conducted with the SmrtFridge system de-
ployed in a fridge kept at an actual home, involved 2 different users who
performed natural fridge-based interactions with 15 food items (same
items as used in lab study). The home setting also allows us to evaluate
performance when the captured images contain a different “residential”

background.

* Quasi-Controlled Micro Study: The goal of this lab-based separate study
was to ascertain the accuracy of item quantity estimation, under varying quan-
tity levels, different vertical angles and for different liquid food items. Ta-
ble 2.3 shows the details of various parameters of this study, e.g., we chose 3
commonly available liquid types (and 3 semi-liquid products in plastic con-
tainers as discussed in section 2.7.5) and 3 evenly separated quantity values.
Since, many of the products included in this study had paper-based containers,

so we arbitrarily chose paper as our container material for this study.

In this study, 7 users performed natural-like interactions with different items,
but with explicit instructions on (a) the items to be kept inside or removed
from the fridge and (b) how long the items were kept outside (the ambient

exposure time).

“IRB approval number: IRB-18-134-A112(1118)

39



| S.No | Parameter \ Values

1 Liquid Types Juice, Milk, Water
2 Content Quantity 100%, 60%, 30%
3 Container Material Paper

4 Time Outside Refrigerator 20 Seconds

Table 2.3: Quasi-Controlled Study Specs (Quantity Estimation)

2.7.3 Item Extraction Performance

We first evaluate the performance of SmrtFridge’s item extraction pipelines on the

data collected during the naturalistic user study. We use two principal metrics:

(a) Intersection Over Union (/oU), which evaluates the relative overlap between
the (manually annotated) ground-truth bounding box of the item (B Bgr) and

the bounding box (B Bgs) computed by the automated SmrtFridge pipeline.

BBarNBBESt

It is computed as 3 BerUBB -

(b) Item Coverage ICov (= %ﬁm), which computes the ratio of the inter-

section area of the ground-truth and computed bounding boxes to the ground-

truth bounding box.
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Figure 2.15: IoU scores vs % Episodes above it (Lab Study)

Performance based on Lab Study: Figure 2.15 plots the fraction of extracted

images (across 80+ randomly selected user-interaction episodes from the user study)
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Figure 2.16: IoU score vs image identification precision recall

whose IoU exceeds the specified threshold. We compute the IoU scores separately
when using (a) just the RGB motion vector pipeline (muv_only) and (b) just the IR-
driven motion-vector based mapping to RGB coordinates (ir_driven_muv). It can be
seen that the v _driven_muv approach provides the best extraction performance: over
60% of images have IoU values >0.6 (object detection frameworks typically require
IoU values higher than 0.45-0.5). In contrast, the pure RGB motion vector-based
approach performs the poorest, achieving IoU values >0.6 in < 20% of the images.
During analysis, it was found that the food items extracted by the ir_driven_muv
approach are relatively more precise, i.e., contain less non-item content; whereas
the mwv_only pipeline tends to extract item images with more non-item background
area, therefore resulting in a poor IoU score.

To further understand the importance of high IoU values (i.e., ensuring that
the extracted image faithfully captures the food item), Figure 2.16 plots the pre-
cision/recall values for DNN-based item identification for those images whose loU
value exceeds the corresponding x-axis value. We observe that the item identifi-
cation accuracy increases with IoU, reaching 95%+ when the IoU value exceeds
0.7.

Figure 2.17 plots the distribution of /C'ov values, for both the ir_driven_muv ap-
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Pipeline I1Cov >=95% | ICov >=75%
MV only 82.4 97.3
IR-driven MV 83.3 97

Table 2.4: Percentage of Episodes vs /Cov (Lab Study)

proach and the mv_only methods. We see that the ir_driven_muo technique achieves
ICov values >0.7 in 80% of the interaction episodes. The higher /C'ov values ob-
served for the mv_only occur because this approach typically extracts a larger frac-
tion of the image but also includes a disproportionately larger ‘background’ compo-
nent (hence, the lower IoU score). As we shall show in Section 2.7.4, the presence
of a larger background leads to poorer performance of the DNN-based item iden-
tifier. To further illustrate the preciseness of SmrtFridge’s item extraction process,
Table 2.4 quantifies the number of episodes (out of a randomly selected 20% of the
total episodes) that contain at least 1 extracted item image with /C'ov values higher

than {75%,95%}.
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Figure 2.17: ICov score and % of Episodes above it (Lab Study)

Performance based on Home Study: Figure 2.18 plots the fraction of extracted
images (across 40+ randomly selected user-interaction episodes from the home
study) whose IoU exceeds the specified threshold. It can be seen that muv_only
approach performs relatively better, for example, for the mv_only approach over

74% of images have IoU > 0.6. In contrast, for the ir_driven_muv approach, 64%
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of images have IoU values > 0.6.
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Figure 2.18: IoU scores vs % Episodes above it (Home Study)

Figure 2.19 plots the distribution of /C'ov values, for both the ir_driven_muv ap-
proach and the mv_only methods. We see that the ir_driven_muo technique achieves
ICov values > 0.7 in 80% of the interaction episodes, whereas the muv_only ap-
proach has IC'ov values >0.7 in 73% of the interaction episodes.

Comparing the performance of item extraction pipelines across lab & home
studies, I observed that the performance of IR-driven MV pipeline decreased for
home study as compared to lab study. As per my understanding, this can happen
for 2 reasons: (a) smaller participant dataset (2 different users participated in home
study compared to 12 for lab study) and (b) fog issues inside the fridge at home
(discussed in detail in sec 2.9) that might have affected the IR sensor and therefore
causing the drop in overall IR-driven extraction accuracy.

Table 2.5 quantifies the number of episodes (out of a randomly selected 50%
of the total episodes) that contain at least 1 extracted item image with /Cov val-
ues higher than {95%, 75%}. It can be seen that compared to the lab setup, the
item extraction performance for /Cov > 95% drops for both extraction pipelines,
whereas for ICov > 75%, we don’t see any major accuracy drop. This drop can be
attributed to the fact that while lab-setup was a semi-controlled setup (with fewer

objects in background and proper lighting arrangements), the home-setup was a
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completely uncontrolled setup, thus making it more challenging to extract items
with ICov > 95%. But, even in such an uncontrolled setup, it can be seen that
both the extraction pipelines maintained /Cov > 75% for 92%-+ of episodes and
looking at Figure 2.16, we can take a hint that achieving an extraction score > 75%

can potentially result in item identification accuracy of 90%+.
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Figure 2.19: IC'ov score and % of Episodes above it (Home Study)

Pipeline ICov >=95% | ICov >=75%
MYV only 56.5 92.3
IR-driven MV 51.2 97.4

Table 2.5: Percentage of Episodes vs /Cov for Home study

Key Takeaways: Overall, it can be seen that SmrtFridge’s item extraction pipelines
were able to effectively isolate the food items from their background when Smrt-
Fridge system is deployed at two different locations. The setup in university lab

resulted in comparatively better overall item segmentation performance.

2.7.4 Item Identification Performance

This section describes the item identification accuracy, based on the extracted im-
ages (from an initial study with a 15-item classifier & 12 individuals, followed by
a 19-item classifier with additional fruit & vegetable items & 7 users), achieved by

the ResNet-based DNN.
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Performance based on Lab Study: Table 2.6 plots the item classification results
(for episodes involving the original 12 users who interacted with the original 15
food item classes), for both the 15-class classifier and the subsequent 19-class clas-
sifier. It can be seen that the combined pipeline results in the highest and identical
precision/recall values (of ~0.84). Moreover, the results are fairly stable over the
15-class and 19-class classifiers. As a point of comparison, the food item preci-
sion/recall is 74% and 72% respectively, for the episodes involving the 7 new users,

who interacted solely with the 4 new fruits & vegetable items.

15 class Classifier | 19 class Classifier

Approach Precision | Recall | Precision | Recall
Motion Vector (MV) Only 0.82 0.79 0.83 0.81
IR driven MV 0.80 0.78 0.81 0.79
MV+IR Merged Pipelines 0.83 0.83 0.84 0.84

Table 2.6: DNN-based Item Identification accuracy (per Episode)

Following observations can be made:

* The overall item recognition accuracy is high but not as high as the 97%+
accuracy reported on the externally curated training data. In large part, this is
due to the lack of sufficient relevant training data for our classifiers. In par-
ticular, the training corpus consists entirely of images of items extracted from
the Web or shot in close proximity by a video camera. These training images
are quite distinct from the partial views of items captured by the SmrtFridge
RGB+IR sensors. The anticipation is that the accuracy will improve as the
corpus is continuously expanded in the real world (similar to approaches used
by consumer ML-based devices such as Amazon’s Alexa™) to include more

such in-the-wild images.

* The accuracy is lower for the newer episodes that involved the 4 new food
items. This was principally due to the lack of sufficient appropriate training
images—unlike canned items, fruits and vegetables have greater diversity in

shape and color, and thus require more diverse training data.
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Performance based on Home Study: Executing the item identification pipeline on
data collected from home study resulted in 95+ % of extracted items being classified
as background. This was caused by the extracted items being quite blurry in nature
(see figure 2.20). Unlike the lab setup, no additional light sources were installed
at home, therefore resulting in comparatively poorer lighting conditions at home.
So, in order to capture interactions, I reduced the shutter speed (to allow more light
into the lens) of the Rpi camera. The Rpi camera and user being in vicinity of each
other (distance < 2m during item interaction), a reduced shutter speed led to blurry
captures.

In my opinion, there are two ways to handle such problems: (a) by improving
the ambient lighting conditions near the fridge area and (b) by using a fixed-focus
(fixed at ~ 2m rather than infinity) camera with high ISO gain capabilities. As
a preliminary evidence of performance improvement in better lighting conditions,
achieved by using an additional light source, I collected data for 8 different episodes
and ran item identification pipelines on it. I found that the precision values, for clas-
sification (using 19 class classifier) of extracted food items, was found to be 0.73,
0.70 & 0.72 for MV only, IR-driven MV & MV+IR merged pipelines respectively.
This observation provides a pathway to overcome the limitations imposed by the
poor lighting conditions in a typical home deployment.

Alternative Classification Strategies: To further underline the importance of ac-
curate sub-image extraction, we computed the accuracy of a baseline where the
DNN classifier operated on full-HD images (containing both the food item and mis-
cellaneous background content). The DNN classifier then performed very poorly,
achieving precision and recall values of only 0.53 and 0.20. Similarly, if the clas-
sification is performed only on 1 extracted image (as opposed using the highest
cumulative likelihood across all frames), the item identification accuracy drops to

0.48.
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Figure 2.20: Examples of extracted images from home study

2.7.5 Quantity Estimation Performance

I also performed a quasi-controlled study to evaluate SmrtFridge’s coarse-grained
quantity estimation technique. Figure 2.21 plots the estimated quantity for
3 different liquids {juice, milk, water}, and 3 different fractional quantities
{30%,60%,100%}. The plot shows that these 3 levels are distinguishable (distinct
median values, with low overlap between 1! and 4" quartiles). However, the esti-
mates are significantly more noisy for juice when the container is only 30% full).
Studies with additional semi-solid items {yogurt, ketchup, peanut butter} show that
the estimation error remains within 10-20%, indicating the robustness of our tech-
nique.

Coarser Estimation/Classification: While fine-grained quantity estimation is

challenging for certain (liquid, container) combinations, coarser-grained estimates
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are acceptable for many applications. For example, an application that generates
alerts (when the food quantity becomes very low) may just need to know when
the quantity drops below, say, 20%. Accordingly, we now study the accuracy of
the coarser-grained classifier that assigns the captured IR image into one of 3 bin-
s/classes: 30—60—100%. For this ternary classification problem, we achieve a
classification precision of 75% and recall of 71%. Overall, our results suggest that
IR-based technique may be useful for obtaining coarse-grained quantity estimates

(average error of ~15%).
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Figure 2.21: Median Accuracy of Quantity Estimation

Item Insertion Angle vs Accuracy: While the item is being re-inserted into the
fridge, the user might hold it in many ways. One of the variables is the inclina-
tion angle, i.e., the angle at which an item is with respect to horizontal plane, e.g.,
floor. This section describes the study on whether the quantity estimation accuracy
depends on the inclination angle of the container. Figure 2.22 shows mean quantity
estimation error, as % of whole container, when a juice container was put inside at
7 different horizontal angles (via a controlled study) ranging from ¢ = 0-180° (con-
tainer is vertical at f = 90°). It can be seen that the estimation error is usually within
10-25% (and thus sufficient for coarse-grained resolution), unless the container is

horizontal § = {0, 180}°. As an intuitive explanation, note that most food contain-
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ers are taller and narrower. The same residual quantity thus results in a larger empty
height when the container is vertical 6 = 90°, and a much smaller empty height
when horizontal. Moreover, we observed that even modest hand movements during
the interaction can cause the liquid to splash vertically around inside the container
and ‘contaminate’ the empty portions “above”. Given the relatively low spatial res-
olution of our IR camera, the clustering error (illustrated in Figure 2.23) is thus

much larger when the container is horizontal, than when vertical.
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Figure 2.22: Quantity Estimation Error vs Item Angle

Figure 2.23: Thermal Clusters for § = 90°, 0°(content = 30%)
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2.7.6 Additional Performance Characteristics

Supporting Multiple Items: While the SmrtFridge pipeline supports the user’s
concurrent interaction with multiple items, we observed that such interaction (e.g.,
retrieving a milk carton and a yogurt container together) is very unusual (never
occurred in our Naturalistic study). To understand the performance of SmrtFridge
under such possible multi-item interactions, we collected data for 8 episodes, where
2 users were explicitly instructed to retrieve 2 items concurrently. In this admittedly
small sample, SmrtFridge’s clustering technique reliably identified 2 distinct items
and extracted them with IoU values between 0.63-0.71. However, more detailed
studies are needed, as such concurrent retrieval may give rise to other non-obvious
usage artifacts (e.g., occlusion of one items).

Energy Consumption: As per surveys °, households tend to interact with their
fridge about 15-25 times per day. If SmrtFridge system is triggered at this frequency
on a daily basis, the amount of energy consumption becomes an important factor.
This section talks about the observed energy consumption of SmrtFridge . Via mea-
surements with 40+ distinct episodes, it was found that average energy consumption
is 7.5mWh/episode for the quantity estimation pipeline, and 90mWh/episode for
the item extraction & recognition pipeline. In contrast, the yearly average energy
consumption of a typical fridge (e.g., Toshiba GR-R20STE 185L), is 566 kWh. Ac-
cordingly, SmrtFridge is expected to impose an additional overhead of only 0.15%

on a fridge’s energy consumption.

2.8 Discussion

2.8.1 Privacy Concerns

SmrtFridge’s use of an outward-facing camera can raise privacy concerns: con-

sumers may be wary of devices that not only capture images of food items but also,

Shttps://www.housebeautiful.com/uk/lifestyle/storage/news/a2110/
fridge-food-cupboard-habits/
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potentially, that of the individual and the residence’s background, even if all image
processing is performed locally on the fridge. We believe that commercial products
can address this issue via appropriate design and placement of cameras, while utiliz-
ing SmrtFridge’s interaction-driven paradigm. In particular, instead of the outward-
facing camera setup, we can deploy multiple narrow-FoV (field-of-view) cameras
on the rim of the fridge, such that they are capable of only taking ‘sideways’ images
of the fridge. However, such a setup can increase occlusion (at least on one side).
Accordingly, we may need to modify the image extraction pipeline to accommodate

multiple simultaneous images (of varying occlusion) from multiple cameras.

2.8.2 Extending to Other Food Types

The experimental results presented here focused primarily on discrete container-
enclosed items, as discrete food items (e.g., oranges & eggplant). However, the
quantity estimation of such discrete items is currently unexplored and will require
newer approaches, e.g., thermal segmentation is unlikely to be able to distinguish

between 1, 2 or 3 bananas.

2.8.3 Additional Sensors for Finer-grained Sensing

SmrtFridge’s current visual recognition pipeline recognizes only food item types/
brands, and not instances. For example, if a fridge has 2 Coke cans (both 50%
full), the system cannot distinguish between them if one of them is removed and
returned (with 30% residual content). Additional sensor types may help overcome
such limitations. For example, explicit weight sensors (load cells), can help provide
fine-grained estimates of changes in the fridge’s weight, which can then be used
to discriminate between multiple identical items. A single 100 Ib (= 45 kg) Futek
LSB200 sensor® can detect load changes as small as 10 grams. Other novel sensors

may enable additional functionality, such as detection of expired food items. For

bhttp://www.futek.com/files/pdf/Product%20Drawings/FSH00091.pdf
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example, Goel et al. [49] have applied hyper-spectral imaging to infer the aging of

food items such as fruits.

2.8.4 Out of Scope Functions

As consumers can certainly desire additional capabilities from a smart fridge, it is
important to explicitly state the functions that SmrtFridge does not currently sup-

port. Very specifically:

* No Product Expiration: SmrtFridge does not have any notion of detecting
the possible expiration dates of individual food items. While SmrtFridge can
provide the duration for which an item has been residing in the fridge (and
a rule-based back-end may trigger alerts when a specified period has been
exceeded), more precise expiration tracking will require coupling our mech-
anisms with alternative approaches (e.g., OCR-based parsing of expiration

dates on containers).

* No Support for Unlabeled Food Items: SmrtFridge’s operational logic is
based on extracting visual images of a food container or discrete food items
(e.g., fruits), and then performing DNN-based recognition of the product. Ac-
cordingly, SmrtFridge cannot presently support recognition of unlabeled food
items (e.g., home cooked foods such as salads or curries), although future
versions can integrate ongoing deep learning work on recognition of cooked

foods (e.g., FoodAI [3]).

» Approximate Support for Quantity Estimation: SmrtFridge’s IR sensing tech-
niques help to provide coarse-level estimates of residual food quantity in con-
tainers (e.g., less than 25% remaining). However, SmrtFridge does not aim
to measure such food quantity precisely (e.g., 30 mg of juice). It is likely
that the addition of high-resolution weight sensors might enable more precise

quantity estimation of food items.
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* No Tracking of Specific Item Instances: SmrtFridge’s visual sensing effec-
tively recognizes specific food types or brands (e.g., a can of Coke), rather

than specific individual item instances.

2.9 Reflections and Lessons Learnt

This section highlights some of the lessons learnt from the design & performance

analysis of SmrtFridge system.

2.9.1 Lighting Conditions

Being a camera based system, ambient lighting conditions surrounding the fridge
might impact the overall performance of SmrtFridge system. These impacts can be
seen in our lab and home deployments — the accuracy of SmrtFridge in the home
setting was slightly inferior compared to the lab setup. In addition, the number of
test users in the home setting was quite low (just 2 users), implying that those results
may be more susceptible to unique individual-specific behavioral artifacts exhibited
by the users. To tackle the light issues, one might reduce the camera shutter speed,
which in-turn might lead to blurry images (as seen in section 2.7.4). So, a trade-
off must be established between the camera shutter speed and the ambient light
intensity. Also, it might be useful to explore if a NoIR camera (no IR filter)” coupled

with an IR flash light might help alleviate this issue.

2.9.2 Location of Cameras

During the experiments, we observed that sometimes users might put items in front
of the cameras, therefore blocking their view. So, it might be useful to install cam-
eras such that there is no place to put items in-front of them. Based on our insights

about possible camera positions (section 2.6.1), we can say that if we move cameras

"https://www.raspberrypi.org/products/pi-noir-camera-v2/
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from position 3 to nearer to the door hinges, then it might help resolve this issue.

2.9.3 Fridge Steam on Camera Lens

Depending on the factors like fridge type, temperature and so on, it is possible
that steam from the fridge might accumulate on the lens of RGB camera, therefore
creating a blurry effect. This will impact the performance of item extraction and
item identification pipelines. To tackle this, an anti-fog coating® can be applied on

the camera lens.

Shttps://www.weetect.com/anti-fog-solution-guide/
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Chapter 3

Collaborative Energy-Efficient

Multi-Camera Sensing

3.1 Introduction

Vision-based sensing has seen dramatic advances in both image sensing hardware
(4K resolution image sensors are now priced below $25) and Deep Neural Network
(DNN) based models (e.g., YoLov3 [94]). With rapid progress in miniaturization
technologies and consequent drop in prices, [oT devices such as cameras are wit-
nessing a rapid increase in deployment rates in public spaces, such as college cam-
puses, subway stations and parks (e.g., Singapore’s multi-camera lampposts project
(95, 000+ lampposts) [103], Beijing & London each having 800,000 & 628,000
cameras [36] respectively). By executing a variety of vision-based processing
pipelines on such camera-generated video feeds, we can enable a host of advanced
IoT-centric applications such as real-time occupancy estimation [29, 24], crowd
flow monitoring [32] and even tracking of individual/group movements [68, 31, 96]
(the last one is particularly relevant for supporting currently-popular functions such
as contact tracing).

Despite many applications, the energy cost of vision sensing continues to be

a formidable challenge in the deployment of continuous vision sensing-based ap-
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plications in public spaces, such as university campuses and outdoor parks. The
overall energy consumption of a typical vision sensing node is composed of (a)
capture/sensing energy: consumed during image/video capture (b) storage energy:
consumed while storing/retrieving sensor data to/from memory and (c) transmis-
sion energy: consumed when sensor data is transmitted over the network for further
processing. To facilitate the large-scale deployments of vision-sensors, it is neces-
sary to reduce the energy overheads of vision sensing, ideally to the point where
such sensing can utilize battery-less, energy-harvesting based sensors. While re-
cent work on energy proportional vision systems [71] has shown that decreasing
the image resolution or frame rate can reduce the sensing energy overheads [109],
they come with an energy-vs-accuracy tradeoff: lowering the resolution might save
energy but it can also diminish the accuracy of visual tasks, such as object detec-
tion [94].

In this chapter, I shall demonstrate that this energy-accuracy tradeoff can be
tackled by using the concept of collaborative intelligence [21], whereby the infer-
ence pipelines of different sensors work cooperatively to provide performance en-
hancements that are not realizable via independent operation. It has been observed
that many large-scale deployments of networked vision sensors are characterized
by partially overlapping spatial coverage, i.e., a particular region might be covered
by more than one cameras at a time. For such overlapping regions, the availabil-
ity of multiple simultaneous views, usually from differing perspectives, offers an
opportunity to preserve the task accuracy while lowering the captured image reso-
lution, therefore resulting in reduction of sensing (image capture), storage & com-
munication energy overheads. This chapter describes one such approach to energy
reduction—namely, the intelligent and selective reduction of the imaging resolution

of such vision sensors.
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Figure 3.1: Illustration of spatial overlap and temporal correlation among multiple
cameras

3.2 Multi-Sensor Collaboration

In a multi-sensor deployment scenario, sensor collaborations can be useful in vari-
ous ways, e.g., to increase overall sensing coverage, reduce overall system energy
consumption or improve the ability to detect less perceptible objects. While a sensor
collaboration can involve multiple heterogeneous sensors, e.g., a Passive Infrared
(PIR) sensor can enable a camera to capture images as and when motion is detected,
this work focuses on multi-camera collaboration where multiple RGB visual” cam-
eras, deployed at the ‘edge’ of a networked sensing infrastructure, collaborate with
each other to reduce overall system energy consumption. A large-scale camera de-
ployment often leads to a partial spacial-overlap among cameras as shown in figure
3.1(a). Similarly, as shown in figure 3.1(b), cameras in these deployments might
also have a temporal correlation among them, i.e., a person visible in camera E at
time t might also be visible in camera F after ¢ + At time. While both these proper-
ties can be exploited for collaboration, this dissertation focuses only on the spatial

overlap based collaboration.
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3.3 CollabCam Overview

In this chapter, I discuss the design and performance analysis of CollabCam, a
framework for multi-camera collaboration for energy efficient sensing. Collab-
Cam utilizes selective resolution reduction combined with collaborative inference
to achieve its goal of reducing overall energy consumption of a vision sensor while
keeping the object detection accuracy intact. However, each vision sensor typically
has only partial spatial overlap, i.e., only a portion of the region within its field
of view (FoV) is likely to be shared with the FoVs of other cameras. Given this
characteristic, the camera resolution cannot simply be reduced uniformly for the
entire image: while a reduced resolution might offer acceptable task accuracy in
the overlapping area, it would still suffer performance loss in the non-overlapping,
exclusive part of its FoV. CollabCam therefore introduces a novel paradigm that en-
ables it to overcome this conundrum: Mixed Resolution Frame Sensing (MRFS).
MRES differs from prior work on dynamic camera resolution adaptation (e.g., [57]),
which implicitly assumes that any single frame is acquired at a constant spatial res-
olution. As illustrated in Figure 3.2 (where 3 different regions of the image frame
are sampled at 3 distinct resolutions), MRFS breaks away from this assumption by
acquiring different portions of a single image frame at different resolutions. Intu-
itively, this mixed-resolution operation allows CollabCam to obtain the best of both
worlds, using a lower resolution (with lower energy consumption) for the overlap-
ping areas, while preserving the use of higher resolution for the non-overlapping
areas.

From deployment perspective, CollabCam is composed of multiple MRFS-
enabled and spatially-overlapping cameras, where each camera’s mixed-resolution
image frames are optionally stored in memory and then transmitted wirelessly (see
Figure 3.3) to a common analytics node (e.g., an edge computing platform). This
node can collectively apply the relevant visual processing pipeline, without requir-

ing any deployment-specific DNN training, to the composite set of captured images.
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Figure 3.2: MRFS: Mixed-resolution Image with 3 sub-regions

3.3.1 Key Challenges

In order to realize the goals of CollabCam, following key challenges must be ad-

dressed:

* Autonomously & Accurately Determine Overlapping Areas: To take ad-
vantage of the MRFS paradigm and reduce the sensor resolution over shared
regions in an autonomous manner, the foremost step is to establish the over-
lapping regions between cameras. So, each camera first needs to know the
different parts of its FoV that are shared with other peer cameras. In order to
avoid the need of manual intervention, which can become a prohibitive over-
head in large-scale deployments, the overlap estimation should be done in an
autonomous manner, i.e., without requiring any explicit human involvement.
Secondly, the amount of energy savings also depends on the size of overlap-
ping region, i.e., more overlap can lead to more savings, so, the overlap region

estimation should be done accurately.

* Optimal Resolution Estimation for Overlapping Areas: The total amount
of energy savings from multi-camera collaboration depends on the extent of
spatial overlap between cameras and the respective imaging resolutions of the

overlapping regions. So, after identifying the overlapping areas, the next chal-
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lenge is to estimate the optimal resolution for them. It is important to select
optimal sensing resolutions for the overlapping areas because while a “lower
than optimal” resolution might cause unwanted drop in end-task accuracy,
the "higher than optimal” resolution wouldn’t save the maximum possible
amount of energy. The choice of optimal resolution might depend on vari-
ous application/deployment specific factors such as (1) target object type, e.g.,
vehicles might be easier to detect at lower resolution than pedestrian users
(i1) object distance from camera, e.g., closer objects might appear bigger and
therefore can be detected even at lower resolutions than objects that are far
and appear smaller in camera. A collaboration system must be able to max-
imize energy savings while keeping the end-task accuracy drop as minimum

as possible.

Maintaining Task Accuracy with Low-Resolution Images: The images
created using MRFS will have lower resolution in overlapping regions there-
fore can result in reduced task accuracy if an off-the-shelf object detector is
used for inference. For example, as we shall see in Section 3.7.2, reducing
the overlapping area resolution from 512x512 to 70x70 results in 48-61%
drop in mAP (Mean Average Precision) score for our benchmark datasets.
CollabCam should be able to maintain this object detection accuracy while

capturing images at lower resolution.

3.3.2 Operational Concept

Figure 3.3 illustrates a high-level operational overview of CollabCam, where mul-

tiple vision sensors collectively monitor a larger area (such as a university campus

or a city neighborhood), with varying spatial overlap in the regions covered by each

individual camera. CollabCam employs a hub-and-spoke architecture where the

vision sensors capture and transfer images to a common gateway or edge device,

denoted as £. The device E receives all the camera image streams and executes
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the relevant DNN-based inference tasks over the entire area, e.g., performing ob-
ject detection over each individual sensor stream. In this conceptual diagram, we
observe that: (i) cameras A & B share an overlapping area of coverage (C1), and
thus will be able to simultaneously observe (from different perspectives) the person
P1 located in this overlapping area (ii) likewise, cameras C & D share an overlap-
ping coverage area (C2), and thus simultaneously observe individual P2 and (ii1)
cameras A, B & C together have a common overlapping area of coverage (C3) and
simultaneously observe individual P3. The vision here is that the CollabCam sys-
tem will take advantage of these overlaps to reduce overall energy consumption by
selectively reducing the camera resolution for those portions of the camera-specific
frames that correspond to such overlapping areas. For this work, I am assuming that
the cameras, and thus the overlapping areas, are static and do not change over time.
The underlying hypothesis (validated in Section 3.9) is that collaborative inference,
by fusing the inputs from the multiple cameras that ‘cover’ a common overlapping
area, will help preserve the task accuracy (e.g., for object detection) in spite of the
loss in image quality due to the reduced camera resolution. Note that CollabCam’s
eventual performance gains are deployment-specific, being dependent on the amount

of actual spatial overlap.

3.3.3 Resolution vs Energy Characteristics of a Vision Sensing

System

A typical networked vision sensing system has multiple sensing nodes, where each
node can capture images, (optionally) store them in memory and transmit them
over a network. To justify CollabCam’s approach of reducing image resolution
to reduce energy overheads, it is useful to understand the internal architecture of a
typical vision sensing node. As shown in figure 3.4 (partially reproduced from [71]),
such a node contains one or more of following components (a) image sensor(s) to

capture images (b) processing & memory units to process and temporarily store the
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Figure 3.3: Illustration of Operational Concept of CollabCam

captured images and (c) a network module to transfer these images. The energy
consumption of each component (which cumulatively define the sensor node’s total
energy overhead) is effectively proportional to the number of captured pixels.

A typical CMOS sensor consists of an array of MxN pixels, where the light cap-
tured by each pixel’s photo-detector is converted and stored in a capacitor. Next, the
Analog Signal Chain component (which typically imposes ~ 70 — 85% of the total
power consumption [71]) employs several amplifiers and Analog-to-Digital (ADC)
circuits to convert this capacitive voltage to a digital output. The sensor’s image
processor then performs basic digital image processing tasks, e.g., white-balancing,
denoising etc. By reducing the sensing resolution, we effectively reduce the amount
of analog-to-digital (pixel content) conversions. For example, in a truly energy-
proportional configuration, reducing the resolution by half along both x&y coordi-
nates should result in a 4-fold decrease in the ADC energy consumption. Moreover,
such a reduction in the volume of digitally-captured pixels should also reduce the
energy overheads of the subsequent image processing steps, such as denoising, stor-
age & the wireless transfer of the captured data to an external processing unit (e.g.,

to an edge device).
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Figure 3.4: Components of a vision sensing node

3.3.4 System Architecture

Figure 3.5 outlines the various functional components of CollabCam, some of
which execute on each individual vision sensor with the other components execut-
ing on the edge device. This section provides a brief overview of these components,

outlining how they work together to achieve the vision outlined above:
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Figure 3.5: CollabCam Components (Sensor & Edge)
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1. Overlap Area Estimator: CollabCam first automatically and autonomously
(i.e., without any explicit human configuration) estimates the spatially over-
lapping areas, if any, between a set of cameras. For this, CollabCam employs
an object matching (RelD) based approach, i.e., if the same object is visible
in two simultaneously captured images from a camera pair, the corresponding
locations of that object, in each camera’s reference system, are part of their
mutually overlapping area. By repeating this process over a large-enough set
of frames and aggregating the locations of all ReID-ed objects, we can esti-
mate the overlap area between each camera pair. The Overlap Area Estimator
component (described in detail in Section 3.5) executes on the edge device,
where it has access to multiple images from each sensor. Since the cameras
are assumed to be static, this estimation is performed offline, prior to the ac-

tual runtime MRFS-based adaptive sensing.

2. Mixed Resolution Resolver: Given the knowledge of the areas of overlap be-
tween multiple cameras, CollabCam’s operation requires each vision sensor
to subsequently determine the minimum required resolution for the corre-
sponding overlap area. This is done by the Mixed Resolution Resolver com-
ponent of CollabCam . To determine this resolution, I shall use studies on
benchmark datasets (Section 3.9) to first empirically establish the relationship
between the resolution used and the accuracy of the corresponding vision task
for such overlapped regions, and thereby identify the optimal resolution for
each (vision sensor, overlapping area) tuple. The resolver can communicate
these optimal choices, along with the corresponding region specifications, to

each individual camera.

3. Cross-Sensor Coordinate Mapper: For fusing the perspectives of multiple
collaborating vision sensors, it is necessary to perform coordinate mapping,
i.e., transform an object’s location from one camera’s coordinate system to

another camera’s coordinate system. While well-established techniques, such
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as Homography [86], triangulation or projective transformation [69] exist to
perform such mapping, they often assume that details of each camera’s pa-
rameters (e.g., height, location) and orientation are known a-priori. While
developing new coordinate mapping techniques is not part of my goal or con-
tribution, Section 3.6 will describe a simple and reasonably effective linear
regression based mapping technique, that operates autonomously without re-

quiring explicit knowledge of camera parameters.

4. Collab-DNN (SSD): To provide competitive accuracy even from lower reso-
lution images, CollabCam requires an enhanced DNN inference model that
performs the intended visual task by ingesting multiple camera perspectives,
of mutually shared regions, suitably mapped to a common coordinate space.
In Section 3.7, I shall describe the enhanced object detector model (applica-
ble for our canonical ‘object detection’ task), called Collab-SSD, which does
not require deployment-specific training. I shall demonstrate that it offers a
superior accuracy-vs-resolution trade-off than the baseline SSD (Single Shot

Detector) model.

5. Mixed Resolution Image Sensor: To achieve the targeted energy savings,
CollabCam requires each vision sensor to be MRFS-capable. In Collab-
Cam , once the overlapping sub-region(s) and their sampling resolutions have
been determined, these parameters are transmitted from the edge device to
each individual pervasive vision sensor, which then configures itself to gen-
erate and transmit back the corresponding mixed-resolution image streams.
Section 3.8 describes a first-of-a-kind prototype implementation of such an
MRFS-capable image sensor and characterize its energy vs resolution perfor-

mance.
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3.4 Benchmark Datasets

CollabCam uses two publicly available, multi-camera datasets, i.e., PETS [11, 12,

43] and WILDTRACK [33] for performance analysis.

PETS Dataset

PETS is an open dataset publicly released in 2009 as part of a challenge. PETS is a
multi-camera, variable crowd-density dataset containing human beings. It has total
of 8 cameras, some of which capture near views and others capture far view of a
specific geographical area. PETS cameras are deployed such that many of them have
spatially overlapping regions with other camera(s). Table 3.1 summarizes overall
details of PETS dataset. The high level deployment locations of all the cameras is
as shown in figure 3.6. PETS is a low-medium density crowd dataset created for

several pedestrian activities, e.g., walking, running.

Total Cameras | Resolution | Frames/Cam | Frame Rate | Area Covered | Participants

8 720x576 795 7 100m x 30m 40

Table 3.1: Details of PETS Dataset

Figure 3.6: High level view of camera deployment in PETS

For this dissertation, I use cameras 5, 6, 7, 8 because of requirement of spatially

overlapping cameras. Out of many sets of data (each aimed at a specific type of
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task), I use S2_L1 (Dataset S2: People tracking, difficulty : Level 1, sparse crowd).

Figure 3.7 shows some sample images from PETS dataset.

(a) View 5 (b) View 6

(c) View 7 (d) View 8

Figure 3.7: Sample images from PETS dataset

WILDTRACK dataset

WILDTRACK is a large-scale, multi-camera public dataset created with the aim
of testing object detection, tracking algorithms in the wild settings of high crowd-
density. The data collection setup consists of 7 HD cameras with partially overlap-
ping FoVs deployed outdoor in a University campus. Table 3.2 summarizes some of
the details of WILDTRACK dataset. WILDTRACK dataset is a high crowd-density
dataset and captured in a non-actor setup, i.e., participants are not given any kind
of instructions and are free to move the way they want. Though the captured image
resolution is kept at 1920x1080, the dataset also provides full-HD video record-
ings. For labels, it provides 400 annotated frames from each camera, i.e., total of
2,800 frames, covering over 56,000 bounding boxes. These frames are synchronized

(~ 50ms accuracy) across cameras. It covers a total of over 300 people walking and
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Total Cameras | Resolution | Frames/Cam | Frame Rate | Bounding Boxes | Participants

7 1920x1080 400 60 56,000 313

Table 3.2: Details of WILDTRACK Dataset

standing. Figure 3.8 shows some of the sample images from this dataset. For this
dissertation, I have utilized all 7 views for training/testing the various components

of CollabCam .

(c) View 4 (d) View 5

Figure 3.8: Sample images from WILDTRACK dataset

3.5 Autonomous Spatial Overlap Area Estimator

CollabCam’s approach for automatic spatial area estimation relies on the use of
state-of-the-art techniques for two functions: (a) object detection, which is applied
independently on each camera’s image stream and provides the bounding box coor-
dinates of objects visible in each image, followed by (b) object re-identification
(ReID), which identifies/associates common objects that are simultaneously ob-

served by two or more vision sensors. The basic idea is to identify the same object
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across two different camera views simultaneously. Once identified, we can infer
that the corresponding object coordinates, in each camera, are part of the overlap-
ping region shared by the camera pair. While object detection models are fairly
standard (e.g., SSD [74], YOLO [92]), object ReID algorithms typically look for
common visual or motion features (e.g., [68]) to establish correspondence and often
require custom enhancements to tackle deployment-specific artifacts.

For the specific case of CollabCam involving the detection and tracking of hu-
mans, object matching is equivalent to a person Re-Identification (ReID) problem.
Instead of developing new RelD techniques, I utilize the machine learning based ap-
proach for pedestrian recognition proposed in [52], where each human object is con-
verted to a 128-dimensional vector, with two images declared to be the same human
object if the Euclidean distance between their vectors is less than an empirically-
determined threshold 7'.

I shall now discuss two different approaches employed by CollabCam for person
matching. The first approach, called Baseline, is an initial approach used to establish
the baseline capability of CollabCam and simply uses an off-the-shelf idea of person
matching. The second approach, called weighted approach, improvises on Baseline

and modifies the matching logic to better satisfy the CollabCam’s requirements.

3.5.1 Baseline Approach for Area Estimation:

This approach operates on each pair of cameras independently, and assumes that
each camera provides a series of time-synchronized “training” images. The ap-
proach takes a pair of simultaneous images /'mage; and Images, from camera C

and (Y, and executes the following algorithm:

1. Let the initial overlap areas (for C; & (5, respectively) be represented by A; =

{} and Ay = {}.

2. Determine O; and Os, the sets of bounding boxes (locations of human objects)

in Image; & I'mages respectively.
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3. For each object o} € O and 0‘5 € Oy, extract its image (using their bounding

boxes) and compare them for equivalence, i.e., use [52] to verify if 0 = 0%.

4. For each matching object pair (i,)), i.€., if o} = 0%, get their corresponding bound-

ing boxes BBox! and BBox), respectively.

5. Perform a set-theoretic addition of BBox! and BBoxg to Ai&Ayie., A +

Ay U BBoz', and Ay < Ay U BBox),
6. Repeat the above process for the entire set of image pairs.
7. Finally, fit minimum bounding rectangles to the final overlap areas A; and A,.

Figure 3.9 shows an example of steps involved in spatial area estimation; the
bottom half of each image denotes the current estimation of the overlapping area.
Here, (1) reflects the scenario when first object in camera 1 is successfully matched
(re-ID) with another object in camera 2, whereby their locations, denoted by the
red bounding boxes in their corresponding image frames, become part of estimated
overlap area. As more objects are matched between the two images, the estimated
overlap area grows as seen in (2), (3) & (4). Note that, as the image sensor eventu-
ally performs resolution adaptation for rectangular-shaped sub-regions, the estima-

tor eventually provides a rectangular approximation of the common area.

3.5.2 Weighted Overlap Estimation

The baseline approach described above can lead to significant over-estimates: as
every matched object causes the estimated overlap area to grow, any false positives
in matching result in a spurious increase in the estimated overlap area. Such over-
estimation can eventually lead to a use of lower-than-warranted imaging resolution
and a consequent loss in object detection accuracy. The key issue with baseline
approach is that, once a region of pixels is added to the overlap area, it cannot be

undone.
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Cam1  Cam2 Cam1l Cam2

Estimated Overlap Estimated Overlap

(1 (2)

Estimated Overlap Estimated Overlap

3) 4

Figure 3.9: Steps in Spatial Overlap Area Estimation

To tackle this problem, CollabCam moves away from the binary use of ‘overlap-
ping’ vs ‘non-overlapping’ labels to a weight-based softer segmentation strategy. In
particular, for any pair of cameras, each pixel in a camera’s FoV has an associated
weight, initialized to 255 (maximum pixel intensity). For every object match/mis-
match, the weights of pixels associated with the object decrease/increase. For a pair
of simultaneous images /'mage; and Images, from camera C'; and Cy, the weighted

approach operates as following:

1. Let the initial overlap areas (for C; & Cs, respectively) be represented by A; =

{} and Ay = {}. Let the initial weight for each pixel in FoV of C; and C; be
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10.

represented by matrixes W, . and W}, respectively, such that W, = {255}
and W2 ={255} initially.

. Determine O; and O, the sets of bounding boxes (locations of human objects)

in Image; & I'mages respectively.

. For each object 0! € O, and 0}, € O, extract its image (using their bounding

boxes) and compare them for equivalence, i.e., use [52] to verify if o} = og.

For each matching object pair (i,j), i.e., if 0} = og, get their corresponding bound-

ing boxes BBox} and BBax% respectively.

. Decrease weight of all pixels in BBox} and BBox), by ¢ such that 1V} =

BBo:r:li

Wl

_ 2 2 _
BBoxt 0 and WBBM% w )

BBoxz,

. For each non-matching object pair (i,j), i.e., if o} # og, get their corresponding

bounding boxes BBox’ and BBox), respectively.

. Increase weight of all pixels in BBox} and BBox) by § such that 1V} =

BBom”i

Wl

2 T2
BBogt + 0 and WBBOI% =W +4

BBoxg

. Repeat the above process for the entire set of image pairs.

. Finally, select a maximum pixel weight threshold 7', and filter each pixel (a,b)

from C; and C5 such that W[}Lb] < T, and W[i’b} <T,.

Fit a minimum bounding rectangle to all the selected pixels to get the final over-

lap areas A; and As.

3.5.3 Performance of Overlap Estimator

I shall now evaluate the performance of two approaches, the baseline unweighted

approach and the advanced weighted approach, using the benchmark PETS and

WILDTRACK datasets. The goodness of overlap estimation is evaluated using the
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Camera 7

(b) Weighted Approach

Figure 3.10: PETS: Estimated vs Actual overlap (camera 7)

Intersection over Union (IoU) score between the estimated overlap area and actual

(ground truth) overlap areas, based on the formula

_ ReNRy
IoU = R.UR,

where R, and R, denote the estimated and ground truth regions respectively.

Performance on PETS:

This section presents results on arbitrarily chosen camera pairs (7, 8) and (5, 7) from
PETS dataset. For both pairs, I assume former and latter cameras as the reference
and collaborating cameras respectively. Figures 3.10(a) and 3.10(b) show the esti-
mated overlap area (red box) vs the actual overlap area (green box), for the reference
camera 7 (from cam pair (7, 8)), using the baseline (non-weighted) and weighted ap-
proaches, respectively. It can be seen that the weighted approach results in a closer
match between the darker area and the actual overlapping region (the green box),
unlike the non-weighted approach which includes a significant portion of spurious
pixels.

IoU vs Number of Frames: For both methods, the resulting IoU depends on the
number of frames used in ‘training’; for the weighted approach, the IoU also de-
pends on the threshold 7y, used. Figures 3.11(a) and (b) show variation of IoU

score vs total number of frames used for analysis, for non-weighted and weighted
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Figure 3.11: PETS: Overlap Area IoU vs Total Analyzed Frames

Camera Pair Saturated IoU Score
Non-Weighted | Weighted

7,8 0.67 0.76

5,7 0.71 0.73

5,8 0.64 0.68

5,6 0.69 0.69

6, 8 0.57 0.56

Table 3.3: ToU variation with Total Frames Analyzed (PETS)

approaches respectively on camera pair (7, 8). It can be seen that the IoU score
typically improves as the training set is increased till ~ 200 frames, after which
it saturates. In general, a denser dataset results in a larger number of potentially
matching objects per frame and thus a more rapid convergence to the final esti-
mated overlap area. Overall, the weighted approach results in a higher IoU (0.76
when Ty, = 170), compared to an [oU=0.67 achieved by the non-weighted ap-
proach. Table 3.3 shows performance of both approaches on other camera pairs.
It can be seen that the weighted approach performs better than the non-weighted

approach for most of the camera pairs.

Performance on WILDTRACK:

This section discusses the performance of overlap estimator on two set of arbitrarily

chosen camera pairs, (1, 4) and (4, 7), from WILDTRACK dataset. Figure 3.12
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Actual Overlap

(a) Non-Weighted Approach (b) Weighted Approach

Figure 3.12: WILDTRACK: Estimated vs Actual overlap (cam 1)

shows the resulting estimated-overlap areas using both non-weighted & weighted
approaches on reference camera 1 (from camera pair (1, 4)). After analyzing ~ 300
frames each from camera 1 & 4, CollabCam achieved maximum IoU score of 0.71
using non-weighted approach and 0.89 using weighted approach. It can be seen
in Figure 3.12 that the weighted approach outperforms the non-weighted approach
where the former significantly over-estimates the overlapping region. Compared to
PETS, the over-estimation problem is more severe in the WILDTRACK dataset,
where the higher object density and the higher fraction of distant humans generates
a higher fraction of false positive matches.

IoU vs Number of Frames: Figure 3.13 shows variation of resulting IoU score
vs the number of ‘training’ frames for camera pair (1, 4). Figure 3.13(a) shows
the baseline non-weighted approach where the IoU score initially increases with
an increase in the number of analyzed frames (reaching a peak value=0.71), but
then begins to decrease, eventually saturating at ~ (.46, due to the false positives
which dramatically inflate the estimated overlap area. From Figure 3.13(b), it can be
seen that, for the weighted approach, Ty = 245 (denoted as Maz_pizel -int_245)
achieves maximum IoU score of 0.89 and saturates at 0.76 whereas Ty, = 170
(Maz_pizel int_245) saturates at score of 0.66. Table 3.4 shows performance of
both proposed approaches on few other camera pairs. We observed that for (a)

camera pairs (1, 4) & (4, 7), the weighted approach outperforms the non-weighted
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Figure 3.13: WILDTRACK: Overlap Area IoU vs Total Analyzed Frames

Camera Pair Saturated IoU Score
Non-Weighted | Weighted

1,4 0.46 0.76

4,7 0.25 0.5

1,6 0.70 0.72

5,1 0.6 0.64

Table 3.4: ToU variation with Total Frames Analyzed (WILDTRACK)

approach and (b) camera pairs (1, 6) & (5, 1), both approaches performed almost

the same.

Key Takeaway: Overall, across both benchmark datasets, it can be seen that the
weighted approach is (a) more accurate, achieving up to 13% and 3-100% higher
IoU values, for PETS and WILDTRACK respectively and (b) more robust, being
able to more closely approximate the true overlapping regions across a wider variety

of operating conditions.

3.6 Cross-Sensor Coordinate Mapper

After the mutually shared region between a pair of cameras has been identified
(Section 3.5), CollabCam will provide the locations of objects, detected within this
region by a collaborating camera, as priors to the DNN performing object detection

on the image provided by the reference camera. As each camera has a different
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orientation and frame of reference, the provided coordinates of such objects must be
transformed via a mapping function to the pixel coordinating space of the reference
camera.

To provide such a mapping, CollabCam autonomously builds a regression
model, which (a) takes {bottom-mid point, height & width} of each object‘s bound-
ing box, relative to one camera coordinate system, as input and (b) estimates the
corresponding {bottom-mid point, height & width} values in the other camera’s
camera coordinate system. The regression model itself is trained autonomously by:
(a) taking the set of RelD-ed objects, simultaneously observed in both the camera
frames and creating polynomial feature vectors from them, and (b) fitting regression
models of various polynomial degrees and selecting the best fit model.

I use IoU score (and a minimal acceptance threshold 7'h), between the trans-
formed & actual object coordinates, to experimentally determine the quality of dif-
ferent regression models. Figure 3.14 shows the resulting IoU scores for different
camera pairs from our benchmark datasets. Higher order polynomials, which can
accomodate non-linear mappings, perform better for both the datasets. For exam-
ple, in PETS dataset, choosing an IoU threshold 7'h = 0.5, the degree=1 regression
model produces only 17-24% bounding boxes with [oU> T'h, whereas the degree=3
models produces 40-58% of such bounding boxes. Similarly, in WILDTRACK
dataset, for T'h = 0.7, the degree=1 regression model produce only 25-77% bound-
ing boxes with loU> T'h, whereas degree=4 models produce 90-100% of such
bounding boxes. In general, the WILDTRACK regressor is more accurate than
PETS: this is likely due to the higher density of humans in WILDTRACK, which
results in a larger set of training data points. Also, as discussed in [33, 87, 46, 34],
the observed area in PETS has a pronounced slope, which introduces greater non-

linearity in the mapping process.
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Figure 3.14: Regression based Coordinate Mapping
3.7 Collab DNN & Mixed-Resolution Resolver

This section describes the collaborative object detection model, called Collab-SSD
which is used at runtime to perform vision-based inferencing (at the Edge) using ad-
ditional information from a collaborating peer camera. I also present micro-studies
on benchmark datasets that help establish the superiority of Collab-SSD and that

inform the resolution choices suggested by the Mixed-Resolution Resolver.

3.7.1 Collab-SSD

In general, it is well known that reducing the image resolution reduces the informa-

tion content, thereby reducing the accuracy of DNN-based vision models used for
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tasks such as object detection. To overcome this accuracy loss, CollabCam employs
a collaborative object detection technique where the DNN has access to the addi-
tional information about the location of objects, within mutually shared regions,
detected from images supplied by the collaborative camera(s). The underlying hy-
pothesis is that this additional information, provided as priors, enables such a DNN
to overcome the accuracy drop caused the lower resolution content within the shared
regions of the image.

More specifically, as an exemplar, CollabCam employs a collaborative ob-

ject detector DNN that enhances the popular, state-of-the-art Single Shot Detector
(SSD [74]) model often used on pervasive devices. In this approach, the prior infor-
mation is represented by a grayscale image (illustrated in Figure 3.5), supplied by
the collaborating camera/DNN after suitable spatial transformation (Section 3.6),
where the pixels representing an object are highlighted as White while background
regions are colored Gray. The enhanced Collab-SSD utilizes a 4-channel input,
where 3 channels correspond to the primary RGB image, while the 4" channel
corresponds to the gray-scale image provided by the collaborator.
Model Training: To create the augmented training data (traing,,) for Collab-SSD,
I (a) selected a subset of training images (train,.,) from both of our benchmark
datasets, (b) for each input image, created random shared region of various sizes,
aspect ratios and resolutions, and (c) created priors by randomizing ground truth ob-
ject locations (within such shared regions). By introducing randomization in ground
truth labels, I simulated the scenario where priors are provided by the collaborating
camera(s) and are subject to real-world coordinate mapping errors. For training the
Collab-SSD model, I took a Keras-based implementation of SSD512 and re-trained
it on traing,g. I trained the Collab DNN model by modifying the off-the-shelf
Keras-based implementation of SSD512[17] and re-training it on train,,y, using a
standard server-class machine (8 core 17-7700 CPU @3.60GHz, 64 GBR RAM and
2 Nvidia GTX 1080Ti GPUs with 12GB memory).
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3.7.2 Performance of Collab-SSD

This section describes micro-studies to evaluate the performance benefits of Collab-
SSD, compared to a baseline SSD that operates solely on the reference camera’s
image. To perform such studies, I create a hypothetical, randomly generated set of
shared regions of different {size, location, resolution}. For one arbitrarily selected
camera each from PETS & WILDTRACK, I varied the location (L, ), size (S,,) &

resolution (R, ) of the shared region such that:

S € {33%,66%},
Py, € {leftmost, rightmost} of image,
R, € {512x512, 160x160, 96x96, T0x70}

For each test image, the prior was initially created using its ground truth labels (only
within the shared region), and then perturbed as follows: for each combination of
overlapping region percentage and image resolution (Ss,,R,), I (a) iterated through
each value of P;,. and computed the resulting object detection accuracy, and then (b)
computed avg. and std. dev. of such accuracy values. To quantify performance of
the baseline DNN (SSD), I utilized the above created mixed-resolution images but
without the additional (4*" channel), i.e., without the corresponding priors generated
by perturbations of the ground truth.

Performance on PETS: Figure 3.15a shows the resulting performance on PETS
dataset. It can be seen that the average precision score (mAP) of the baseline (non-
collaborative) SSD model reduces rapidly as the pixel resolution of the shared re-
gion decreases. For example, when resolution is reduced from 512x512 to 70x70,
the accuracy of baseline model for S;, = {33%,66%}, denoted by base_33% &
base_66%, drops to 0.70 (16% reduction) and 0.43 (48% reduction) respectively.
Clearly, the larger the shared region, the greater the impact of the resolution re-
duction, leading to a larger drop in object detection accuracy. In contrast, collab-
SSD maintains high accuracy over a wider range of resolution reduction and in-

creased S,— as the image resolution reduces from 512x512 to 70x70, the accuracy
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Figure 3.15: mAP vs resolution for Collab-SSD & SSD

of Collab-SSD for Sy, = {33%, 66%}, denoted by collab_33% & collab_66% shows
only a modest loss in the mAP score, to 0.82 (2.7% reduction) and 0.84 (4.5% re-
duction) respectively.

Performance on WILDTRACK: Figure 3.15b shows the corresponding results
on the WILDTRACK dataset. Similar to PETS, Collab-SSD outperforms the non-
collaborative SSD baseline in all cases. For example, when resolution is reduced

from 512x512 to 70x70, the accuracy of SSD, for 33% & 66% shared regions,
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drops to 0.43 (36% reduction) and 0.258 (61% reduction) respectively. In contrast,
the reduction in accuracy (mAP score) for Collab-SSD is less drastic, drops to 0.64
(4.4% reduction) and 0.63 (4.5% reduction) for S,,.= 33% & 66% shared regions,
respectively.

Key Takeaway: Overall, it can be seen that, by taking advantage of priors pro-
vided by a collaborating camera, the proposed collaborative DNN model (Collab-
SSD) is able to handle the loss in pixel resolution much better than classical non-
collaborative DNNs. The performance degradation does depend on the object den-
sity of the monitored environment: interestingly, a lower resolution causes a lower
mAP score for WILDTRACK (higher human density) than PETS (e.g., 0.63 vs 0.84
for (R, =70x70, S, = 66%)). These findings open up the possibility of significant

energy savings for CollabCam, as discussed in following sections.

3.7.3 Mixed-Resolution Resolver

The Mixed-Resolution Resolver determines the optimal acceptable sensing resolu-
tion, for mutually shared regions among a pair of cameras, that best balances energy
savings and object detection accuracy. While this resolution choice is DNN model-
dependent, this is computed empirically, for a given DNN model, by (a) observing
the DNN accuracy over the shared region of an image at varying levels of pixel
resolution, and (b) selecting the smallest value where Collab-SSD’s performance is
reasonably close to that of SSD (at highest resolution). Once pre-computed, this set
of resolution choices is stored in the Edge device and communicated to the set of

associated CollabCam cameras.
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3.8 CollabCam System Prototype’

While Collab-SSD shows how to sustain high DNN accuracy with lower-resolution
images of overlapping areas, CollabCam also needs appropriate sensing hardware
to realize the resulting energy advantages. To demonstrate such capabilities, we

developed two different platforms for MRFS-based vision sensing:

* We initially utilized an open source camera hardware CMUCam-5 (Pixy?2 plat-
form) [27], specifically designed for low-power, pervasive sensing. The sensing
board includes an Aptina MT9M114 CMOS Image Sensor, with native resolution
of 1296x976, integrated with an image flow processor controlling its operation.
The Pixy2 platform also includes an NXP LPC4330 dual-core ARM processor
clocked at 204MHz, 264 KB SRAM for storing dynamic variables/buffers and
2MB Flash memory for code storage, as well as multiple data communication

interfaces.

* As an additional vision sensor, we used Raspberry Pi (RPi) camera module v2
mounted on Pi 4B board [44]. The module v2 consists of a Sony IMX219 CMOS
Image sensor with a native resolution of 3280 x 2464 pixels. The Pi 4B board
has BCM2711, a quad-core 64-bit ARM-Cortex processor A72 from Broadcom
clocked at 1.5GHz with 4GB of LPDDR4 SDRAM. Pi 4B supports CSI interface
for connecting the camera sensor, while wireless connectivity is provided by on-

board 802.11ac radio and Bluetooth 5.0 chips.

3.8.1 Pixy2 MRFS Camera

To support MRFS-like functionality, we modified both the open-source firmware
(running on the ARM processor) and the software on the host machine (which logs

the images transferred from the Pixy2 board). By default, the ARM processor on

'Developed as a joint effort, led primarily by Vithurson Subasharan & Dr. Manoj Gulati. My
contribution is in designing the overall experiment plan and help write power-data collection scripts.
This setup is included in my dissertation for end-to-end description of CollabCam.
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Pixy-2 is clocked with a 12MHz external crystal oscillator, which is frequency-
scaled 17x times by an internal PLL to generate a “System Clock™ of 204 MHz that
drives the ARM processor. The ARM processor firmware configures the CMOS
sensor’s image flow processor, which internally captures an individual frame, which
is stored in the internal SRAM before being fetched by the host machine.

MRES requires the specification of different regions and distinct per-region
sampling resolutions, within a single image frame. However, the CMOS image
flow processor’s physical registers permit concurrent specification of only a sin-
gle windowing (sub-region) and binning (sub-sampling) operation. Moreover, the
SRAM’s extremely limited capacity (264 KB) allows us to capture a maximum of
only 300x214 pixels in one frame acquisition cycle. Accordingly, we modified the
firmware to support a ”virtual MRFS” as follows: assuming our desire to acquire an
image with K sub-regions, we make K consecutive calls to the sensor, specifying
the resolution and area of the i (i = {1,..., K}) sub-region, via modifications
to the internal registers to control the height/width of the camera output and the
region-of-interest (ROI). In effect, we take K distinct images, each corresponding
to one region, and then “stitch” them together to create a composite K — region
mixed-resolution image. As a result: (a) the overall frame rate now is only %th
of the maximum sensor frame rate—given our focus on demonstrating CollabCam’s
energy-efficiency, this is not a major limitation; (b) the overall sensing process now
incurs the energy and latency overhead of K distinct sensor reconfiguration steps
per MRFS image. Indeed, the overall Pixy2 image acquisition process involves 4

distinct delays:

(a) Reconfiguration Delay: the time spent on resetting the internal registers on

the image sensor

(b) Capture Start Delay: the transient period needed by the sensor to activate the

current register configurations and acquire a sub-frame

(c) Frame Capture Delay (or Frame Time): the time taken to fetch the entire
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image from the image flow processor and write it to the ARM processor’s

internal SRAM

(d) Communication Delay: the time needed to transmit the SRAM’s image con-

tent to a remote host

By separately quantifying these individual delay and energy overheads, we shall
shortly show how we can compute the total energy overhead of an idealized MRFS
sensing process, which consists of only steps (b)-(d). In addition, we shall see
later that non-real time vision applications (e.g., when used with low-power peri-
odic sensing MAC protocols [115]) may require such captured images to also be

temporarily stored on the Pixy2 board’s external storage.

3.8.2 Raspberry Pi (RPi) MRFS Camera

Although the official PiCamera? library provides the ability to capture images at
various resolutions and sizes, it does not support mixed-resolution capture of a sin-
gle frame. Moreover, the default Sony IMX?219 driver provides only a small set of
binning options. As a result, we cannot reduce the sensing resolution of an image
below 640x480; any lower resolution is achieved in software, via downsampling by
the CPU.

To mimic MRFS functionality on RPi, we modified the driver code[62] for the
RPi camera and used our custom code for interactions with the modified camera
driver. More specifically, we did following enhancements (a) modified the internal
registers of driver to enable capture of native images of any arbitrary size & location
within the original FoV of the camera — this allows creation of a mixed-resolution
image with N sub-regions by capturing & stitching N images of different sizes &
locations and (b) added more camera-modes to enable 8x8 binning (maximum sup-
ported by the camera sensor) by combining binning & row/column skipping, allow-

ing a maximum 64x decrease in the resolution of each sub-region.

https://picamera.readthedocs.io/en/release-1.13/
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3.8.3 Power Measurement Setup

To examine drop in power and corresponding energy consumption for both Pixy2

& RPi, we used Monsoon Power Monitor (FTA22D) sampling at SkHz and cur-

rent sensitivity of 60uA®. Monsoon monitor can provide a regulated output voltage

in the range of 2.1-4.55V for intrusive power measurement using a built-in, fixed

value current resistor of 0.056¢2. Furthermore, it allows USB pass-through power

measurements for USB enabled devices. We customized data cables to interrupt the

VCC and GND wires and monitored power consumed by both Pixy2 and RPi both.
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Figure 3.16: Energy Consumption vs Amount of Data Processed

3http://msoon.github.io/powermonitor/PowerTool/doc/LVPM%20Manual .pdf
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3.8.4 Energy Consumption Profile

We separately monitored the energy consumed by each camera sensor during three
distinct steps: (1) image capture; (i1) image storage and (iii) network transmission.
To accurately measure the relationship between image resolution (pixel count) and
the corresponding energy overhead, we (a) quantify the average idle-state (no im-
ages captured) energy consumption (£;) of Pixy/RPi platform, (b) for each reso-
lution value » € R, we use > 50 images to measure the average active-energy
consumption (£7); (c) compute the difference £} = E’ — E; to obtain the true
energy overhead E7., and (d) fit a regression model to the observed values of E7..
Size of shared region and its sensing resolution can vary from one camera pair to
another, therefore varying the total number of pixels processed eventually. So, I
used a regression model to map the eventual pixel count to its corresponding en-
ergy consumption rather than empirically measuring the energy consumption for
each pixel count. Figure 3.16 visualizes the observed relation between the different

components of energy consumption and the total number of pixels captured.

Image Capture Energy

The energy for image capture refers purely to the process of reading sensor pixel val-
ues followed by their A-D conversion, and excludes any subsequent steps involving
data storage or transmission. Figures 3.16(a), 3.16(d) plot the observed relation-
ship as the captured image resolution is varied (ranging from 1200x800 to 70x70);
detail power plots, which reveal the transient spikes in the underlying hardware,
are omitted due to space limits. We note that, while the capture energy decreases,
as expected, with reduced pixel count, the decrease is not energy-proportional (for
reasons detailed in [71]). We utilize this data to create linear (degree=1) regres-
sion models (5-fold R?=0.987 for Pixy2, R?=0.937 for RPi) mapping the number

of pixels captured to the energy consumption of the camera sensor.
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Image Storage Energy

In several vision sensing systems, the captured images may need to be temporarily
stored (on external storage) on the camera sensor, prior to transmission to the Edge
device. Such a need may arise, for example, in a networked camera setup, where
low-power MAC protocols (e.g., [115]) may be used to schedule each camera’s
transmission slot. To quantify such overheads, we compute the energy consumption
when the already captured image data is written to (a) the external Flash storage
for the Pixy2 platform, and (b) SD card for Raspberry Pi platform. Figures 3.16(b),
3.16(e) plot relationship between energy consumption in storage and number of
bytes written—it is important to observe that storage energy overhead is significant
and, in fact, can be ~3-10 times higher than the image capture overhead. For
Pixy2, we found that image data is written in “chunks” of 256 bytes, with each
chuck consuming ~ 151J when supplied with a voltage of 4.55v. We use this
relationship to directly compute energy consumption for any amount of data to be
written in storage. For RPi, we found that data writes are quicker and consume less
power compared to Pixy2. We use such data to create a linear regression model
(degree=1, 5-fold R?=0.980) for both prototypes, mapping number of bytes written

in memory to the corresponding storage energy consumption.

Network Transmission Energy

To provide wireless connectivity to Pixy2, we can connect an ESP32 # board on its
UART port, and differentially measure the energy consumed by the ESP32 alone
while wirelessly transmitting data (using sockets) of various sizes to a server run-
ning on another machine. For RPi, we utilized the in-built 802.11ac WiFi chip
for transmitting data to an MQTT server running on a separate machine, and mea-
sured the differential energy consumption of whole RPi board while transmitting

data of various sizes. Figures 3.16(c), 3.16(f) plot our measured results—we see

*https://www.espressif.com/en/products/devkits/esp32-devkitc/
overview last accessed: 25/10/2020
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Figure 3.17: Compression Level vs Energy Overhead for benchmark datasets

that network transmission energy is decreasing with a decrease in number of bytes
transmitted over the network. We use this data to create linear regression models
(degree=1, 5-fold R?=0.993 for Pixy2, R*=0.992 for RPi) for mapping number of

bytes transmitted to corresponding energy consumption.

Image Compression Energy

Before transmitting data over wireless network, it might be useful to compress the
data first and therefore save some of the network transmission energy. The cap-
tured mixed-resolution image can be compressed using various JPEG/PNG encod-
ing schemes and each such scheme will impose additional energy overhead for run-
ning the compression algorithm. To measure the energy overhead I (a) arbitrarily
selected two camera pairs from each dataset and replaced their shared-regions with
white-padding (b) compressed their corresponding non-shared regions with differ-
ent compression levels (¢) measured computation energy overhead, averaged over
100+ iterations, for each compression level. Due to resource constraints, the com-

pression schemes were only tested on Raspberry Pi platform and not Pixy?2.

» Compression on PETS Dataset: Since PETS images are jpg, we used JPEG
encoding (lossy) for compression. We varied the image quality from 95
(lowest compression) to 5 (highest compression) and measured the energy

overhead for each quality value. Figure 3.17(a) shows the resulting energy
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overhead of compressing an image from PETS dataset. It can be seen that
maintaining higher quality image requires more energy whereas lower qual-
ity images can be produced more efficiently (because of lossy nature of JPEG

encoding).

* Compression on WILDTRACK Dataset:  This dataset has png images, so
we used PNG encoding (loseless) for compression. The compression level is
varied from 1 (lowest compression) to 9 (highest compression) and average
energy overhead is measured for each level. Figure 3.17(b) shows the result-
ing energy overhead. It can be seen that increasing the compression level also
increases the energy overhead. This is because PNG encoding is loseless,
so higher compression levels attempt to encode information more compactly,

therefore resulting in high computation costs.

We use this data, together with energy consumption data for transmitting com-
pressed images over the network, to derive total reduction in network transmission
energy when images from our benchmark datasets are compressed and transmitted
over the network.

Overall, these results show that CollabCam’s DNN models, which permit lower
resolution sensing of overlapping areas, enable substantial overall energy sav-

ings/frame.

3.9 CollabCam Performance in Real-World Deploy-
ments

Several aspects of CollabCam’s performance (e.g., the Overlap Area Estimation ac-
curacy, Collab-SSD mAP) are dependent on deployment-specific features such as
(i) the actual overlap between cameras and (ii) object density in various regions of

a camera’s FoV. I now utilize the PETS & WILDTRACK deployments to provide
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an emulation-based (i.e., assuming the use of CollabCam) quantification of Collab-

Cam’s overall performance.

3.9.1 Study S;: Idealized Collaboration

This section explores the deployment-specific benefits of CollabCam, in terms of
improved accuracy vs resolution tradeoff, over the mutually-shared region, assum-
ing an idealized collaboration model. Such a model assumes the availability of
perfect priors (no errors in overlap estimation, the bounding boxes of objects de-
tected by the collaborator or the subsequent coordinate mapper) and provides an
upper bound to the benefits of CollabCam. For a set of N test images for a given
(ref, collab) camera pair, I modify the reference camera images by (a) extracting
the portion of the reference camera’s image corresponding to the overlapping re-
gion, (b) re-sampling the extracted image to the required resolution value (R, ), and
(c) applying black-padding to re-scale this re-sampled image into a 512x512 SSD-
compliant image. We then provide this re-scaled image, together with the ground
truth coordinates of objects as a prior (4" channel), to the Collab-SSD model.
Performance on PETS: Figure 3.18a shows the resulting performance on two
arbitrarily selected camera pairs 8, 5 (49% overlap) and 5,7 (53% overlap). Clearly,
the performance of the baseline, non-collaborative, SSD model drops dramatically
with lower resolution (50-73% lower mAP score when the resolution reduces from
512x512 to 70x70). CollabCam, however, is able to maintain significantly higher
accuracy at lower resolutions, suffering only a 6-13% drop in mAP scores for an
identical reduction in resolution.

Performance on WILDTRACK: Figure 3.18b shows the resulting performance
on two arbitrarily selected camera pairs 1,4 (47% overlap) and 5,7 (63% overlap).
Once again, CollabCam outperforms the baseline model, e.g., reducing the resolu-
tion of both cameras from 512x512 to 70x70 results in ~ 99% drop in accuracy for

the baseline model, but only 9-23% drop in accuracy for CollabCam .
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Figure 3.18: Study S;: Idealized Collab-SSD Performance

Overall, it can be seen that within the shared regions of images across both
deployments, Collab-SSD is able to tolerate a loss of resolution far better than the

baseline, non-collaborative model.

3.9.2 Study S,: Real-world ““Noisy”’ Collaboration

Given the reality of inevitable errors in the intermediate steps of object detection
and cross-camera coordinate mapping, I now describe CollabCam’s performance
under various degrees of errors in the underlying priors (an input to Collab-SSD.
More specifically, for a given (ref, collab) camera pair, I created priors in 3 different

ways:
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1. collab_gt: using ground truth labels corresponding to each reference camera

image.

2. collab_tr_gt: applying regression-based coordinate mapping (Section 3.6)

over the ground truth labels of the collaborator’s captured image.

3. collab_tr_db: applying regression-based coordinate mapping over the actual

bounding boxes detected by applying SSD on the collaborator’s image.

While collab_tr_gt is subject to spatial mapping errors, collab_tr_db mimics a real-

world operation where each intermediate step is potentially noisy.
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Figure 3.19: Study S,: Collab-SSD Performance with Noise

Performance on PETS: Figure 3.19a shows the resulting performance for an ar-
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bitrarily chosen camera pair 8,5 (overlap 49%). The accuracy (mAP score) of
baseline, non-collaborative SSD reduces to 0.542 (35% drop) as the image reso-
lution is reduced from 512x512 to 70x70. However, with collab-SSD, the accuracy
drops very modestly to 0.85 (4.5% drop) for collab_gt, to 0.66 (18% drop) with col-
lab_tr_gt and to 0.66 (19% drop) with collab_tr_db. Also, the almost-identical per-
formance of collab_tr_gt & collab_tr_db shows that the loss of accuracy with Collab-
SSD is primarily due to the errors in coordinate mapping and can be overcome via
the use of higher-precision, advanced coordinate remapping mechanisms(e.g., Tsai
Calibration[40]).

Performance on WILDTRACK: Figure 3.19b shows the resulting performance
for an arbitrarily chosen camera pair 1,4(overlap 47%). All three variants of
Collab-SSD outperform the non-collaborative baseline: decreasing resolution from
512x512 to 70x70 reduces the baseline model accuracy to 0.371 (23% drop), com-
pared to 0.513 (2.2% drop), 0.512 (2.3% drop) and 0.466 (9.5% drop) for collab_gt,
collab_tr_gt & collab_tr_db, respectively. collab_gt and collab_tr_gt perform sim-
ilarly, due to the higher coordinate mapping accuracy on WILDTRACK dataset
(Figure 3.14).

3.9.3 Study S;: Compressed Images vs Object Detection Accu-

racy

In real-world deployments of energy constrained vision sensors, it might be useful to
compress images before transmitting them over the network. But, the compression
might result in reduced object detection accuracy of resulting images. So, I now
describe CollabCam’s performance on images with various degrees of compres-
sion. For test images selected from two arbitrarily chosen camera pairs, I estimated
object detection accuracy by (a) replacing the shared region of the images with
white-padding (not compressing shared region because it is already being captured

at lowest possible resolution) (b) encoding the resulting image using JPEG/PNG
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encoding scheme of various compression levels (c) decoding the compressed image
and measuring object detection accuracy of base-SSD and Collab-SSD models on
the decoded image. For all these experiments, the shared region is sampled at 70x70
resolution.

Performance on PETS: I used JPEG encoding, a lossy algorithm, for PETS dataset
images. Figure 3.21 shows the % drop in object detection accuracy when com-
pressed images of varying quality (higher quality means lower compression and
vice-versa) are used for object detection. It can be seen that higher compression
levels lead to more drop in accuracy. For example, when image quality is reduced
from 95 to 5, the baseline and collaborative models for (a) camera pair (8, 5), ex-
hibit 33% & 12% accuracy drop respectively and (b) camera pair (5, 7) exhibit 19%
& 0.7% drop respectively.

To explain this accuracy drop, figure 3.20 shows images of various qualities
(achieved by varying compression ratio) and their corresponding objects, as de-
tected by our base-SSD model. It can be seen that fewer objects are detected in
lower quality (high compression ratio) images as compared to higher quality (low
compression ratio) images. This is because of JPEG encoding being lossy algorithm
which results in increased noise and greater loss of high-frequency spatial features
when image compression ratio is increased. We observed that the drop in accuracy
is primarily because of false-negative cases i.e., when base-SSD model failed to
detect an object present in the image (therefore dropping recall score). These false-
negatives were majorly observed for objects that are either far from the camera (thus
look small in size) or are occluded in some manner.

Overall, the Collab-SSD model outperforms the base-SSD model for both the
camera pairs. We can say that CollabCam allows us to compress non-shared region
of an image without significantly dropping the object detection accuracy. More
specifically, for (a) camera pair (8, 5), the image quality of non-shared region can
be dropped to 50 with a minimal 0.5% drop in accuracy (b) camera pair (5, 7), the

image quality can be dropped all the way to 5 with a minimal 0.7% drop in accuracy.
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The camera pair (5, 7) is such that the shared region covers most of the area where
people are present and therefore person detection accuracy is not much impacted by
the resolution drop in non-shared regions.

Performance on WILDTRACK: Since WILDTRACK has png images, so I used
PNG compression scheme to further compress the images in this dataset. I varied
the compression level from 1 (lowest compression) to 9 (highest compression) and
measure energy overhead for each level. Since PNG encoding is lossless, i.e., no
information is lost during compression-decompression phase, I found that the ac-
curacy of both the baseline and Collab-SSD models didn’t decrease at all, i.e., 0%
drop in accuracy for both the camera pairs (5, 7) and (1, 4) when compression level
is increased from 1 to 9.

Overall, it can be seen that the proposed collaborative model offers signifi-
cantly better resolution-accuracy trade-offs by employing MRFS approach and im-
age compression. Both MRFS and compression are complementary to each other,
i.e., while MRFS saves overall energy by resolution reduction for shared regions,
the image compression is aimed at compressing non-shared regions of an already
captured mixed-resolution image to further reduce network transmission energy.

When only MREFS is used, then in presence of a high accuracy object detector and

97



a robust coordinate mapping scheme, MRFS can reduce the data to be processed
by 67-95% with only 2-5% drop in accuracy. On the other hand, when MREFS is
combined with image compression (of non-shared regions), the drop in data to be

processed can be further reduced to 95-98% with < 1% further drop in accuracy.

3.10 Energy Savings

The reduction in sensing resolution, over a spatially overlapping “shared region”,
allows CollabCam to reduce sensing, storage and communication energy. Using the
prior results on resolution (non-shared= 512x512, the highest input resolution for
SSD512; shared= 70x70), I now quantify the emulated energy savings that can be
achieved using the benchmark PETS & WILDTRACK deployments. For simplic-
ity, I provide a detailed breakdown for the Pixy2 camera, while summarizing the

equivalent results for the RPi camera.

3.10.1 PETS Dataset

CollabCam enables the different components of the sense-making pipeline to be

optimized as follows:

* Image Capture: Using the Pixy2 energy estimation model (Section 3.8.4), each
PETS camera operating at its original 720x576 resolution consumes 3.74 mJ of
energy per image. With CollabCam, lower 70X70 resolution in the shared region
reduces the number of total pixels processed from 414,720 to (a) 124,728 (by
~ 70%) for camera pair (5, 7) which have 53% overlap, and (b) 136,257 (by
~ 67%) for pair (8,5) which have 49% overlap, consequently resulting in 16.5%

& 15.8% energy savings, respectively.

* Image Storage: Writing one image of size 720x576 takes 1620 writing cycles
(1 cycle writes 256B) on Pixy2, thereby consuming 23.3 mJ of energy. Adopting

CollabCam’s approach reduces the writing cycles to (a) 488 for camera pair (5,7),
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a 69.9% reduction in storage energy overhead, and (b) 533 for camera pair (8,5),

achieving 67.1% energy savings.

* Network Transmission: Using the energy estimation model (section 3.8.4), I esti-
mate that transmitting a PETS image at original resolution (720x576) consumes
significant (416mJ) energy. On the other hand, the ~ 70% and ~ 67% reduction
in image size, respectively, for pairs (5,7) and (8,5), translates into a correspond-

ing 62% and 60% reduction in transmission energy/frame.

3.10.2 WILDTRACK Dataset

CollabCam’s reduction in energy overheads can be broken down as follows:

* Image Capture: The base resolution of 1920x1080 incurs an energy of ~7.27
mJ/frame. CollabCam’s ability to operate with a reduced 70x70 resolution on
the shared/overlapping region reduces (a) the total number of pixels processed by
camera pair (1,4) with 47% overlap to 142,411 (by ~ 93%), resulting in 56.5%
energy savings, and (b) the total number of pixels processed by camera pair (5,7)
with 63% overlap to 99,218 (by ~ 95%), resulting in 57.8% energy savings, re-

spectively.

* Image Storage: Each 1920x1080 image requires 8100 write cycles on Pixy2,
thereby consuming ~116 mJ of energy. CollabCam reduces the number of writ-
ing cycles to (a) 557 for camera pair 1,4), reducing the energy of Flash writes by

~93%, and (b) 388 for camera pair (5,7), resulting in ~95% energy savings.

* Network Transmission: Transmission of an original 1920x1080 resolution (~
2MB) consumes ~1.9] of energy on the Pixy2. CollabCam reduces the total num-
ber of transmitted bytes for camera pairs (1,4) and (5,7) by ~ 93% (~ 141KB)
and ~ 95% (~ 100KB), respectively. This translates into transmission energy

savings of 91% & 93%, respectively.
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3.10.3 Total Energy Savings

This section discusses the total energy savings, potentially achievable by Collab-

Cam system, in absence/presence of image compression functionality.

No Image Compression

Tables 3.5 & 3.6 represent the total potential energy savings for both of the bench-
mark datasets for Pixy2 & RPi setups respectively. Overall, the proposed collabora-
tive sensing paradigm can reduce the total energy consumption of a camera sensor
by ~ 50% for PETS and ~ 87% for WILDTRACK. For a more-limiting real-time
streaming approach (where one can ignore the substantial storage overheads), the
resulting savings are a slightly more modest at 41% and 82%. Overall, it can be
seen that CollabCam can realize a 2 - 7.7 times increase in the operational lifetime

of a typical networked camera sensor.

% Savings
Dataset | Cams | Energyc,, | Energy,.,, | Energyyyw | Eroa
PETS 5,7 16.5 69.9 62.1 62.2
PETS 8,5 15.8 67.1 59.7 59.7
WT 1,4 56.5 93.1 90.8 90.9
WT 5,7 57.8 95.2 92.9 92.9

Table 3.5: CollabCam’s Total Energy Savings(%) from Pixy?2

% Savings
Dataset | Cams | Energyc,, | Energy,;.,, | Energyyyw | Eroa
PETS 5,7 10.7 70.7 70.3 51.7
PETS 8,5 10.3 67.9 67.5 49.6
WT 1,4 44.2 93.3 93.2 87
WT 5,7 45.1 95.4 95.3 88.9

Table 3.6: CollabCam’s Total Energy Savings(%) from RPi

Image Compression Enabled

When image compression is enabled, CollabCam selects the maximum possible

compression level, for each camera pair, such that the {compression overhead, ac-

100



curacy drop} (section 3.8.4, section 3.9.3) are minimized. This results in selection
of (i) image quality = 5 & 50 for PETS camera pairs (5, 7) & (8, 5) respectively
and (ii) compression level = 1 for WILDTRACK camera pairs (1, 4) & (5, 7). I ob-
serve that though higher compression levels (> 1) for WILDTRACK camera pairs
do contribute to reducing network transmission energy, but their computation over-
heads grow more rapidly (figure 3.17) and shadow the gains in network transmission
energy.

Table 3.7 shows the resulting total energy savings on RPi setup, when image
compression is enabled. While image compression enables more energy savings,
compared to no-compression, for PETS camera pairs (highlighted in green), the
WILDTRACK camera pairs (highlighted in red) actually end up consuming more
energy compared to no-compression scenario. This happens primarily because of

high computation overhead of PNG encoding scheme (lossless) used for WILD-

TRACK images.
% Savings
Dataset | Cams | Energyc,, | Energy,.,, | Energyyyw | Eroa
PETS 5,7 10.7 70.7
PETS 8,5 10.3 67.9
WT 1,4 44.2 93.3 75.4 78.9
WT 5,7 45.1 95.4 81.7 82.7

Table 3.7: CollabCam’s Total Energy Savings(%) from RPi with Image Compres-
sion Enabled

3.11 Discussion

3.11.1 Additional Collaborators

An individual camera may share an overlapping area with N > 2 cameras (if the de-
ployment has greater redundancy). Above presented experimental results consider
only one collaborator (N = 1) for CollabCam, begetting the question of whether

greater collaboration can lead to higher performance improvement. To test this
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hypothesis, I conducted tests where I varied NV between {1, ...,5} by creating syn-
thetic additional priors by randomly perturbing the ground truth labels in the shared
region. Table 3.8 shows the resulting mAP scores for both datasets. While N = 1
offers a sharp increase relative to N = 0, choices of N >2 offer almost no signifi-
cant additional improvement, indicating that CollabCam typically requires only one

collaborating camera prior, for any specific overlapping region.

N 0 1 > 2
mAP (PETS) | 0.76 | 0.89 | 0.893
mAP (WT) | 0.466 | 0.52 | 0.522

Table 3.8: CollabCam Accuracy vs N: (shared res=160x160)

3.11.2 Alternate Approaches of Resolution Adjustment

CollabCam empirically estimates the optimal resolution of a region shared among
a set of cameras. So, the exact value of this resolution can be influenced by vari-
ous factors, e.g., type of objects being detected, distance of camera from the target
objects and quality of object inference model. Having discussed the influence of
a DNN on the resolution reduction, this section focuses on other two factors for
resolution reduction.

Depending on the type of objects being detected, value of the optimal resolu-
tion might vary, e.g., automobile objects might be easier to detect as compared to
pedestrian users, therefore automobile objects can be captured at relatively lower
resolution. In presence of multiple objects of various types, CollabCam can utilize
the empirically created lookup table containing {object_type, resolution} mapping
and adapt its sensing resolution to the best suited resolution for the type of object
most likely to be present in the frame at that time.

Secondly, for a given type of object, the distance of object from the camera
can also impact the optimal sensing resolution. Objects closer to camera would
appear bigger, compared to far objects, and therefore would be represented by more

pixels. This can enable the possibility of further reducing the sensing resolution for
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these objects. In such cases, the CollabCam can use an empirically created lookup
table containing {object_type, distance, resolution} mapping. Such objects can
be captured at relatively lower resolution while still maintaining the object detection
accuracy.

Both of these functionalities require some a-prior information (without running
heavy-weight inference on the frame) about the possible type of objects and their
likely distance from the camera, in the current frame. This can be achieved by
using, for example, a light-weight object detector on the camera module itself or
using some preliminary feature analysis approach to derive estimated probabilities

for the type of objects present in the frame.

3.12 Reflections and Lessons Learnt

3.12.1 Overlap Estimator Tightly Coupled with Threshold

For a pair of cameras, the eventual energy savings of CollabCam depends on the
extent of overlap between cameras. In this context, we found that the performance
of weighted approach for overlap estimation (sec 3.5.3) is tightly coupled with the
value of maximum pixel value threshold (77,). While selecting a higher value of 7,
will result in overestimation of overlap area, the lower 7;, value will cause under-
estimation overlap area. Therefore, selecting an optimal value of 7T, is crucial for

overall energy savings of CollabCam .

3.12.2 Coordinate Mapping vs Collab-DNN Performance

Absence of accurate coordinate mapping scheme impacts the minimum acceptable
resolution (sec 3.9.2) for overlapping region, consequently, affecting the eventual
energy savings. We found that coordinate mapping accuracy highly depends on the
deployment specific attributes of camera systems and one specific algorithm might

not fit all camera pairs (I used regression models of different degrees for different
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camera pairs).

3.12.3 Importance of Appropriate Sensor Platform Selection

From our experience with prototyping on two different camera sensors, we found
that camera specifications (both hardware configurations and software capabilities)
impact the feasibility of implementing mixed-resolution sensing paradigm and over-
all energy savings of a multi-camera system. While RPi offers more support in terms
of better computation and networking capabilities, the Pixy2 platform provides a
comparatively lower-level programming control of the vision sensor that might be

crucial in enabling mixed-resolution image sensing.
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Chapter 4

Literature Review

4.1 SmrtFridge

The related work in this field consists of both Smart Fridge-specific prototypes and
systems, as well as broader work in the area of IR/visual camera-based sensing. The
desired capabilities of a smart fridge are often motivated by studies on food wastage
[45, 30] which found that 48% of food wastage is due to items that have passed their
expiration date, with 36.5% of the cases arising from food left untended (without

the user’s awareness) inside a fridge.

4.1.1 Smart Fridge Prototypes

A widely adopted approach for tracking the contents of a fridge involves the use of
RFID tags attached to individual food objects. Noutchet [85] and Gu & Wang [50]
propose attaching RFID tags to each product, with an RFID reader scanning each
tag whenever an item is placed in or removed from the fridge. While this approach
may be useful once all packaged items are universally tagged, its use at present
would require extensive manual effort in labelling each object before inserting in
the fridge and removing such tags before eventual discard. The Pervasive Fridge
system [97] also envisions a system that tracks food items and their expiry dates (a

feature that has been reported [37] to be extremely desired by users) via a manual
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process that uses multiple modalities (barcode scanning, audio input or text input)
to explicitly add items and their attributes (e.g., expiry dates).

The CloudFridge prototype [100] is one of the first systems to build and evaluate
a sensor-based prototype to track user-fridge interactions in real-time and retrieve
current and historical states of food items. Similar to our approach, CloudFridge
applies video-based recognition to identify individual food items and uses multi-
ple additional proximity (IR) sensors to keep track of each item’s location inside
the fridge. Evaluations performed using full-frontal images of the objects achieve
precision values of ~ 70%. However, CloudFridge does not directly address the
real-world problems of extracting food item sub-images from videos of real-world
human interaction or of estimating the residual food amount in a container. Along
similar lines, the PerFridge system [82] augments a refrigerator with various sen-
sors such as proximity (IR) and magnetic sensors to track various forms of ‘waste-
ful” behavior, such as leaving a fridge door open for an excessively long duration
or stacking multiple items in one corner (resulting in improper air flow). PerFridge
does not, however, automatically identify food items or their residual quantity, re-
lying instead on a touch-screen interface for explicit human input.

Several commercial smart fridge products have also recently been announced.
An example is the Liebherr smart fridge [8], which uses an interior-mounted camera
to classify food items inside the fridge and a voice recognition system to process
voice commands (such as ordering food items). At present, we are, however, unable
to quantify the performance of such commercial systems under densely-packed,

occluded scenarios.

4.1.2 Analysis of Food Item Type

This section describes a line of work that has explored the use of automated tech-
niques to identify food items based on image analysis. Nutrinet [78] applied a

CNN-based approach to recognize 520 commonplace food and drink items, typi-
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cally captured by a smartphone camera, with an accuracy of ~ 87%, whereas Ka-
gaya et al. [65] previously demonstrated how CNNs provided better food recogni-
tion accuracy (using a public food blogging dataset) than shallow classifiers, such
as SVMs. More recently, Wang et al. [106] has shown how phase/RSSI informa-
tion from RFID tags mounted on containers can help distinguish between different
liquids in containers with accuracy as high as 94%. Lastly, the Annapurna sys-
tem [101] addressed the problem of identifying and extracting images of plated
food items captured by a smartwatch-embedded camera. Most such approaches are
based on close-up photos of food content that is assumed to constitute the fore-
ground. In SmrtFridge, we explicitly tackle this challenge of extracting out the food
object from images of natural human interaction, captured by a fridge-embedded

camera.

4.1.3 Food Content Quantity Estimation

There has been a variety of innovative work, employing different sensing modal-
ities (e.g., visual, weight and RF), to infer various attributes of container-based
food items. In the most recent and relevant work, Jiang et al. [61] employ a CNN
(Convolutional Neural Network) based approach to estimate four discrete levels of
content inside a glass or transparent bottle. Although the CNN is trained with var-
ious coloured plastic/glass bottles, a purely visual sensing approach does not work
for non-transparent containers, e.g., paper cartons. A while back, Chi et al. [35]
had demonstrated a method for estimating the type of food ingredients and their
quantity using a combination of weight sensors and camera-based identification of
ingredients (on a specially instrumented countertop). We believe that our use of an
IR sensor to identify the quantity of liquids/semi-solids inside a container is a novel
approach that exploits the temperature differential between a fridge’s interior and
its ambient surroundings. IR-based thermal tracking has been proposed in [88] to

monitor the quality of vacuum-packed food containers. This approach, however,
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monitors the whole container and does not attempt to use thermal variations for

residual quantity estimation.

4.2 CollabCam System

The related work in this section broadly covers various multi-camera energy opti-

mization techniques as well as research on multi-camera collaboration systems.

4.2.1 Camera Energy Consumption Optimizations

Classical work has utilized either local on-board image processing (e.g., Cy-
clops [90]) or multiple low & high resolution cameras (e.g., SensEye [66]) to re-
duce the energy overhead of vision-related tasks. The EECS framework [38] uses
camera collaboration to deliver highly accurate object detection in an energy effi-
cient way. Each camera is profiled for its detection accuracy and cost of executing
some specific video processing algorithms on it. Then, for a given object detec-
tion task and the desired detection accuracy, EECS selects a set of optimal camera
sensors and processing algorithms to minimize the overall energy consumption of
the system. Unlike EECS, CollabCam system exploits the idea of mixed-resolution
images to save overall sensing energy. Similarly, Zam et.al., [112] proposed an
energy aware approach, for collaborative object detection, that activates specific
sensor nodes based on the object’s location in a camera and residual energy of
each battery-operated camera node. This approach utilizes in-network collabora-
tion among cameras for a cooperative object detection.

Captured image resolution can be an important factor for saving camera energy.
Banner [57] saves camera energy by reducing overall image resolution based on
the distance of object from the camera. By changing memory allocation scheme in
OS, Banner achieves upto 70% reduction in camera energy. But, Banner is a single
camera system and reduces the overall image resolution rather than capturing a

mixed-resolution image. The Elf prototype [109] supports low-power estimation of
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aggregate object counts by a energy-constrained camera by dynamically adjusting

the number of distinct frames sampled over a user-defined time window.

4.2.2 Multi-Camera Collaboration Systems

Multiple cameras with overlapping field of view (FoV) have been used for cross-
view person tracking and surveillance. Xu et al. [111] proposed a spatio-temporal
Attributed Parse Graph (ST-APG) which combines semantic attributes (e.g., facing
direction, action etc.) of a person with individual person trajectory for cross-view
person tracking. Semantic attributes carry plenty of information and can help differ-
entiate one user from another in cross-view scenario. Along similar lines, authors in
[110] proposed a hierarchical composition approach for tracking people in a multi-
camera setup. The proposed approach selects the optimal attributes, out of visual
similarity, geometric properties, motion attributes etc. Aghajan & Wu [23] show
how features extracted from multiple overlapping cameras can be fused to improve
the accuracy of passive tracking of human gestures. More recently, the Caesar sys-
tem [75] utilized both rule-based and DNN-based detection techniques to detect
complex activities across multiple cameras.

SceneCam [91] proposes an Augmented-Reality (AR) based approach for opti-
mal camera selection for a particular physical task spanning potentially across mul-
tiple cameras with overlapping FoVs. In a multi-camera setup, each camera might
capture a particular perspective of a physical task, and it might be difficult for a re-
mote user to select optimal camera for monitoring the task. SceneCam utilizes the
AR based visualizations to aid the remote user to select the best possible camera.
Multiple perspectives captured by cameras in a multi-camera setup can provide ad-
ditional information that can be helpful in cases of object occlusion, motion-gesture
sensing etc. Authors in [108] proposed a multi-camera collaboration based passive
gesture recognition system. Human gestures can sometimes be difficult to recog-

nize due to large range of possible gestures. Different low-level features, captured
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by different cameras, are adaptively aggregated to estimate more abstract higher
level features.

Multi-camera collaborations can also be used for increasing object detection ac-
curacy (by utilizing different perspectives captured by different cameras), reducing
communication bandwidth and reducing latency. Machine intelligence at the edge,
as described in [79], talks about a visionary system where video cameras can uti-
lize collaboration among themselves to reduce latency and increase object detection
accuracy. Similarly, authors in [107] shows a system where multi-camera collabo-
ration can increase object detection accuracy. Collaborating cameras can share the
objects, detected in their frame, with other cameras and this extra information can
be utilized by DNN layers to enhance the object detection accuracy. Unlike this sys-
tem, the CollabCam system uses knowledge about the location of objects to create

a mixed-resolution image to save sensing energy.
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Chapter 5

Conclusion and Future Directions

In this chapter, I conclude this dissertation by summarizing its main contributions

and also discuss some potential future directions of this work.

5.1 Summary of Contributions

In this dissertation, I propose two novel vision-analytics techniques to tackle two
of the various potential challenges that might arise when machine-learning based
IoT applications are deployed in real-world. As example applications of these tech-
niques, I describe the design and performance analysis of two sensor systems, i.e.,
SmrtFridge & CollabCam. Each of these systems makes following novel contribu-

tions.

5.1.1 SmrtFridge System

In chapter 2, I described SmrtFridge — a system for user-interaction driven food
item identification and residual quantity sensing using embedded IoT sensors. Sm-
rtFridge uses a combination of visual and IR sensors to capture the user-interactions
(add/remove items) with the fridge and pass the captured interactions to the process-
ing pipelines which employ an IR driven or motion vector based food item segmen-

tation techniques. The segmented food items are passed to an image classifier which
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assigns a label to the food item. At the same time, the IR data from the captured
interactions is used for estimation of residual quantity of food inside item contain-
ers as and when they are being re-inserted in the fridge. Overall, SmrtFridge makes

following key contributions:

* Dual Mode Visual Extraction of Individual Food Items: I demonstrate
a novel segmentation technique that reliably isolates the portion of an im-
age frame, containing a food item object, from other unwanted objects in the
frame, for example, human user, background objects and so on. The segmen-
tation technique combines two approaches: (a) a combined IR+ visual ap-
proach, which allows easy visual isolation of the cold part of the image (very
likely corresponding to a refrigerated item); and (b) a pure visual optical flow-
based approach, which identifies foreground food item content even when it
is at the ambient (room) temperature. Real-world user studies show that, in
over 97% of interaction episodes, SmrtFridge can extract the food item with
a bounding box that contains at least 75% of the item’s pixels, and achieve a
median Intersection Over Union (IoU) value of 0.68 (which is higher than the

0.45-0.5 threshold required for state-of-the-art object detection frameworks).

* Accurate, Robust Object Recognition: Based on the conducted user stud-
ies, I observed that a single user-item interaction episode typically lasts for
~5-10 seconds, with the food item being visible in ~5-10 images captured
by a 30fps commodity camera. With these images, I utilize a DNN-based
image classifier to reliably identify the specific food item that is either being
inserted or extracted. Experimental studies, conducted with 12 users and 19
common food items, demonstrate that SmrtFridge can identify the food item
brand/type with 84+% precision & recall, whereas the same DNNs achieve a
baseline precision & recall of only 53% & 20% respectively, when supplied

with the entire un-cropped image.

* Accurate, Robust Quantity Estimation: SmrtFridge uses the IR data to
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estimate residual quantity inside container-based (opaque/transparent) food
items. Quantity estimation is based on the property that differential heat-
gain rate is different for container and its content. Using a controlled study
conducted with 5 different items and 3 different quantities in paper containers,
I show that the resulting thermal differences captured by a commodity IR
sensor are discernible when the food item is placed outside the fridge for a
period varying between 15 seconds to 15 minutes. By applying appropriate
quantization and clustering techniques on such thermal images, I show that
we can estimate the residual quantity of food items with a median and mean
errors of 11% and 14% respectively (of the overall container capacity) and
achieve 75% accuracy in classifying the residual quantity into three broad

levels.

Practical SmrtFridge Prototype: Using commodity visual and IR sensors
and embedded platform (e.g., Raspberry PI), I build a prototype of Smrt-
Fridge, comprising 1 IR sensor, 1 RGB camera and 1 door-contact sensor
installed on an actual fridge. I also empirically determine the appropriate
placement of these sensors, such that they provide both good item visibility
and high spatial coverage under diverse, natural, user-item interaction pat-

terns.

5.1.2 CollabCam System

In chapter 3, I described CollabCam — a multi-camera collaboration system for

energy-efficient sensing. CollabCam utilizes collaboration among cameras to selec-

tively drop resolution of shared regions of an image while keeping the non-shared

regions at their original sensing resolution. The resulting potential accuracy drop

due to reduced imaging resolution is tackled by utilizing the different perspective

of the overlapping region as shared by collaborating cameras. CollabCam demon-

strates that this reduced resolution can save overall camera energy consumed in
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sensing, storage and network transmission of images. CollabCam makes following

key contributions.

* Accurate and Autonomous Estimation of Overlapping Areas: Collab-
Cam proposes an object-matching based approach to autonomously (i.e., no
human intervention required) estimate the overlapping region between a pair
of camera sensors. Resolution reduction within these shared regions is the key
idea of CollabCam to enable energy-efficient sensing. The reduced imaging
resolution enables the energy savings in image capture, their optional stor-
age and finally network transmission. I show that the proposed weighted ap-
proach, for overlap area estimation, is able to estimate the overlapping region
significantly more accurately ([oU > 0.76, with ground truth on benchmark
datasets), compared to the non-weighted baseline approach which achieves

IoU in the range 0.46 — 0.67.

* Technique for Coordinate Mappings between Sensor Pairs: In order to
enable cameras to share object location information with each other, it is
necessary to transform object coordinates from one camera view to another
camera view. CollabCam proposes a regression based approach mapping
{Xy, Y1, heighty, width,} of an object in one camera view to correspond-
ing { Xy, Y, heights, widths} of same object in another camera view. The
regression-based model provides high accuracy coordinate translation of ob-
jects across different cameras, e.g., ~60% & 100% of objects have IoU > 0.5

in our benchmark datasets PETS & WILDTRACK respectively.

* Collaborative DNN Model for Object Detection using Low-Resolution
Images: The mixed-resolution images can result in reduced task accuracy
if an off-the-shelf object detector is used for inference, e.g., reducing the
overlapping area resolution from 512x512 to 70x70 results in 48-61% drop
in mAP score for our benchmark datasets. So, to maintain high task accuracy

while using mixed-resolution images, CollabCam proposes a collaborative
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object detection DNN that exploits the additional object location information
shared by other collaborating cameras. The proposed collaborative model
significantly improves the resolution-vs-accuracy tradeoff: across the PETS
and WildTrack datasets, it ensures that the mAP score drops by no more than
5-6% and 2-5%, respectively, when the sensor’s image resolution drops from
512x512 to 70x70 for various camera pairs. This represents a ~46-56% and
~38-105% improvement in mAP, for PETS and WildTrack respectively, over
the non-cooperative baseline where each sensor’s image is analyzed in isola-

tion.

Prototype of an MRFS Vision Sensor: We modified two vision sensor
prototypes, the Pixy2 camera and the Raspberry Pi camera, with suitable
firmware modifications such as variable row/column skipping across differ-
ent portions of the same frame to support the capture of individual frames
with mixed-resolution sub-regions. By carefully isolating and measuring the
energy costs of multi-image capture, storage & network transmission for these
vision sensors, we substantiate the substantial energy savings afforded by

mixed-resolution sensing: 60-93% for Pixy2 & 35-80% for RPi camera.

5.2 Future Directions

In this section, I propose some potential directions for future work based on this

dissertation.

5.2.1 SmrtFridge System

I believe that functionality of SmrtFridge can be further extended in following man-

* Multiple RGB and IR Cameras: In order to provide coverage for bigger

and multi-door fridges, it would be necessary to install multiple RGB and IR
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cameras. In such cases, each of these camera should be able to collaborate
with other camera in order to effectively execute the item identification and

quantity estimation pipelines.

Fine-grained Quantity Estimation: The granularity of quantity estimation
depends on the resolution of thermal images captured by the IR camera. 1
believe that if we add weight sensors to the fridge, then the IR camera and
weight sensors can collectively perform fine-grained quantity estimations.
However, to minimize the number of weight sensors required, it is necessary
that these sensors are sensitive enough to detect smaller quantities as well as

support heavy weights (a typical fridge might weigh ~ 100kg).

Night Vision Functionality: Currently, the RGB camera used by SmrtFridge
might not work effectively during night time and thereby affecting the item
identification accuracy. I believe that using no-IR filter RGB cameras com-

bined with IR flood light(s) can help resolve the night visibility issue.

Context-Aware Item Recognition In SmrtFridge’s current implementation,
extracted item images from an interaction episode are sent to the DNN for
classification and then a majority voting technique is applied on the item la-
bels to get the final label. On the other hand, a context-aware implementation
of SmrtFridge, wherein the details like list of all items currently inside the
fridge, location (inside fridge) and neighbouring items of the food item being
added/removed are available, can be used to further improve the item identi-
fication accuracy. This additional information can help decide the final item
label, from a set of labels returned by the DNN, by (a) ruling out items that are
not present in the fridge and (b) ruling out items whose usual location is quite
far from that of the item being added/removed. Realizing this functionality
would require either instrumentation of fridge shelves with pressure sensors

or inclusion of other internal cameras to track the motion of objects.
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5.2.2 CollabCam System

Functionality of CollabCam can be further extended in following ways:

* Adaptive Clock-Frequency: Since shared regions of a mixed-resolution im-
age are sampled at a lower rate, so while capturing these regions, it might be
useful to decrease clock frequency supplied to the camera to further reduce
energy consumption. The amount of clock frequency reduction is subjective
to the size of shared region and the minimum acceptable resolution of these

regions.

* Adaptive Resolution in Shared Regions: Among other factors governing
the minimum acceptable resolution within a shared region, one factor is the
size of objects as seen by the camera. Since objects that are closer to the cam-
era would appear relatively bigger, so it might be possible to capture those
objects at even lower resolution and therefore save more energy. Realizing
this functionality might require a light-weight object detector and tracker ei-

ther on the camera itself or at the edge node.

* Multiple Low-Resolution Cameras Fusion It would be interesting to ex-
plore if the CollabCam approach can be extended further such that low-
resolution images from multiple cameras, placed at different orientations, an-
gles, etc., can be (a) collectively used to achieve same end-task accuracy as
with a single high resolution camera and (b) combined together to extract very
fine-grained information (e.g. cracks in food items) that might not be possible
from a single image taken from a specific point-of-view. Such a functional-
ity could be quite useful in a food quality assessment system, employed for

example, by an online grocery shopping company.
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