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Exploiting Mobility for
Predictive Urban Analytics & Operations

Kasthuri Jayarajah

Abstract

As cities worldwide invest heavily in smart city infrastructure, it invites opportu-

nities for a next wave of urban analytics. Unlike its predecessors, urban analytics

applications and services can now be real-time and proactive – they can (a) lever-

age situational data from large deployments of connected sensors, (b) capture at-

tributes of a variety of entities that make up the urban fabric (e.g., people and their

social relationships, transport nodes, utilities, etc.), and (c) use predictive insights

to both proactively optimize urban operations (e.g., HVAC systems in smart build-

ings, buses in the transportation network, crowd-workers, etc.) and promote smarter

policy decisions (e.g., land use decisions pertaining to the positioning of retail es-

tablishments, incentives and rebates for businesses).

Individual and collective mobility has been long-touted as a key enabler of ur-

ban planning studies. With everyday artefacts that a city’s population interacts with

being increasingly embedded with hardware (e.g., contact-less smart fare cards that

people tap-in and out of buses and metro), and due to the sheer uptake of location-

based social media platforms in recent years, a wealth of mobility information is

made available for both online and offline processing. This thesis makes two princi-

pal contributions – it explores how such abundantly available mobility information

can be (a) integrated with other urban data to provide aggregated insights into de-

mand for urban resources, and (b) used to understand relationships among people

and predict their movement behavior (including deviations from normal patterns).

Additionally, this thesis introduces opportunities and offers preliminary evidence

of how mobility information can be used to support a more efficient urban sensing

infrastructure.



First, the thesis explores how mobility can be combined with other urban data

for better policy decisions and resource utilization prediction. It first investigates

how aggregate mobility data from heterogeneous sources such as public transporta-

tion and social media, can aid in quantifying urban constructs (e.g., customer vis-

itation patterns, mobility dynamics of neighborhoods) and then demonstrate their

use, as an example, in predicting the survival chances of individual retailers, a key

performance measure of land use decisions of a city.

In the past, studies have relied on the predictability of mobility to generate var-

ious urban insights. In a complementary effort, by demonstrating the ability to

predict instances of unpredictability, sufficiently in advance, this thesis explores

opportunities to proactively optimize urban operations by harnessing such unpre-

dictability. First it looks at individual mobility at campus-scale, to discover and

quantify social ties. It then describes a framework to detect episodes of future

anomalous mobility using social tie-aware mobility information, and then use such

early warnings to demonstrate its use in an exemplar smart campus application; task

assignments of workers of a mobility-aware crowd-sourcing platform.

In a final exposition of emerging possibilities of using mobility for real-time, op-

erational optimization, I introduce a paradigm for collaboration between co-located

sensors in dense deployments that exploits human mobility, at short spatio-temporal

scales. As preliminary work, this thesis investigates how associations between

densely co-located cameras with partially overlapping views can reinforce infer-

ences for better accuracy, and offers evidence of the feasibility to run adaptive,

light-weight operations of deep learning networks that drastically cut down on pro-

cessing latencies.

This thesis provides additional examples of real–time, in-situ, mobility-driven

urban applications, and concludes with key future directions.
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Chapter 1

Introduction

In recent years, we have seen a rapid growth in the use of digital data and technolo-

gies for better urban planning and improved use of urban infrastructure. However,

current uses of urban analytics principally rely on (a) offline assimilation of data,

albeit at increasingly finer spatio-temporal resolution, larger scale and over longer

time periods and (b) post-hoc studies and analyses to generate insights and action

plans in a reactive manner. In this thesis, I describe a set of research innovations for

next-generation, predictive urban analytics services made possible by (1) the large

scale deployments of IoT devices by a combination of government initiatives, com-

mercial businesses and individual citizens, and (2) technologies that enable easy

generation, storage, analysis and distribution/communication of such data.

I envision the next wave of predictive urban analytics to embody the following

attributes at the three stages of an analytics system (see Figure 1.1):

• Low-latency Sensing: High coverage, real-time, situational sensing capabil-

ities from thousands of, often resource-constrained, devices.

• Modeling and Analysis: Ability to consume information from multi-modal

(e.g.,video streams, unstructured text from social media posts) , multi-scale

(i.e., incoming data could be coming at different spatial and temporal resolu-

tions) data sources to model and generate actionable insights.
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• Proactive Optimization and Policymaking: Ability to proactively optimize

urban operations (e.g., disseminating surplus buses to relieve congestion dur-

ing a highly disruptive event) and enable smarter policy decisions (e.g., un-

covering and subsequently exploiting, for land use planning, the factors that

affect the differential success rates of key retail trades).

In this thesis, I focus on a subset of smart urban analytics – specific to urban re-

sources [9, 95, 89] that include but not limited to: information resources (e.g., sen-

sors), transportation resources (buses, trains, roads, rail lines, traffic management

infrastructure, etc.), land resources (e.g., retail spaces, car parks, residential zones,

etc.) and human capital (e.g., crowd-workers). Given this focus, smart urban re-

source analytics pertains to both:

• predictive planning and policy support for urban resources, and the appropri-

ate allocation of such resources, and,

• operational optimization of such resources leading to either energy savings,

or improved accuracy (due to reduced operation time, or faster execution, or

intelligent, preemptive ON/OFF scheduling), and/or improved utilization for

the same incurred cost.

1.1 Motivating Scenarios

In this section, I take the example of three scenarios to motivate possibilities for

proactive urban operations and smarter policy support for urban planning.

Scenario 1: Land Use Policy Planning Esther is a planner at the local urban

planning authority of an Asia city. Esther and her team of planners have been as-

signed the task of revising the master plan of the city which dictates how the city’s

land will be used for the next 15 years. Esther, as a trained geographer, understands

well the implications of land use choices and their long term consequences. The city
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she works for, is a highly dense metropolitan where land is an extremely scarce re-

source. Locking down a parcel of land, for example, for use as an up-scale retail dis-

trict whereas the catchment to that neighborhood are typically from low-to-medium

income earners, would risk the choice of land use to be futile. Traditionally, Esther

and her fellow planners exercise due diligence as to which neighborhoods would

be in demand for which type of land use through limited number of surveys and

observational studies. However, since the opening of the digitization wing of the

authority, Esther believes that she can utilize publicly available transportation and

social media data to predict which retail trades will be attractive to, or successful in,

which neighborhoods, to guide her in allocating vacant land parcels for retail use

and in renewing licenses to operate for existing parcels.

To realize this scenario, a retail planning assistance tool should be able to per-

form the following:

(i) identify data sources for quantifying urban constructs that can help in under-

standing the success of individual businesses,

(ii) identify static and dynamic attributes of individual businesses, the neighbor-

hood they operate in, and the catchment of such neighborhoods, that can pre-

dict the survival likelihood, or chance of success of such businesses in the

future, and,

(iii) provide predictive insights into the optimal mix of retail trades that should be

allocated to greenfield or redeveloping land parcels within the city.

This thesis accomplishes items (i) and (ii) by studying the survival chances of

individual venues in major cities around the world through the combined use of

social media and urban mobility data, in Chapter 2. Aggregate insights on the

suitability of retail trades to specific neighborhoods (e.g., item (iii)) is an example

of what the findings of this thesis can aid with in future.

Scenario 2: Proactive HVAC Control for Smart Buildings – Carrier, Joule

and Faraday are freshman undergraduate students of a smart campus and are part of
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the same project group for the CS101: Programming Fundamentals course. Joule

and Faraday have been friends since their childhood and have stuck together ever

since. It is not unusual for Joule and Faraday to spend all their time outside classes

together; they frequently have lunch together with a couple of their other friends,

and often take part in co-curricular activities together, although they don’t take the

same courses. As required by the course, the project group meets every Wednesday

afternoon for an hour of catch up on progress and planning to-dos for the subse-

quent week. Although the group has booked a meeting room for the entire term, the

group some times decides to cancel the meeting when all three cannot make it at the

scheduled time (for e.g., due to schedule disruptions), and re-group at a different

time at a public space. The facility management department (FM) of the univer-

sity observes that such booking defaults happen at a non-negligible level across all

buildings on campus and decides that a more proactive control mechanism for the

campus’ cooling needs would be appropriate. After much discussions with the IT

department of the university, the FM decides to use the university’s live, indoor

mobility monitoring system, which supports room-level localization of individuals

who connect to the university’s WiFi network, to improve the energy efficiency of

its current HVAC system.

To realize this scenario, a smart HVAC control system should be able to perform

the following:

(i) construct personalized models of mobility for residents of the campus based

on observations of their historic mobility indoors,

(ii) unobtrusively learn residents’ social ties based on mobility traces,

(iii) extract features of mobility that can predict deviant behavior from routine

mobility, taking into account both a resident’s and their close ties’ combined

mobility, with sufficient look-ahead time,

(iv) predict regular meetings that are likely to not take place at their usual time
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and place, based on the prediction from the previous step, where it is inferred

that all or most attendees will default,

(v) learn the relationship between energy savings and user comfort, accounting

for environment factors as well as nominal setback temperature settings, and,

(vi) adjust temperature, proactively, based on the estimated likelihood of a sched-

uled meeting happening.

This thesis offers techniques and empirical insights related to items (i), (ii) and

(iii) at both indoor and city-scale, in Chapters 3 and 4. Additionally, it provides

early insights into how such techniques can improve operational efficiency in an

alternate application scenario, i.e., in the task allocation of crowd-workers on a

smart campus.

Scenario 3: Efficient Video Surveillance – Kwee Boon is a supervising engi-

neer at the local authority in charge of the government housing blocks of the city. To

ensure the safety of the residents of the blocks, the authority has installed multiple

surveillance cameras in the public areas such as open corridors and lift landings.

Since the installation, the authority has been successful in using the video feeds

from the cameras to support the investigations of the local police – for example, an

elderly gentleman was injured as a bystander attacked him to snatch his wallet as

soon as he exited from the lift. The police were able to manually sift through mul-

tiple hours of raw video footage to identify and track the perpetrator as he moved

from the lift landing where he attacked the elderly person to the nearby cafe that he

frequents, several days later. Although it was a success, Kwee Boon is concerned

that with the current mechanism which only supports investigations, post-hoc. He

consults with his authority’s technology department who reported back that it would

be possible to provide a more dynamic system which will allow for near real-time,

analytics of the video feeds from the multiple cameras, but also warns Kwee Boon

of the potential pitfalls – that the energy and network communication costs involved

with uploading raw footage from the hundreds of cameras to a powerful server that
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can run the analytics could be too high which the authority may not be able to jus-

tify. As an alternative, the consultant suggested that if the analytics could be run on

the camera hardware itself, it would save network costs, and if the cameras could

communicate among themselves to avoid redundant processing, that it could save

energy.

To realize this scenario, an intelligent camera network should be able to perform

the following:

(i) run compressed models of state-of-the-art, often deep learning based, low-

level video analytics (e.g., person detection) on each individual camera hard-

ware,

(ii) communicate with neighbors in the network to identify possible collaborators,

pass digests of their individual inferences intelligently, such that

(iii) the energy and communication costs are minimized, whilst

(iv) optimizing operation to maintain or improve the accuracy of their combined

inferences.

This thesis offers preliminary insights into mechanisms for compressing DNNs,

and improving the inference accuracy and processing latency for a group of net-

worked cameras in Chapter 5. The process of discovering collaborators and the

quantification of energy/communication cost savings are addressed as part of on-

going work.

1.2 Exploiting Mobility for Predictive Urban Analyt-

ics

This thesis draws on findings from previous studies in urban mobility and identi-

fies the following properties of mobility in enabling the predictive urban analytics

paradigm described.
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1.2.1 Incorporating disparate sources of mobility

Urban digitization has led to an explosion in the volume and diversity of available

data about how individuals daily interact with a city’s infrastructure–i.e., a window

into the ”Pulse of a City”. For instance, the GPS aboard the everyday smartphone

and contactless smart fare cards together provide precise information on an individ-

uals outdoor mobility. Similarly, appropriately instrumented WiFi systems in indoor

buildings can locate its dwellers with room-level accuracy. Additionally, the pop-

ulation themselves voluntarily reveal information on their whereabouts when they

post social media content that is geo-tagged via platforms such as Facebook and

Foursquare. In addition to providing information on location, social media data,

due to its richness in semantics, can provide additional data pertaining to its users

such as the users’ tastes, likes, and friends. Separately, as businesses and retailers

take to such online platforms, aggregate mobility information such as patron visit

patterns to individual businesses are also revealed.

In Sections 2, 3 and 4, I explore the use of various such mobility sources per-

taining to (1) multiple spatio-temporal scales (e.g., check-in events at city-scale vs.

continuous campus scale mobility monitoring;) and (2) different aggregation levels

(“individualized” vs. “aggregated”). Mobility of each individual in a building as-

certained from WiFi-based indoor positioning systems is an example of “individual

mobility”. On the contrary, crowd flows between neighborhoods extracted from taxi

trips is a form of aggregated mobility.

1.2.2 Exploiting regularity in mobility

As demonstrated in several past works, population mobility is highly regular (see

Chapter 6) and has supported the study of several urban phenomena, especially at

the city scale. In Section 4, I explore the extent of regularity indoors, and exploit

the predictability of non-conformance to such regularity, for proactive optimization

of building resources such as the productivity of crowd-workers who voluntarily
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perform a variety of resource monitoring tasks.

1.2.3 Exploiting similarity in sensed signals across co-located

sensors

As I explore in Section 5, co-located sensors that are part of the same deployed

network, inadvertently, share much similarity in the environment they sense – for

example, two cameras pointing at the same scene from slightly different perspec-

tives and angles, will share partially overlapping views. Entities moving within such

views would hold space-time relationships that could be modelled/captured, thereby

opening opportunities to (1) reinforce inferences across a set of sensors for better

accuracy, (2) save on computations and latency by selectively triggering inferenc-

ing within and across a set of sensors and (3) detect failure in sensors by detecting

deviations from such established relationships. Note that this part of the work is

preliminary in the sense that it does not directly utilize mobility, but develops pre-

cursor collaborative sense-making techniques that mobility-aware IoT systems of

the future can leverage.

1.3 Key Challenges

Influence of Social Ties on Personal Mobility: In this thesis, I focus on ways

to exploit mobility for enabling many urban application scenarios. As I show in

Section 4, mobility of individuals, at both city-scale and indoors, is influenced by

the mobility or routines of their social ties. Hence, it becomes important to account

for social interactions (with peers and friends) in mobility-based applications. In

settings where friendship information is not explicit (contrary to social media where

this information is typically explicit through 2-way friendship or 1-way following

relationships), unobtrusive inference of social ties is a challenge. In Section 3, I

show and validate how ties can be inferred from mobility traces.
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Developing Meaningful Validation Measures: Whilst mobility information

from disparate sources allow for the quantification and study of several urban con-

structs, the validation of the exactness of such quantification remains a challenge.

For example, in Section 2, I consider the increase or decline in the volume of check-

ins to individual retail establishments to approximate the performance of the busi-

ness. Check-ins are events that are captured as and when a user of a location-based

social media platform uses the feature for marking that he/she is at an establishment,

and thereby, allow for quantification of many performance indicators (e.g., week-

over-week uptake, hourly popularity, etc.). However, the official records of business

performance are often sparse (e.g., annual tax filings), or private (e.g., Point-of-

Sales data that is available only within businesses), both of which hinder the valida-

tion of how accurately the check-in based measures represent the construct. Hence,

alternative, often crude approximations need to be identified for validation.

Bandwidth and latency requirements: Dense, large-scale deployments of sen-

sors place a high order on the bandwidth required to transfer sensed data (e.g., video

feeds from cameras on highways) to a centralized server in the traditional architec-

tures deterring real-time application of analytics systems.

A solution then is to equip sensors at the edge with on-board processing capa-

bilities such that not all sensed media has to be communicated back to a central

server. However, unlike their centralized counterparts, the sensors at the edge have

limited processing capabilities and energy capacities. To this end, I explore the con-

cept of collaboration at the edge, between such low-end sensing devices, exploiting

spatial correlation (as a building block of mobility-leveraging techniques), to sup-

port complex inference pipelines and real-time latencies, without compromise on

accuracy.

Interaction effects between urban resources and their consumption: While

traditional urban studies have focused on capturing the impact of various environ-

ment variables on the consumption or use of single resources, I argue that the urban

resources such as those described here showcase interdependencies. For instance,
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in Section 2, I show evidence of how visitation patterns of consumers and mobil-

ity dynamics of an area can dictate the retail performance of businesses – however,

another key dimension is to understand how such retail use of urban spaces in turn

affects movement patterns in that area.

This thesis aims to address the first three challenges outlined here.

Figure 1.1: Summary of the Key Components of this Thesis.

1.4 Thesis Statement

Previous sections highlight the opportunities that arise from the availability of such

mobility information and some of the key challenges involved in enabling the ex-

ample scenarios put forward. In this dissertation:

I demonstrate novel applications of machine learning-based prediction techniques,

to utilize individual & aggregated mobility behavior (as well as mobility-driven

correlations in spatial occupancy), at different spatiotemporal scales, to (a) drive

predictive urban policy insights; and (b) improve the operational efficiency of smart-

city services at city, campus and building level.

This dissertation establishes the thesis through the following steps:

1. First, it identifies attributes of mobility, at different spatio-temporal scales,
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city-scale, campus-scale (indoor) and build-scale (short range), that can be

exploited to support proactive urban operations, and policy support. It iden-

tifies examples of proactive analytics-based applications that operate across 3

distinct spatial scales.

2. Then, it exploits the wide access to disparate mobility sources that represent

both individualized and aggregate mobility; it quantifies various urban con-

structs using mobility datasets to demonstrate how predictive insights can be

informative to urban authorities through the specific example of estimating

the future survival likelihood of individual retail businesses.

3. Next, it reiterates the fact that human mobility, regardless of its scale, is in-

fluenced by the mobility of one’s social ties, and provides a methodology to

infer the social network of individuals, passively, using their mobility traces

observed longitudinally. It then provides validation on how such knowledge

of personal and collective mobility can aid in attaining situation awareness

through the example of detecting transient events in both within campuses as

well as at the city-scale.

4. It then exploits the nature of regularity in mobility and the influence of so-

cial ties on mobility to demonstrate the possibility to optimize urban opera-

tions, proactively. It first describes a framework that predicts, sufficiently in

advance, instances where students in the campus deviate from their routine

mobility behavior, and use such predictions in an exemplar campus-scale ap-

plication: optimizing task assignments to crowd-workers in the university to

proactively improve worker productivity.

5. Finally, it provides preliminary evidence that mobility-driven correlations be-

tween multiple sensors, deployed across a campus-scale space, can be used to

optimize the sense making pipeline on individual IoT devices. In particular,

it develops new methods of collaborative inferencing that enable resource-
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intensive deep learning pipelines to be made more robust and resource-

efficient for execution on pervasive devices.
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Chapter 2

Incorporating Disparate Mobility

Sources for Urban Analytics

The availability of digital data about a city’s infrastructure and businesses (e.g.,

records of transportation transactions, purchase records at stores, etc.) has led to

an explosion of work on urban analytics. In particular, such data often tells us

about the economic vibrancy of neighborhoods, identifies civic issues of concerns

(e.g., crime, rodent infestation) and reveals the lifestyle habits of its residents (e.g.,

commuting patterns). One such issue receiving significant attention, both from an

economic and policy standpoint, relates to the causes of failure of neighborhood

businesses, and the possibility of applying predictive analytics to anticipate such

failures.

Broadly, an establishment’s failure susceptibility can be ascribed to a variety

of controllable and uncontrollable factors. Controllable factors could include the

quality or price of the store’s product offerings, its operating hours, and its cus-

tomer satisfaction. Conversely, uncontrollable factors could include unemployment

rates of the city, overall economic conditions, and urban policies. Establishing what

constitutes failure is a challenge in itself and has had a critical role in limiting the

number and extent of existing studies on business survival [99, 126]. Prior works

have utilised financial records where they consider bankruptcy as failure. However,
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this approach is limiting as it does not capture cases where a proprietor decides to

shut down an establishment, nor is it capable of predicting cases of likely failure

(where intervention mechanisms may have a salutary effect). Despite such efforts,

the inherent low frequency of financial reporting lends itself to (1) studies that focus

on static macro factors leading to failure and (2) a failure in recognising establish-

ments that are at high risk of mortality in the near future.

The recent proliferation of urban datasets, especially related to urban mobility

and social media activity, offers interesting opportunities for high-fidelity sampling

of these controllable factors. For example, mobility data can reveal the urban dy-

namics of different locations (e.g., does a neighbourhood attract visitors from var-

ious other neighbourhoods?), whereas location-based social network (LBSN) data

can elucidate consumer interactions at the individual venue level (e.g., how popular

is the venue relative to others in its vicinity?). Content in such LBSN data (e.g.,

text reviews of establishments) can also provide insight into possible causes or de-

terminants of failure. There has only been a modest amount of research on the use

of social media for business analytics–e.g., Wang et al. [126] utilised LBSN data to

predict the failure of food establishments using a set of over 600 restaurants in New

York City (NYC) over a 6 month period, and Karamshuk et al. [72] provided em-

pirical strategies for using LBSN-based features to find optimal locations for new

stores.

In this work, we utilise two complementary, large-scale longitudinal datasets:

(1) venue check-ins on Foursquare, observed in ten cities across the globe (75 mil-

lion check-ins from Jan 2011 through Dec 2013), and (2) taxi trip records, observed

across Singapore (38 million trips between Nov 2011 to Jan 2012) and New York

City (143 million trips between Jan 2013 to Dec 2013), to develop a predictive

model for retail business failures. We examine the role of a number of features

on retail business survival, across both a broader swathe of retail categories, and

specifically for food & beverage (F&B) establishments. As F&B is known to be

a highly competitive and risky business in many cities, we examine this category
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more closely for universal trends. We employ three classes of features: (a) Static

Locality Profiles, capturing the properties of the locality in which an outlet operates;

(b) Visit Patterns, reflected in the volume and spatiotemporal patterns of Foursquare

check-ins; and (c) Neighbourhood Mobility Dynamics, reflected in visitation pat-

terns across distinct neighbourhoods. Our specific prediction question is: given

observable features at a point in time, how likely is it that a retail establishment will

close down within the next 6 months?1

2.1 Key Questions and Overall Methodology

The motivation for our work is to build a predictive model for venue closure. To

this end, we first identify a set of candidate features (section 2.3), pose the prob-

lem of predicting closure as a binary classification task, and report our findings in

section 5.7. In this section, we formalise the key questions we answer in this work,

introduce notations used throughout the work, and define what constitutes closure.

Using a combination of LBSN and transport data, we seek answers for the fol-

lowing logically-sequential questions:

1. Can a sustained and significant decline in the popularity of a venue serve as a

proxy for its closure? (see Section 2.2.2)

2. Can metrics of the locality profile, visitation patterns, and mobility dynamics

of a retail business be used as predictors its success or failure? (see Sec-

tions 2.4.1, 2.4.2 and 2.4.3)

3. How accurately can we predict business failure? Does the accuracy vary by

the type of business? (see Sections 2.4.2 and 2.4.4)

4. Do factors that attribute to business failure vary by city, or geographies? (see

Section 2.4.5)
1The 6 month duration can, of course, be varied: for now, we choose 6 month as it appears to be

a natural time constant for retail businesses deciding whether to close down or not, and also because
determining an establishment’s operating state at finer timescales from Foursquare data is very noisy.

15



2.1.1 Notation

We consider the set V of venues in a city. A venue vi ∈ V is represented with a

tuple < loc, date, gen, spec > where loc is the geographic location of the venue,

date is its creation date, gen is its general category, and spec is its specific category

(see section 2.2.1). Further, we define a venue’s neighbourhood, Ni, as the set of

venues that are located within a given radius; we set this distance to 500m as prior

work [28] has shown that a venue’s operation is affected primarily by conditions

within this radial distance. Formally, we define the neighbourhood as:

Ni = {vj ∈ V : dist(vi, vj) < D} (2.1)

where dist(vi, vj) represents the distance between vi and vj and D = 500. We also

define a venue’s competitive neighbourhood, CNi ⊆ Ni, as the subset of venues

that belong to the same general category, gen, as the venue. Similarly, we define

the specific competitive neighbourhood, SNi ⊆ CNi, as the subset of venues that

share the same specific category, spec, within the radius D. Further, we define

established venues as those that have existed for longer than a year and new

venues as those that have existed for less than one year.

The administrative zone (e.g., Census tract, subzone, ward, etc.) a venue be-

longs to is referred to as the venue’s locality, throughout this work. Acronyms used

throughout the text are listed in Table 2.1.

2.1.2 Defining Closure

For this work, we classify venues as either opened or closed. Prior research on

Foursquare data has shown that venues added after June 2011 were highly likely

(probability above 0.8) to actually be new venues opening rather than existing

venues being added to the system for the first time [28]. To uncover venues that

are at risk of closure, we look at check-in metrics between June 2011 - December
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2013. For a given month, we define Ct(vi) as the total number of check-ins to venue

vi in that month. Similar to prior work (Wang et al. [126]), we consider a significant

decline in check-in volume as a sign of impending failure. We define a venue, vi, as

closed when RemainsOpen(vi) = 0. The formal definition is as follows:

RemainsOpen(vi) =


0, if

∑T
t=0 Ct(vi)

T
< K ×mean(vi) ∧

∑T
t=0 Ct(vi)

T
< N

1, otherwise
(2.2)

wheremean(vi) represents the mean number of check-ins for venue vi prior to June

2013 (starting from its first presence in Foursquare), T = 5 represents the 6 month

window, and N = 6, denoting an average of less than one check-in per month for

the venue vi. In other words, we define a venue to be closed if it has less than an

average of one check-in per month, for 6 months, and if this average represents a

significant decline in demand for this venue. We examine the validity of this defi-

nition of closure in section 2.2.2 where we show it is consistent with ground truth.

We experimentally determined the value for K by varying this scaling factor incre-

mentally from 0.15 to 0.30 which resulted in minimal variations in the percentage

of closed labels. For London, the percentage of new venues that closed was 6.1%

when K = 0.15 and 6.7% when K = 0.30. Across all ten cities, our closed la-

bels marginally by an average of < 7%. As such, we experimentally converged to

K = 0.25 as this was the optimal value for our analysis.

2.1.3 Operationalising the Venue Survival Problem

As previously described, we focus on predicting whether a venue is likely to survive

the next six months. We define the “prediction date” (PD) as the fixed date of

July 1, 2013 across all venues. We refrain from deciding on a prediction date per

venue (based on factors such as age or actual date of failure) as seen in prior work

[10] due to practical limitations in acquiring such information (see section 3.1).
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Using the first Foursquare check-in as a proxy for activity, we define a starting

date (SD) for each venue. For each venue, the period (SD,PD], the time from

the venue’s opening until the prediction date, is considered as the past data and the

period (PD,PD + 6months] (July’13 to Dec’13) is considered the virtual future

data. This 6 month period is used in Equation 2.2 to label whether a venue has

closed. We depict this in Figure 2.1. The features used in this work (described later

in section 2.3) are all based on data pertaining to an observation window which

is uniform across all venues regardless of their SD. In this work, we consider an

observation window of 6 months which immediately precedes the prediction date,

i.e., (PD − 6months, PD] (Jan’13 to June’13), and also investigate the sensitivity

of our results to shorter observation periods. All venues considered in this work

were operational by the commencement of the observation window.

Table 2.1: Acronyms used throughout Chapter 2.

Acronym Detail Acronym Detail
F&B Food and Beverage SD Starting Date

LBSN
Location based Social

Network
PD Prediction Date

AUC Area under the (ROC) curve ReLU Rectified Linear Units

ROC
Receiver Operating

Characteristic
SELU

Scaled Exponential Linear
Units

FS Foursquare CBD Central Business District

Figure 2.1: Definition of virtual past and future data used in this work. We use
a fixed Prediction Date (PD) across all venues and answer the question, which of
these venues will close during the prediction period (PD,PD + 6]? using features
computed over (PD − 6, PD].
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2.2 Mobility Datasets

2.2.1 Dataset Description

We make use of two types of data for this work: one sourced from a location intelli-

gence platform (Foursquare) on a multitude of cities across the world, and the other

obtained from transportation authorities in two major cities.

Foursquare Data: Within the last decade, online Location-based Social Networks

(LBSNs) have experienced a surge in popularity, attracting millions of users around

the world. These LBSNs have created troves of data which describe, at a fine spa-

tiotemporal granularity, the geographic position of users as they move in urban ar-

eas. Foursquare enables users to check in to different locations and share that infor-

mation with their friend group. As of August 2015, Foursquare had more than 50

million active users and more than 10 billion check-ins [124].

In this work, we use a longitudinal dataset from multiple cities around the world,

that spans three years (Jan 2011 through Dec 2013) and over 75 million check-ins.

Table 2.2 includes the summary of statistics of the 10 cities we consider in this

work. For each venue, we have the following information: geographic coordinates,

specific and general category which fall within Foursquare’s API of hierarchical

categories 2, and the creation date. Additionally, the dataset also contains time-

stamped check-ins captured in the form of transitions. A transition is defined as

a pair of check-ins by an anonymous user to two different venues within the span

of three hours and is identified by a start time, end time, source venue, and des-

tination venue. In Figure 2.2 we provide a visualisation of the spatial distribution

of venues in two cities, New York City and Singapore, that we label as closed and

open according to Eq. 2.2 and the timeline described in section 2.1.3.

Transport Data: We rely on two transport datasets, one from New York City and

the other from the city-state Singapore, that help us in understanding the movement

dynamics and local catchment of localities within the city.

2https://developer.foursquare.com/categorytree
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Table 2.2: Summary of city statistics. For each city, we report the total number
of transitions, the number of established venues, the number of new venues, the
percentage of established venues that closed, and the percentage of new venues that
closed. Venues defined as new and established had been open for less or more than
one year respectively (described in section 2.1.1). Venue closure was defined using
Equation 2.2 (i.e. RemainsOpen(vi) = 0).

City Check-ins Established Venues New Venues % Established, Closed % New, Closed
Chicago 10,600,106 8,726 556 7.3 6.5
Helsinki 4,400,044 3,359 272 5.0 5.5
Jakarta 5,200,052 7,135 540 12.6 3.3
London 4,000,040 6,633 399 2.8 6.5

Los Angeles 3,300,033 5,652 263 6.1 2.7
New York 13,700,137 14,733 1048 8.5 7.4

Paris 3,600,036 4,653 189 5.1 6.3
San Francisco 4,100,041 5,407 336 5.4 6.0

Singapore 12,800,128 14,193 552 23.7 3.4
Tokyo 12,600,126 12,385 551 4.4 2.0

From New York City (limited to the Manhattan Borough), we obtain time-

stamped records of dropoffs and pickups by yellow taxis for the period of January

2013 - December 2013 (which overlaps partially with the check-ins dataset), made

available publicly by the New York City Taxi and Limousine Commission3. Each

record contains the GPS coordinates of the pickup and dropoff points and the corre-

sponding timestamps. We aggregate the pickup and dropoff points to Census tracts

4, where a tract typically houses at most 16,000 residents 5. In the case of Singapore,

we use data from a major taxicab company consisting of all trips occurring between

November 2011 through January 2012 whose pickup and dropoff points we map to

subzones 6 which are administrative boundaries. Table 2.3 summarises key statistics

of these datasets.
3http://www.nyc.gov/html/tlc/html/about/trip record data.shtml
4http://maps.nyc.gov/census/
5https://data.cityofnewyork.us/City-Government/2010-NYC-Population-by-Census-Tracts/si4q-

zuzm
6https://data.gov.sg/dataset/master-plan-2014-subzone-boundary-web
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Figure 2.2: Spatial distribution of venues, labelled as “close” (in red) and
“open” (in blue), according to Eq. 2.2 for the period of Jun’13 – Dec’13.
The figure shows venues from two cities, New York City (left) and Singa-
pore (right).

City Spatial Aggregation Total Trips Observation Period

NYC 288 Census Tracts 143 million Jan 2013 - Dec 2013

SG 323 subzones 38 million Nov 2011 - Jan 2012

Table 2.3: Summary of taxi datasets used in the analysis.

2.2.2 Venue Closure

As mentioned previously, it is empirically hard to get the ‘ground truth’ of the clo-

sure of retail establishments across cities. In contrast to business openings, which

are often advertised and announced on social media, venue closings often hap-

pen without fanfare. Moreover, F&B establishments sometimes exhibit “virtual

closure”-a specific venue can simply re-brand itself (e.g., from a coffee shop to a

restaurant/lounge), without actually changing owners.

Figure 2.3: The survival curves (as KM plots) for all F&B venues considered in this
work.
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Given such phenomena and due to the fact that the check-ins dataset exists only

until the end of 2013, we retrieve additional venue related data using the public

Foursquare Venue API [1] to understand how credible the closure labels that we

define are. This additional data retrieved consists of longitudinal observations of

time-stamped, publicly shared activities at each of these F&B venues as at the query

date (i.e., May 2018); these activities consisted of tips, public notes or short reviews

users can share about a venue, and photo posts from visitors. This allows us to

observe the activity at a venue beyond our prediction window and proxy the lifetime

of the venues considered. We provide the survival plots of the 10 cities considered

in this work in Figure 2.3 for F&B venues that started operation after June 2011.

We use the Kaplan-Meier estimator [71] to estimate the survival function where

the time to event is the time for which a venue remained active (based on tips and

photos) beyond the prediction window (i.e, Dec’13). The x−axis represents the

53 month-timeline between Jan-14 till May’18 where the black line represents the

“time till last activity or closure” for venues labelled as “closed” and the red dashed

line represents the “guaranteed time alive or open” for venues labelled as “open”.

We see that less than ≈10% of restaurants (across NYC, Singapore and London),

supposedly open during June-Dec’13, may be mislabelled, as they see no activity

over the next 4 years. Conversely, approx. 50% (Singapore), 70% (NYC) and

65% (London) of restaurants, supposedly closed by Jan’14, cease all activity in the

subsequent 2 years. On the other hand, approx. 60% of restaurants in Singapore that

we labeled as “open” remained active beyond 2 years since the prediction period.

This analysis lends credence to the reliability of our “failure” labelling process (i.e.,

the use of Equation 2.2), but also illustrates the challenge of perfect labelling. Later

in section 2.4.5 we describe our efforts in curating a subset of data with higher

quality labels and show that the performance of the models greatly improve with

reduced noise.
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Table 2.4: Summary of Features Investigated in this Work.

Feature Class Feature Definition Source

Locality Profile

Competition CNi

Ni
Foursquare

Specific Competition SNi

CNi
Foursquare

Place Entropy
∑k

i=1 pi ∗ ln pi/ ln k Foursquare
Category Counts |CNi|, |SNi| Foursquare
Attractiveness to the Neighbour-
hood |CNi| × ln

(
|V |
|VC |

)
Foursquare

Catchment of Locality |Dl|
|D| Transport

Temporal Catchment of Locality |Dw,l|
|Dw|

Transport

Customer Visit Patterns

Inflow & Outflow

∑|V |
j=0 t(vj ,vi)

M
,∑|V |

j=0 t(vi,vj)

M

Foursquare

Distance Travelled to Reach
Venue

∑N
j=0 dist(vj ,vi)

N
Foursquare

Speed of Travel to Venue
∑N

j=0 dist(vj ,vi)×t
−1
i,j

N
Foursquare

Temporal Popularity Skew
∑24

i=1 hi ∗ lnhi/ ln 24 Foursquare
Visit Trend ct(vi)−b

t
Foursquare

Temporal Alignment with Com-
petitors

∑24
j=1 (hi(j)−Hi(j))

2 Foursquare

Mobility Dynamics
Temporal Alignment with Lo-
cality

∑24
j=1 (hi(j)− hl(j))2 Both

Reachability r(a,b) Both
Distance-weighted Reachability dr(a,b) Both

Business Attributes
Cuisine Type

Categoric variables
Foursquare

Price Tier Foursquare

2.3 Feature Description

We next describe three classes of features which may play a role in the success of a

business.

2.3.1 Profile of the Locality

Prior studies on restaurant failure in [99, 98, 96, 97, 126], indicate that an F&B

venue’s locality plays an important role in determining its success. We capture such

intrinsic, largely static, properties of the locality (i.e, Census tracts in New York and

Subzones in Singapore) using the following set of features.

We define the Competition of a venue as the proportion of competitors (in the

case of F&B, this refers to all ‘food’ establishments enumerated in Foursquare) to

the size of the neighbourhood, |CNi|
|Ni| . Similarly, the Specific Competition is the

proportion of neighbouring venues that serve the same cuisine in the competitive

neighborhood–i.e., |SNi|
|CNi| . We also consider the counts General Category Count
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(|CNi|) and Specific Category Count (|SNi|) as separate features as they act as

proxies for the overall size of the neighbourhood.

We next define Place Entropy of the area around a venue through the Shan-

non equitability index [114] from information theory. This metric is calculated as

follows:

−
k∑
c=1

pc ∗ ln pc/ ln k (2.3)

where pc denotes the proportion of venues of category c and k is the total number

of different categories in Ni.

Attractiveness of the neighbourhood: We measure this feature at both the

general and specific category levels. We borrow the use of the tf − idf weighting

scheme from text mining literature, adopting the notion of neighbourhoods as docu-

ments and the venue categories as the terms that occur in them. The term frequency

tf is simply the count feature defined above, and the Inverse Document Frequency,

idf is computed as follows: ln
(
|V |
|Vc|

)
where Vc ⊂ V is the set containing all venues

belonging to that same category. Then, the attractiveness score of a venue to its

neighborhood, Ni, is given by, tf × idf .

Catchment of the Locality: To capture the overall attractiveness of a locality,

l, where a venue vi is situated, we define its catchment using the taxi datasets as:

( |Dl|
|D| ), where D is the total number of taxi drop-offs across the city and Dl is the

number of taxi trips that ended in a location within l. We also subdivide the previous

feature and compute the Temporal Catchment of the Locality over four disjoint

time partitions: morning (6 AM to 12 noon), afternoon (12 noon to 6 PM), evening

(6 PM to 12 AM) and early morning (12 AM to 6 AM), separately across weekdays

and weekends. During a window, w, the catchment for that window is then defined

as, |Dw,l|
|Dw| .
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2.3.2 Visit Patterns

The variation in trends of customer visits to such locations can reveal important

insights into how businesses are faring. We define a number of visitation-driven

features for capturing venue-level differences.

(a) The hourly popularity of a Pizza place
in NYC which draws customers around the
clock (high entropy) and a Frozen Yogurt
place that draws customers mostly towards
evening hours (resulting in low entropy).

(b) The reachability matrix (left) shows
that the locality (marked in red) receives
more visits from farther localities whilst
its distance-weighted reachability matrix
(right) takes the distance into account.

Figure 2.4: The difference in hourly popularity of two different venues (left) and the
difference between the two reachability definitions (right) – darker regions represent
higher numerical values of the respective features.

We define inflow as the number of Foursquare transitions that arrive at the venue

of interest and outflow as the number of transitions that leave from the venue. Ad-

ditionally, we examine transitions from/to all venues in the neighbourhood, Ni, to

compute the Surrounding Area Inflow and Surrounding Area Outflow. For-

mally, where M is the lifespan of the venue in months and t(vj, vi) is the number

of transitions from vj to vi, we define the average monthly inflow to venue vi as∑|V |
j=0 t(vj ,vi)

M
and outflow as:

∑|V |
j=0 t(vi,vj)

M
. We also calculate the ratio of inflow to

outflow for both the venue and the surrounding area.

Prior research has shown the Distance of Travel To and the Distance of Travel

From certain nodes in a network correlates with higher changes of connection be-

tween those nodes [109]. We thus measure the mean distance travelled to reach a

venue, as well as to the surrounding area (i.e., Ni). Formally, if dist(vj, vi) is the

distance between vi and vj and N is the total number of transitions to the venue, we

define this as:
∑N

j=0 dist(vj ,vi)

N
. As a possible measure of accessibility, we compute the

25



speed with which the venue can be reached from other locations. Formally, we com-

pute the mean Speed of Travel To and the mean Speed of Travel From the venue

of interest. We utilise a similar definition for the mean speed of the surrounding

areas. We define speed as
∑N

j=0 dist(vj ,vi)×t
−1
i,j

N
where dist(vj, vi) is the distance be-

tween vi and vj , ti,j is the time spent travelling between vi and vj , and N is the total

number of transitions to vi. While the travel distance dist(vj, vi) can be computed

given the location coordinates of the venue pair (vi, vj), the travel time is estimated

by the difference in the transition start and end time. For these features, we also

compute the standard deviations of these variables following standard definitions.

Temporal Popularity Skew: We define the hourly temporal profile of a venue,

hi, as a vector of 24 elements, with each element representing the proportion of

check-ins the venue has received during that hour as compared to the total check-

ins received over all hours. We measure the skew as the entropy of the venue’s

temporal profile (equivalent to Equation 2.3). As seen in Figure 2.4a, a venue that

is popular across all hours would have a higher entropy compared to a venue with

greater temporal skew (e.g., Frozen Yogurt place).

Temporal Alignment of Venue to its Competitors: Past work [92] has utilised

the concept of diurnal synchronisation of a venue to demonstrate how a venue is

able to observe a larger set of transitions when its operating hours are more closely

aligned with its surrounding venues. Given a venue vi with a temporal profile hi

and its competitive neighbourhood CNi whose aggregate temporal profile is Hi, we

define compute (mis)alignment as the Euclidean distance between the two vectors:∑24
j=1 (hi(j)−Hi(j))

2 over the 24 hours.

Visit Trend: We quantify a venue’s temporal trend during the observation win-

dow as follows: given a time series of check-in values Ct(vi), we fit a linear re-

gression model whose slope (s(vi) = Ct(vi)−b
t

) represents the trend, with b being the

intercept. Whilst our definition of closure (in Eq. 2.2) and the trend feature both

look at the temporal profile of checkins, they are distinct in that while the trend cap-

tures drop/rise in checkins within the observation window whilst closure is decided
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based on drop/rise before and after PD (based on average monthly volume of check-

ins). To verify that there isn’t potential leakage between these two constructs, we

computed the correlation between “trend” and the quantity
∑T

t=0 Ct(vi)

T

mean(vi)
(see Eq. 2.2)

and found that this was weak (varying between -0.018 and 0.06 across all cities, and

0.1 in the worst case for Los Angeles).

(a) Place Entropy (b) Temporal Popularity Skew (c) Alignment to Locality

Figure 2.5: Select features spatially aggregated over localities across Singapore.
Darker regions represent higher numerical values of the respective features.

2.3.3 Mobility Dynamics

These features embody our intuition that the temporal patterns of movement of vis-

itors to/from the venue, relative to the temporal pattern of visitors to the broader

locality, helps capture the latent preferences of the urban population.

Temporal Alignment of Venue to its Locality: We hypothesise that a mismatch

between the natural timings of draw of a locality and the venue of interest may im-

pact a venue’s chances of survival. We define the hourly temporal profile of a lo-

cality as a vector of proportional arrivals to the locality for each hour, hl, during the

observation period. Then, we define the (mis)alignment as
∑24

j=1 (hi(j)− hl(j))2,

i.e., the Euclidean distance between the hourly temporal profiles of the venue and

its locality.

Reachability of Locality: We further hypothesise that a locality’s accessibility

plays a critical role in the survival of its venues. To quantify this, we first construct

the transition matrix, R, whose elements ra,b represent the total number of trips that

originated from locality a and ended at locality b during the observation period. A

reachable locality is one that attracts trips from many localities. We measure the
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reachability of a locality a as the entropy of the ath column of R, Ra. Further,

a reachable locality should attract visits from both distant and local regions. To

account for this, we weigh the frequency of transitions inversely by the distance

between the regions with dra,b = ra,b/d
2
a,b where da,b is the Haversine distance

between the localities a and b, and dra,b are the elements of the modified transition

matrix R̂. In Figure 2.4b, we contrast the two features; the reachability vector

shows that the locality receives much of its footfall from father localities (resulting

in low entropy due to such skew) whereas the distance-weighted reachability vector

is more uniformly distributed (resulting in high entropy).

Additionally, we also consider a number of control variables such as the Specific

Category of the venue and the Price Tier of the venue. The tiers range from 1

(least pricey) to 4 (most pricey). In Figure 2.5, we visualize the spatial spread of

three features aggregated over the different localities.

2.4 Evaluation

In this section, we report our findings on the predictive ability of individual factors

that we consider in this work, and the performance of our methodology overall. We

first discuss the influence of individual factors on predictability of survival likeli-

hood in section 2.4.1, and summarise the overall performance of the combination

of features in section 2.4.2 for the two cities New York and Singapore, for which

we have both Foursquare as well as transport data, and further extend our analysis

to Retail businesses at large.

Finally, in section 2.4.5, we study the robustness of our criteria for defining

closure (see section 2.2.2).

Prediction task: We represent the venue closure prediction task as a binary

classification task with the closure label (0 – closed and 1 – open) as the dependent

variable and the features described in section 2.3 as independent variables and adopt

a Logistic Regression model in all our analyses. Logistic regression also provides
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the additional benefit of providing an understanding the relative influence of the

features on the prediction outcome.

Experiment conditions: As our dataset consists of an unbalanced number of

samples of positive (i.e., open venues) and negative (i.e., closed venues) classes

with the negative class being much smaller (see Table 2.2), we first create a subset

of all the negative samples and randomly sampled, equal sized positive samples,

generating a balanced dataset. We then split the four groups into training and test

sets with the training set consisting of 80% of the data on which we perform 10-

fold cross-validation to pick the best performing model, and report the accuracy of

prediction on the test sets. All features described were min-max normalised. The

number of training samples in each of the four groups, (1) F&B venues in Singapore,

(2) Retail venues in Singapore, (3) F&B venues in NYC and (4) Retail venues in

NYC were 1450, 2794, 552, and 1062, respectively.

Performance metrics: In all our analyses, we report the accuracy based on

precision, recall and AUC, following their standard definitions. Precision and recall

represent the average over both the positive and negative classes.

Implementation: The computations related to logistic regression were per-

formed using R (default package stats) and the ROCR [3] library for performance

calculations.

2.4.1 Feature Selection and Pruning

In order to understand the ability of the features described in section 2.3 in predict-

ing survival likelihood, we run logistic regression with each feature as the (only)

independent variable and report the average AUC over 10-fold cross-validation in

Table 2.5 of the top-5 influential features for the two cities, respectively. We also

report the correlation between the variables in each case – here, we compute the

correlation coefficient as the root of the coefficient of determination (R2), with the

sign (positive/negative) based on the estimated coefficient from logistic regression.
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We avoid the use of the widely used Pearson’s correlation coefficient [19] since the

two-class dependent variable doesn’t fit the linearity assumption that Pearson’s re-

quires. We see that the temporal popularity skew, and the temporal alignment with

the competitors and the locality itself being top features consistently, each with a

high AUC ≥ 0.75. We apply the Boruta algorithm [76] for feature selection and

consider the features that were consistent across F&B venues from both Singapore

and New York City in subsequent analyses.

2.4.2 Predicting Venue Closure

In this section, we summarise our findings from running logistic regression [45]

on the 20 confirmed features resulting from the Boruta search in Table 2.6. For

brevity, we only show list features that were found to be statistically significant in

the combined model. We run regressions separately for F&B venues, and extend to

Retail venues in general. Retail venues consists of venues that belong to either F&B,

Entertainment, Clothing Stores, Nightlife Spots, Food & Drink Shops, Gym/Fitness

Centers and other Retail Shops.

We report the following key observations:

1. We see that a number of features consistently appear to have strong influence

on the prediction outcome; namely, the (1) visit trend over the current period,

(2) the skew in hourly temporal popularity, (3) temporal (mis)alignment of the

venue to its locality, and (4) the (entropy) of the distribution of venue types in

the vicinity of a venue, across both cities, and for both F&B and Retail, with

very few exceptions.

Table 2.5: Features with the highest performance in predicting venue closure for
Singapore (left) and New York City (right).

Feature AUC Correlation
Temporal Popularity Skew 0.788 0.528
Alignment with Neighbor-
hood

0.786 -0.479

Alignment with Locality 0.758 -0.526
Inflow 0.66 0.270
Outflow 0.624 0.268

Feature AUC Correlation
Temporal Popularity Skew 0.794 0.589
Alignment with Neighbor-
hood

0.782 -0.575

Alignment with Locality 0.732 -0.555
Trend 0.716 0.487
Inflow (Neighborhood) 0.626 -0.201
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Table 2.6: Coefficients from Logistic Regression for two cities. *** represents
p < 0.001, ** represents p < 0.01, and * represents p < 0.05. SG - Singapore,
NYC - New York City.

Feature SG, Retail SG, F&B NYC,
Retail

NYC,
F&B

Inflow -58.76 . -1.61 -21.01 -34.01 *
Outflow 175.04 *** 4.42 68.27 ** 47.02 **
Speed Entering -3.75 * -10.06 *** -3.51 -17.17 *
Hourly Temporal Skew 9.80 *** 10.53 *** 9.13 *** 12.97 ***
Visit Trend 0.13 *** 0.13 *** 74.34 *** 58.67 ***
Total Visits 0.82 0.55 5.41 *** 1.99
Place Entropy -2.33 ** -2.31 * 4.55 -3.70
Distance Entering, Sur -11.32 ** -1.19 -6.91 -3.31
Distance Leaving, Sur 7.22 * 1.64 -0.89 . -0.48
Temporal Alignment to
Locality

5.67 *** 6.96 *** 4.58 . 8.69 *

N 2794 1450 1062 552
R2CU 0.356 0.349 0.580 0.577

2. Based on the coefficients for the hourly temporal skew feature, it appears that

venues that are popular around the clock, and not subjected to specific hours,

may have a better chance at survival. This finding suggests that restaurants

that only cater to specific customer segments (e.g., lunchtime office workers

or dinnertime visitors) are more likely to experience failure. To further anal-

yse this, we looked at the failure rate, in Singapore, for restaurants in two

neighbourhoods with skewed visitor dynamics: the Central Business District

(CBD) that has a dominantly lunchtime presence, and Clarke Quay (CQ) that

is geared towards tourist and leisure traffic and is more active at night. We

picked all restaurants from CBD and CQ (139 venues in total), and ranked

them by their hourly popularity entropy. We compare the top 30 restaurants

(highest entropy) and the bottom 30 restaurants (lowest entropy)–i.e., approx-

imately, the top and bottom 20-percentile of such venues. We find a clear

difference: whilst only 73% of the bottom-30 restaurants survived the next 6

months, 100% (all 30) of the venues in the top-30 survived. Notably, both

CBD and CQ belong to the Downtown Core Planning Area7 with no signifi-

cant difference in the median rentals for retail space.

7https://www.ura.gov.sg/Corporate/Guidelines/Urban-Design/
Downtown-Core
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3. On the contrary, the estimated coefficient of place entropy (i.e., negative) sug-

gests that a decrease in entropy improves the likelihood of survival. This

seems to suggest that venues that are in the midst of more clustered neigh-

bourhoods (such as ethnic enclaves) tend to survive longer.

4. Not surprisingly, the trend of customers check-in patterns during the current

period is indicative of the venue’s performance over the following 6-month

period. And, as anticipated, we also note that the sign of the coefficient is

positive, indicating that venues that experience an upward trend in check-ins

have a much higher likelihood of survival.

5. Between the two cities, we observe that in the case of Singapore, several

of the features tied to a venue’s locality or neighborhood are found to be

statistically significant – for instance, the (mis)alignment, measured by the

Euclidean distance, suggests that venues that operate outside popular hours

of the locality, have a distinctive advantage over their neighbours.

6. The goodness of fit is higher for NYC than Singapore, and suggests that ≈

58% of the variance is explainable for both F&B and Retail venues.

Comparison with baseline: As we describe in section 6.1, the work of Wang et

al. [126] is the closest to our work in that they rely purely on LBSN-based features

to study decline in business performance for F&B venues in NYC, over a 3 month

window. In Table 2.7, we compare our results against this baseline, reproducing the

confusion matrix presented in [126]. The features we consider in this work achieve

at least 15% better precision, and 7-10% increase in recall for venues in NYC. Our

evaluation is on a balanced test set, whereas the baseline misclassification rates

reported in [126] may be a bit misleading as they are based on a highly imbalanced

dataset (with less than 20 samples in their “closed” class).
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(a) Singapore, Retail (b) New York City, Retail

Figure 2.6: ROC Curves of Retail venues in Singapore and New York City. The
Curves represent the performance for each class of features and for the combined
model, respectively.

2.4.3 Accuracy across Feature Classes

To understand the influence of features classes on the prediction outcome, we run

the logistic regression for each class separately, and in combination. In Table 2.8, we

report the observed AUC scores for Retail venues from Singapore and New York,

and note that in general, the visit pattern features alone reach AUCs≥ 0.80, and the

addition of mobility dynamics features lends to only a 4% and 3% increase in ac-

curacy for Singapore and NYC, respectively. Figure 2.6 shows the ROC curves for

the same. However, given that these two cities are amongst the world’s top-rated in

terms of public transit infrastructure [6], we expect that the mobility features across

localities to be more uniform – for instance, the kurtosis of the reachability feature

is negative for both cities (i.e., platykurtic, with -0.48 for SG and -1.07 for NYC).

To understand the merits of this additional class of features, we construct a subset of

venues (which we refer to as the Contrast set) which consists of those venues with

the top-5% and bottom 5% value of the distance-weighted reachability feature, and

re-run the analyses. As anticipated, we observe a significant improvement in the

accuracy (i.e., 8% and 10% for SG and NYC, respectively) over using visit pattern

Table 2.7: Confusion Matrix Comparison against Previous Work [126].

Wang et. al[126] NYC, Retail NYC, F&B
Confusion Matrix Labeled 0 Labeled 1 Labeled 0 Labeled 1 Labeled 0 Labeled 1
Observed - 0 160 5 87 19 46 13
Observed - 1 7 14 19 87 9 42
Precision (closed class) 66.67% 82.07% 82.35%
Recall (closed class) 73.68% 82.07% 76.36%
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Table 2.8: AUC scores of the different feature classes with Logistic Regression
against the Random Baseline. The Contrast set consists of venues with the top-5%
and bottom-5% values of the reachability feature.

SG, Retail SG, Retail (Contrast) NYC,
Retail

NYC, Retail
(Contrast)

N 2794 248 1062 102
Random Baseline 0.50 0.50
Locality 0.60 0.58
Visit Pattern 0.82 0.89
Mobility Dynam-
ics

0.80 0.88 0.80 0.88

Combined 0.86 0.90 0.92 0.99

features alone.

2.4.4 Prediction Accuracy by Venue Category

In this subsection, we aim to understand if and whether the ability to predict clo-

sure, and the attributes that contribute towards the prediction, differ by the category,

or cuisine, of the venue. In Figure 2.7, we plot the top-15 subcategories/types of

cuisine appearing under the F&B category of venues in Singapore. We observe that

the distribution is heavily skewed and that Coffee Shops appear to the predominant

type of venue followed by Chinese Restaurants (as anticipated with Singapore’s

population consisting of 74% ethnic Chinese8).

In Table 2.9, we summarize the prediction results for the top-6 categories. We

observe that whilst the accuracy is above our previous average for certain classes

(e.g., Coffee Shops), the accuracy is only as good as the random baseline (e.g.,

AUC = 0.5 for Indian Restaurants) for certain other categories. However, as men-

tioned previously, as we maintain a balanced dataset of closed/open classes for the

analyses, the total number of venues (N ) drops as the percentage of venues being

labelled as closed is low. Segregating the dataset by category means that the result-

ing sample size drops further. Hence, we caution the reader that the results may

vary if tested on larger samples.

8https://www.indexmundi.com/singapore/demographics_profile.html
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Figure 2.7: Distribution of Cuisines/Categories of F&B Venues in Singapore.

Category Ntrain Ntest Avg. Precision Avg. Recall Best AUC R2CU Mean AUC Test AUC
Coffee Shops 184 24 0.93 0.92 0.99 0.36 0.82 0.74
Chinese Restaurants 112 14 0.85 0.79 0.88 0.43 0.69 0.67
Asian Restaurants 92 12 0.76 0.75 0.89 0.32 0.73 0.78
Japanese Restaurants 54 8 0.9 0.88 1 0.52 0.77 1
Fast Food 36 4 1 1 1 0.75 0.83 0.78
Dessert Shops 36 4 – 0.5 1 0.75 0.7 0.33
Bakeries 30 4 1 1 1 0.75 0.75 0.25
Indian Restaurants 32 4 1 1 1 0.75 0.6 0.5

Table 2.9: Venue Closure Prediction Accuracy by Category of F&B Venue.

2.4.5 Robustness Checks

In this section, we perform a series of checks to understand the robustness of our

analyses under various conditions.

Dealing with Collinearity

In addition to the feature selection step carried out in section 2.4.1, here we test

for collinearity across variables - to detect collinearity, we compute the Variable

Inflation Factor (V IF ) [93] of variables – a score greater than 12 suggests that

there exists significant correlation across certain variables. We tabulate the standard

errors and the V IF values, as an illustration, for the case of F&B venues in New

York City. The table compares the Combined Model consisting of the select features
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Table 2.10: Standard Error of Estimated Coefficients and Variable Inflation Factors
of Selected Features for Retail Venues in New York City for the Combined Model
(left) and Reduced Model (right). SE- Standard Error.

Combined Model Reduced Model
Feature SE VIF SE VIF
Temporal Popularity Skew 3.85 11.83 0.84 1.06
Visit Trend 18.82 3.55 8.80 1.03
Place Entropy 2.77 3.52 1.86 1.58
Inflow 18.66 9.84 4.72 1.16
Outflow 18.17 10.00
Distance Entering, Surround-
ing

2.61 3.60

AUC 0.92 0.89

from section 2.4.2, against a subset of features whose Pearson’s correlation with

any other feature is less than 0.5 which we refer to as the the Reduced Model, in

Table 2.10.

We find that: (1) removing the uncorrelated features reduces the standard error

in the estimated coefficients, and lowers the V IF significantly (all less than 2), and

(2) in removing the correlated variables, the resulting AUC drops only marginally.

Labeling Methodology

As we saw in section 2.2.2, the labeling definition (as defined in Equation 2.2) is

noisy. To provide a more plausible check on the validity of our ‘failure’ labels,

we additionally retrieved the longitudinal data (from June’11-Dec’17). We then

hypothesise that a truly-closed venue will not have any such photo posts or tips

generated after its closure date; conversely, a venue that was open at the end of

Table 2.11: Results from Logistic Regression for each city on all F&B venues in
the dataset versus only those we consider as Confidently labeled, on the Reduced
Model. N is the total number of venues considered, balanced between the two
classes open/close.

Reduced Model on All Venues Reduced Model on Confident Venues
N AUC Precision Recall R2 N AUC Precision Recall R2

Chicago 608 0.91 0.79 0.79 0.46 416 0.97 0.89 0.88 0.72
Helsinki 184 0.94 0.84 0.83 0.36 128 1.00 0.93 0.92 0.40
Jakarta 872 0.85 0.78 0.76 0.34 284 0.95 0.86 0.86 0.48
London 72 0.86 0.78 0.75 0.34 32 1.00 0.88 0.83 0.74

Los Angeles 158 0.87 0.78 0.78 0.37 64 0.97 0.83 0.75 0.60
New York City 660 0.87 0.79 0.78 0.40 458 0.90 0.80 0.80 0.45

Paris 184 0.87 0.76 0.76 0.37 52 1.00 0.88 0.83 0.68
San Francisco 140 0.91 0.84 0.84 0.31 66 0.98 0.94 0.93 0.45

Singapore 2980 0.82 0.75 0.74 0.30 1468 0.89 0.78 0.77 0.37
Tokyo 632 0.82 0.75 0.74 0.27 268 0.91 0.77 0.73 0.22
ALL 6490 0.86 0.78 0.78 0.42 3236 0.85 0.77 0.76 0.47
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Dec’13 should have seen at least one instance of such activity over the entire period

of Jan’14-Dec’17.

More specifically, we define the following labels, Confident-Close and

Confident-Open, and extract the corresponding data subsets as follows:

• Confident-Close: is the subset of venues that are labelled ‘failed’

(RemainsOpen(vi) = 0 according to definition of Equation 2.2) AND that

have had zero activity (tips, photos) posted during the entire interval Jan’14-

Dec’17.

• Confident-Open: is the subset of venues that are labelled ‘not-failed’

(RemainsOpen(vi) = 1 according to definition of Equation 2.2) AND that

have had least one activity (tips, photos) during the interval Mar’14-Dec’17.

(We define this activity period from Mar’14, and not from Jan’14, to provide

a buffer against possible delayed posting of an activity by a user who had

visited prior to the venue’s closure.)

Confident Dataset: We create this subset to only consist of the Confident-Close

and Confident-Open F&B establishments to check if our results are largely invari-

ant to such labelling errors. The astute reader will note that the Confident Dataset

cannot be operationalized for prediction tasks (as the labels are determined based

on a 5-year observation period that occurs after the prediction instant). However,

an analysis using this dataset helps us investigate the robustness of our results.

In Table 2.11, we tabulate the the number of samples, AUC, precision, recall and

the respective McFadden index observed with logistic regression, for the full dataset

and the Confident subset, respectively, on the Reduced Model from the previous

section. We do this to make sure that the number of Confident samples aren’t too

low for analysis. The results seem to suggest that better performance is seen with

better quality labeling – for instance, for certain cities, we reach a perfect AUC

score. However, we also note that despite inaccuracies in labeling, the model’s

performance is rather stable.
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Impact of Amount of Past Data on Performance

In our analyses thus far, we consider an observation window of 6 months (prior

to the prediction date) to predict the survival of a venue in the following 6 month

period. A natural question then is: how much data from the past is required to make

a reasonable prediction?

To answer this, we vary the length of the observation window between two (a

minimum of two data points are needed for calculating the trend feature) and 6

months, immediately preceding the prediction date, and repeat our analysis. In

Figure 2.8, we plot the amount of training data (in months) on the x−axis, and the

mean AUC over 10-fold cross validation on the y−axis. For clarity, we plot the

AUCs separately for (a) dense and (b) sparse cities (based on check-in volume) –

in either case, we note that the AUCs are relatively stable. The worst case of a

20% drop occurs in the case of London besides which the variability is limited to

within 2% for the denser cities. This analysis concludes that even modest amounts

of training data (e.g., 2 months) is sufficient for achieving reasonable prediction

performance.

(a) Dense Cities (b) Sparse Cities

Figure 2.8: Impact of the Length of Observation Window on Performance.

2.5 Discussion Points

Here, we discuss alternate solutions and problems that we considered in studying

the performance of physical venues, our preliminary findings from analysing user

reviews, and the limitations in the current undertaking.
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2.5.1 Alternate Solutions

As deep learning models have been extensively used in a number of problem do-

mains [10, 116, 73], we also conducted some preliminary studies using the Py-

Torch framework and the scikit-learn library [4]. Similar to Avati et al. [10],

we slice the observation window (i.e., 6 months preceding the PD) into four,

and extract features per slice as well as summary statistics for the entire win-

dow. We define the slices as: (1) Slice 1: [PD − 2weeks, PD), (2) Slice 2:

[PD − 1month, PD − 2weeks), (3) Slice 3: [PD − 3months, PD − 1month),

and (4) Slice 4: [PD − 6months, PD − 3months). For each slice, we consider

the total number of check-ins each venue received, per day of the week, per hour of

the day (leading to 168 features per slice) and summarize the total, mean, standard

deviation, range, maximum and minimum over the observation window for each

feature. The final feature set consists of 1680 features per venue with the outcome

variable as defined previously (Eq. 2.2). We trained a deep neural network model

with an input layer of 1680 dimensions and a two-dimensional output layer. The

optimal number of hidden layers (each consisting of 512 dimensions, varied from

1 to 30) and the activation functions (varied between ReLU, SELU and Tanh) were

fixed based on performance on the validation set. We take away from these early

results, summarized in Table 2.12, that the configuration is not consistent across the

cities, and the performance (AUC varying from 0.65 to 0.85) is generally poorer

than that of considering hand-crafted features such as those in section 2.3.

At present, we don’t investigate further the specific choice of a classification

technique because: (i) our key focus is on establishing that the combination of social

media & urban mobility data provides high predictive power, and (ii) the volume and

diversity of data we use do not seem suitable for such data-hungry alternatives.
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City
Mean (Std. dev)

number of non-zero
features

Sparsity Num
layers Unit AUC

Chicago 243.27 (234.66) 85.52% 27 SELU 0.76
Helsinki 268.63 (235.49) 84.01% 11 ReLU 0.77
Jakarta 101.87 (147.02) 93.94% 11 ReLU 0.68
London 190.02 (191.16) 88.69% 16 SELU 0.71
Los Angeles 177.72 (187.33) 89.42% 24 SELU 0.76
New York City 225.66 (247.02) 86.57% 16 SELU 0.77
Paris 150.48 (173.61) 91.04% 28 ReLU 0.81
San Francisco 242.70 (220.14) 85.55% 16 SELU 0.85
Singapore 141.24 (176.01) 91.59% 27 SELU 0.81
Tokyo 126.29 (184.43) 92.48% 11 Tanh 0.65
ALL 14 SELU 0.74

Table 2.12: Summary of Results from Deep Learning.

2.5.2 Predicting Upsurge in Popularity

Contrary to predicting venue survival, here we label venues as those that saw an up-

surge in popularity (as defined in Equation 2.4), where the average monthly volume

of check-ins during the test period is at least K = 25% more than the average seen

over the current term.

Surges(vi) =


1, if

∑T
t=0 Ct(vi)

T
> K ×mean(vi)

0, otherwise
(2.4)

Table 2.13: Features with the highest performance in predicting upsurge in venue
popularity for Food venues (left) and Retail venues, in general (right), for Singapore.

Feature Mean
AUC Correlation

Trend 0.60 0.274
Popularity of Locality
(Morning)

0.59 0.237

Temporal Popularity Skew
(Ent.)

0.56 0.147

Speed Entering 0.55 -0.121
Alignment with Locality 0.55 -0.106

Feature Mean
AUC Correlation

Speed Entering 0.62 -0.124
Distance Leaving 0.61 -0.158
Trend 0.59 0.266
Outflow 0.57 -0.167
Popularity of Locality
(Morning)

0.56 0.242

In Table 2.13, we tabulate the top-5 features (that have the highest explanatory

power over predicting upsurges), for F&B venues, and Retail venues, respectively.

While we observe that the Visit Trend and Hourly Popularity Skew are features that

were useful in predicting failures, previously, the values of the correlations/AUCs

themselves (for upsurge prediction) are significantly less (e.g., highest AUC ob-
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served is only 0.62 compared to 0.75, previously). We also note that different fea-

tures such as the popularity of the locality in which the venues operates in, during

the morning hours, are more useful in predicting upsurge.

Further, in Table 2.14, we summarize the estimated coefficients and the associ-

ated p−values from running logistic regression for the alternate upsurge-prediction

problem, for F&B venues from Singapore. Note that the number of venues consid-

ered here for analysis is considerably less (N = 348), as only 7% of the total venues

saw an upsurge of more than 25% during the prediction period (and were then sub-

sequently labelled as belonging to the positive class), resulting in only 14% of the

total venues in the dataset being considered for the analysis as part of a balanced

data set. Consistent with previous findings, venues with positive visit trends and

are operating out of band with the venues near them (i.e., positive coefficient for

the misalignment feature) show chances of upsurge in popularity. We also note that

Place Entropy which captures how heterogeneous a neighborhood is, and Category

TF-IDF which captures how unique the venue’s category is to its neighborhood, are

both negatively correlated, but are useful in predicting popularity. Although, we ob-

serve a mean AUC of 71.9% (about 20% better the random baseline), the accuracy

is less than what we observed for predicting survival with the same set of features.

This brings us to the conclusion that investigations into other attributes will need to

be required for predicting upsurges better.

2.5.3 Additional Insights from Mining Reviews/Tips

In our current approach, we are only aiming at predicting impending failures of

venues using tangible attributes of the environment the venues operate in, and the

venue’s check-in patterns. As Parsa et al. [97] conceptualize, there are other in-

tangible attributes of the business and how it is run that can dictate its fate – for

example, the quality of service offered by the staff, the ambience of the venue, the

relationship of the owner with its patrons, etc. In this section, we attempt to reveal,
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Table 2.14: Coefficients from Logistic Regression for Predicting Upsurge in Pop-
ularity for F&B Venues in Singapore. *** represents p < 0.001, ** represents
p < 0.01, and * represents p < 0.05.

Feature Estimate
Visit Trend 10.62***
Alignment with Neighborhood 7.87**
Popularity of Locality during Morning Hours 2.39**
Distance Leaving (-7.97)**
Place Entropy (-7.18)**
Category TF-IDF (-3.06)**
Temporal Popularity Skew (Entropy) 7.65*

N 348
Mean AUC 0.719
R2CU 0.3875

if any, such intangible factors by mining textual data (i.e., tips) that users of the

platform have shared.

In particular, we aim to answer the following additional questions:

1. Out of those venues that are similar in terms of the observable factors, are

there any causal factors (e.g., corrective actions such as promotions, deals

and change in menus) that lead to some venues to thrive whilst others perish

(and vice versa)?

2. Out of those venues that we label as at risk of failing in the six months to

follow, are there any factors that lead to them to remain in business for longer?

To address the above, we first use k−means clustering for grouping venues

(F&B venues from Singapore, in this case) by their similarity in the feature space.

For ease of interpretation, we consider the subset of features that were part of the

Reduced Model considered in Section 2.4.5. To decide on the optimum number

of clusters, we use the Silhouette coefficient; in Figure 2.9, we plot the coefficient

which is a measure of the quality of the resulting clusters (on the y− axis) against

the number of clusters on the x− axis. We see that the k = 6 offers the greatest

quality.

With k = 6, we then plot the normalized values for each considered feature of
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Figure 2.9: Impact of the choice of number of clusters (k) on clustering quality.

the centroid venue of each cluster in Figure 2.10. The number of venues in each

cluster are 218, 282, 404, 375, 71 and 100, and the percentage of venues labelled

as RemainsOpen in each cluster are 76.6%, 59.2%, 54.5%, 41.6%, 11.3% and 7%,

respectively. As anticipated, we observe that the clusters have mixed representation

of surviving and failing venues, with the clusters at the extreme representing the

most surviving and failing venues, respectively. For further analysis, we pick the

24% venues that were labeled as failing in Cluster 1 and the 7% of the venues that

were labeled as surviving in Cluster 6 – these two groups are essentially similar in

terms of their observable variables to other venues in their respective clusters, but

are failing (or surviving) unlike their peers.

To analyze the tips, we first pre-process them by removing standard stop words

followed by tokenization. We compute the TF − IDF of the words appearing in

the tips – as we hope to understand the change in semantics related to the venues

over time, here we consider each venue and year–month pair as a document, and the

words appearing across all the tips during the specific months for each such venue

as the terms appearing in that document.

As an aside, alternatively, we also tried to observe the trajectory of the tips over

time using word2vec embeddings [82]. In addition to extracting the TF − IDFs
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of words appearing in the text, we observed the TF − IDF−weighted position of

the tips in a 300–dimensional word embedding space. For this purpose, we used

a pre-trained embedding space trained on 300 million unique words appearing in

Google News 9. However, possibly due to the words used for training and the tips

belonging to different domains, the positioning in the vector space did not lead to

any better interpretation as hoped.

To answer our first question, in Figure 2.11, we provide top words appearing in

Tips, at different time points, for three sample venues that were labelled as likely

to fail whilst they were similar in terms of their attributes to a predominantly suc-

cessful cluster of venues. The words suggest that these particular venues seem to

have its patrons writing about their negative encounters with the owner and staff of

the venues – for instance, multiple occurrences of the owners’ (e.g., boss, aunty)

attitude (e.g., as being rude) have been pointed out. The patrons also seem to show

dissatisfaction towards “bad service” and “slow service”. There are also occur-

rences of having to make reservations being pointed out in a negative tone. These

anecdotal textual reviews suggest that despite a venue’s higher chance of survival

based on it’s operating conditions such as its location, certain softer aspects of how

the individual stores are run can indeed hurt their business.

On the contrary, in Figure 2.12, we provide sample top-words appearing over

time for a chosen venue that was showing signs of survival despite its observable

attributes being similar to predominantly failing venues, to study the latter question.

It’s observable from the Tips that the venue’s patrons welcome the additional ameni-

ties provided by the venue such as “Free WiFi” and “wall sockets for USB charg-

ing”. The patrons also have expressed that the venue provides “value for money”

and that it “opens till late”. Similar to before, these illustrative reviews suggest that

despite a venue’s low survival chances based on the environment and patron visits,

intangible factors such as better customer quality can aid in keeping the business

afloat.
9https://github.com/mmihaltz/word2vec-GoogleNews-vectors
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These example shed light into some of the intangible factors (e.g., attitude of the

staff) that matter when it comes to the survival of the business, as well as competitive

positioning of a business that put them at an advantage (e.g., convenience factors).

This qualitative analysis also highlights a key limitation of our current model that

only takes into account observable, tangible factors.

(a) Cluster 1, N = 218,76%
Open

(b) Cluster 2, N = 282, 59%
Open

(c) Cluster 3, N = 404, 54%
Open

(d) Cluster 4, N = 375,41%
Open

(e) Cluster 5, N = 71, 11%
Open

(f) Cluster 6, N = 100, 7%
Open

Figure 2.10: Clock Plot of the Centroid Feature Values of the Six Venue Clusters

2.5.4 Current Limitations

Data Availability: Although the geography based features from static venue infor-

mation (accrued via the Venue API) is public knowledge, we have relied on private

data for certain aspects of the analysis – for instance, the check-in dataset used in

this work was shared by Foursquare, under an NDA agreement. However, to be

able to build deployable systems that can help future business owners and govern-
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(a) A Korean Grill BBQ Joint (Closed)

(b) A Fast Food Franchise (Closed)

Figure 2.11: Sample top words appearing in the Tips of venues that were failing but
similar in characteristics to predominantly successful venues.
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Figure 2.12: Sample top words appearing in the Tips of a thriving venue that was
similar in characteristics to predominantly declining venues.

ment agencies, the alternative is to rely on current and publicly available check-ins.

Hence, an analysis on how well the publicly sampled counterpart represents the

population has to be conducted. Moreover, other sources of urban data are likely to

provide additional improvement. For example, features such as the average rental

price in different neighbourhoods, the water consumption of individual establish-

ments (a great proxy for an F&B establishment’s popularity) or the neighbourhood

demographics and the economic profile of its residents (often available from census

and tax data) are likely to be significant predictors of a retail business’s longevity.

A Streaming Prediction Model: We have currently developed a non-

continuous predictor: at present, we compute a variety of features using Foursquare

and mobility data and then predict a venue’s likelihood of survival over the next 6

months. Implicit in our approach is the belief that the majority of our features (such

as the hourly temporal profile of localities) are stable, and do not vary significantly

with time. As the next step, it would be useful to develop a streaming predictor–one

which continually updates the survivability likelihood as time progresses, by appro-

priately incorporating up-to-date feature values. Another open question relates to

the look-ahead horizon (currently 6 months)—we need to investigate how our pre-
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diction accuracy degrades as we try to use current features to compute likelihood of

survival further out in the future (e.g., 1 year).

2.6 Future Implications

In this section, I briefly describe key implications of our work to business owners

and urban planners alike, and future work.

2.6.1 Implications to Stakeholders

While we see AUCs ≥ 0.82 in general, which demonstrates the theoretical merit

of this work, for a practical adoption by stakeholders, we further investigated the

precision-recall trade-offs. In the case of impending business failure, a high recall

would be warranted as retailers would be less sensitive to false-positives (i.e., the

system predicting that the venue is likely to fail, but the venue survives in reality)

than vice-versa. For a recall of 0.90, in the case of New York City, for example,

a reasonably high precision of 0.83 and 0.73 can be achieved for F&B and over

all retail venues, respectively. Whilst in Singapore, the achievable precision drops

to 0.74 and 0.70 for the F&B and Retail classes. We share key takeaways from

interviewing several stakeholders.

F&B Owners: The owners (referred to as Owner1 through Owner6) rated an

average of 3.5 (on a scale of 1:not useful to 4: very useful) when asked whether

understanding their businesses’ survival likelihood in the next 6 months is useful

to them. They all found the accuracy (of 80-90%) to be either sufficient, or good,

for taking precautionary actions except Owner5 who said that the accuracy is low.

“Too low to be useful” was also an option which none of the owners chose. Every-

one found the prediction horizon (of 6 months) to be appropriate and mentioned that

they use a combination of Point-of-Sales data, social media and third party services

like Shopify [5] to monitor current health of their business. Only one respondent

(Owner2) said that they perform trend analysis to forecast future performance. All
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except one respondent said they are either “Likely” (1/6) or “Very Likely” (4/6) to

take actions (such as revising the menu or run promotional campaigns) based on

reports generated by a future survival prediction system – interestingly, the respon-

dent (Owner2) who chose “Not Likely” runs a franchise of a fast food company and

shared that such changes or decisions cannot be made by franchisees independently,

but can only be made by the franchisor which is then implemented across the board

by all franchisees.

Urban Authorities and Planners: We reached out to an experienced planner

at the local authority in Singapore who responded that the agency is interested in

knowing survival rates at both the individual (6 on a Likert scale from 1 to 7) and ag-

gregate level (4 on a Likert scale from 1 to 7). The planner also found the prediction

horizon of six months to be appropriate, although he felt that the level of accuracy

(i.e., 80%) would be too low for the agency to make concrete interventions. He

also shared that the agency sees potential in the overall methodology of combining

data from LBSNs and urban transportation for informing planning decisions, and in

studying people’s behaviour, choices and patterns, in general.

Public Policy Expert: We spoke with a Professor of Public Policy in the UK

whose response to our precision and recall results (≈ 80%) were positive. He sug-

gested the work could have implications on licensing agreements for new venues by

local authorities who currently look for factors such as location and competition [8].

Analysing the likelihood of failure of that area could be considered as an additional

factor in those agreements. He shared that the models could have commercial value

for both technology intelligence companies and large retail businesses.

2.6.2 Shift towards e-Commerce

In this work, I specifically study the survival aspects of stores or venues with a phys-

ical presence by considering factors related to the physical location of the venues

(e.g., mobility dynamics features). Given the active debate on whether eCom-

49



merce will completely take over physical retail10,11,12, there is a natural question on

whether such mobility and neighborhood features will continue to remain correlated

with retail success or failure. I posit that the aspects of physical presence such as

those studied in this chapter, will remain relevant due to a number of reasons. First,

although online retail is a possibility for many types of products and services, there

are still a sizeable chunk of the retail space that simply cannot go completely online

– for e.g., businesses that still require the physical presence of the end customer

such as gyms, barber shops, etc. Next, as more online businesses rely on shared

economies for services such as delivery, especially in the F&B arena, the physical

presence of the store still remains important as it directly impacts the possible avail-

ability of delivery agents and so on. Finally, I further posit that with careful design,

the features we studied in terms of physical presence could be possibly translated

to quantify the effects of “virtual presence”. For instance, the reachability feature

that captures the accessibility of a physical zone (where a store resides) from other

zones, can now be improvised to capture the accessibility of an online platform or

zone (for e.g., Zalora13) from other “virtual” zones (for e.g., popular search engines,

social media site such as Facebook and so on).

2.6.3 Extending the Study of Business Survival

In this chapter, I demonstrated the feasibility of answering the specific question of

“will a store survive the next 6 months?” using tangible attributes of the store itself

and the characteristics of the neighborhood the store operates in. A natural extension

of this question would then be to ask “when is this store likely to fail?”, or “how

long will this store continue to operate?” under the current operating conditions.

10https://www.cnbc.com/2019/04/02/online-shopping-officially-
overtakes-brick-and-mortar-retail-for-the-first-time-ever.html

11https://www.forbes.com/sites/gregpetro/2019/03/29/consumers-
are-spending-more-per-visit-in-store-than-online-what-does-this-
man-for-retailers/#22f21b537543

12https://www.inc.com/associated-press/why-more-online-only-
brands-are-embracing-the-brick-and-mortar-experience.html

13https://www.zalora.sg
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Questions of this nature are traditionally studied using survival analysis [27, 38].

Whilst a limited number of studies have focused on the store survival problem,

in general (e.g., survival rates [14, 129], survival analysis of storefronts on online

platforms [127]), the methodology to estimate a physical store’s “time to failure”,

to the best of our knowledge, has not been investigated thus far (possibly due to the

difficulty in sourcing exact failure dates of physical storefronts, at scale and at fine

temporal granularity). However, the demonstrated success of using survival analysis

techniques in other domains (e.g., product survival in App stores [68], customer

retention in the insurance industry [54] and survival outcome of patients in clinical

trials [27]), shows promise that the same techniques could be translated for use in

understanding survival rates and attributors of physical stores. As a first step in this

direction, we further investigated the possibility to extract exact dates of failure for

the venues in our current dataset. We randomly sampled 10% of the F&B venues in

Singapore that we label as “Closed” (using the previous definition in Eq. 2.2), and

manually searched through the web to find instances of mentions of venue closures.

Out of the 25 venues for which we did find closure notices (advertised through

disparate mediums such as Facebook14, Burpple15, and various blogs), we found

that the date of closure was within ≈ 4.26 months of the last date of online activity

(i.e., tips and photos) the store had seen on Foursquare. While it shows the future

possibility to use longitudinal social media activity data as proxy to extract closure

dates, it also reflects the difficulty in attaining such ground-truth labels, or notices

of closure.

2.7 Acknowledgements

This work was done in collaboration with University of Cambridge and New York

(NYU) University. I thank Dr. Cecilia Mascolo (Cambridge) and Dr. Anastasios

14https://www.facebook.com/
15https://www.burpple.com/

51

https://www.facebook.com/
https://www.burpple.com/


Noulas (NYU) for providing access to the Foursquare dataset and Dr. Rajesh Balan

(SMU) for providing access to the Taxicab dataset used in this work. In Table 2.15,

I summarize how the work was split between myself and Krittika d’Silva, a student

collaborator, on this project.

Kasthuri Krittika
Problem scope formalization 50% 50%

Survival analysis in
Section 2.1.3

Closure definition in
Section 2.1.2

Feature engineering 50% 50%
(Temporal popularity skew,

Mobility Dynamics features,
Visit Trend, Catchment &

attractiveness features)

(Place entropy, Inflow/Out-
flow/Speed/Distance network

features, Competition
features)

Analysis 100%

Analyses carried out by the
author on studying the

variability of prediction
performance across different
geographies and maturity of
venues are not presented in
this thesis, but are available

in
[IMWUT18/UbiComp’18].

Table 2.15: Work and contributions split.
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Chapter 3

Inferring Social Ties from Mobility

Traces

As I mention in Chapter 1, a key challenge in exploiting mobility is in understanding

the influence of social groups on a person’s mobility. Past works have shown that

an individual’s mobility is dependent on, and affected by the movement of his/her

social ties [125, 26], and that incorporating knowledge of one’s friend’s mobility

can help improve prediction of a user’s city-scale mobility behavior [31] (using

GPS records). However, whether such influences hold at shorter mobility ranges

(e.g., indoors) is unknown although there are compelling applications for indoor

spaces (e.g., office buildings, smart campuses) that can benefit from accurate indoor

mobility profiling. While friendships are often explicit in online social networking

platforms (e.g., Facebook), such information is typically not available when consid-

ering an urban population whose mobility data is extracted indirectly from sources

such as tap in/outs from public transportation rides. In this chapter, we study the

following questions:

1. Do social groups/friends influence a person’s mobility at shorter scales? To

this end, in Section 3.2.2, we conduct statistical analyses on mobility con-

structs, such as dwell times in different indoor locations and the transitions

between such locations, under different social contexts of students on a uni-
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versity campus and find that social groups do in fact impact an individual’s

mobility.

2. How can social relationships or ties of individuals be learned solely based on

movement patterns of a group of individuals?. To this end, in Section 3.3, we

borrow and extend concepts from prior work [77] to quantify the social links

between users sharing the physical space, and show that it is indeed possible

to extract social ties from movement patterns.

Using indoor mobility data from close to 10,000 students on the SMU cam-

pus over multiple school terms, described in detail in Section 3.1, we first apply

a state-of-the-art group detection system [112] to extract the social/group context

of students (i.e., whether they are alone, or in groups of varying sizes). We study

differences in the dwell time and transition behavior of students under the presence

of such group contexts, at places with varying semantics within the campus (e.g.,

class related spaces such as seminar rooms, causal places such as the food court, or

gym, or places that are designed for group work), in Section 3.2.2.

While the above group detector captures instantaneous groups, by observing

such group formations over time, we define and extract the strength or intensity of

the social relationship between pairs of students (referred to as the “tie strength”),

in Section 3.3.1. We observe, in Section 3.3.2, that student pairs with strong tie

strength share greater demographic similarity as opposed to random pairs of stu-

dents which provides validation to our definition. Additionally, I also demonstrate

that by accounting for properties extracted from such a physical network of students,

analytics applications such as anomaly detection can benefit – in particular, I run a

state-of-the-art anomaly detection technique, Local Outlier Factor [20] on longi-

tudinal mobility data to detect anomalous locations and times. We see that while

volume-based mobility features are useful in detecting only high-intensity anoma-

lies (which cause a large increase or dip in people showing up at a specific place

and time), social-network based features are capable of detecting both high and low
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intensity anomalies (in Section 3.4).

3.1 Indoor Mobility Dataset

The dataset used in this work includes the location traces of individuals residing

or visiting our university campus. The Singapore Management University (SMU)

is located in downtown Singapore, and comprises approximately 10,000 students

(undergraduate and graduate) and 1,500 staff. The university has no on-campus

residential facilities; hence, all campus inhabitants commute to/from their residence.

The university comprises 7 academic buildings, 1 administration building and an

underground ‘concourse’ that acts as a publicly-accessible connector between the

academic buildings.

The indoor location data is generated using a WiFi fingerprinting-based indoor

location system [83], which has been operational on the campus for over 3 years,

and which covers all the publicly-accessible parts of the 7 academic buildings and

the underground concourse. The location system uses fingerprint measurements

taken at landmarks: with modest exceptions (to accommodate irregular building

layouts), landmarks are spaced 3 meters apart.The WiFi-based system utilizes the

RSSI readings, from each WiFi-enabled device resident on campus, to compute

the device’s medium-grained indoor location, achieving a median accuracy of 6-

8 meters (2-3 landmarks). Because of this medium-grained location tracking, we

often express the location coordinates of each user at section-level granularity: a

section typically corresponds to a collection of landmarks, and represents a logical

partitioning of a building floor (e.g., a classroom, a group-study (meeting room), a

food outlet, etc.).

New location estimates are generated once approx. 5-10 seconds (2-3 minutes

prior to 2017). To focus primarily on the personal mobile devices of regular cam-

pus residents, we filter out (i) devices such as laptops and desktops (that exhibit

only sporadic, intermittent mobility) and (ii) devices that belong to transient cam-
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pus visitors (we require the device MAC address to be seen on campus at least for

over 10 minutes over a day). Note that, due to the growing trend for devices to per-

form MAC address randomization when in a disconnected state, we effectively filter

out those devices that do not connect to our WiFi network. Because we are using

AP side measurements to compute locations, this approach captures all Wi-Fi con-

nected client devices, incurs no additional energy overhead, requires no installation

of additional software and thus eliminates resulting selection biases.

To filter out non-phone traces from our location dataset, we use the following

heuristic: we consider a location to be transient, if a device had spent less than 5

minutes at any location. A device is likely to be a laptop if it teleports, i.e., it moves

between places but shows no intermediate transient locations. For each unique

device in the location trace, we computed its ‘teleport ratio, i.e., the the number of

days the device was seen to ‘teleport’ divided by the total number of days it was

observed on campus. Through empirical analysis, we found that, at a ratio of 0.3,

the misclassification of known mobile devices (the 1468 devices that that registered

testbed participants had explicitly provided) was only 0.8%. Accordingly, for the

rest of this section, we considered only the subset of devices whose teleport ratio is

lower than 0.3.

3.2 Influence of Social Groups on Indoor Mobility

Behavior

We used the following three steps of analysis to determine the differences between

individual and group behaviour: (1) application of a group labelling algorithm, (2)

statistical hypothesis testing to identify differences, and (3) sensitivity analysis to

determine the robustness of our results. We describe below each step in more detail.
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3.2.1 Methodology

Step 1: Applying a Group Labelling Algorithm. With the location traces for the

entire Fall 2014 semester, we next applied a group labelling algorithm to segregate

the data into multiple mutually exclusive partitions – solo individuals and groups

of various sizes (see below). This is not an easy task as our dataset does not have

any explicit group or individual labels added by either the data collection process

or by the users. As stated earlier, we used the GruMon system developed by Sen et.

al [112] to do this partitioning.

GruMon extracts key features such as dwell time and place transitions from

location streams, and declares a set of people as belonging to the same group if

they have high feature correlations. It is pre-trained using a dataset of more than

250+ mobile users collected in other urban spaces, and is reported to have a >90%

precision and >80% recall in detecting groups.

We provided GruMon with the entire Fall 2014 location trace and it partitioned

the dataset into 4 partitions; (1) Solo: a partition containing just individuals moving

by themselves, (2) Small: a partition containing groups with memberships of just

two to three people, (3) Medium a partition containing groups with memberships

of four to seven people, and (4) Large a partition containing groups with eight or

more people. Each partition is mutually exclusive and contains the location traces

for every person in that trace as long as the invariant for that partition holds. For

example, Solo contains the trace for Person A as long as Person A is by themselves.

The moment Person A becomes part of a larger group (say a group of size 2) and

GruMon detects that, all of Person’s A’s traces (as long as they in the group of size

2) will appear in the Small partition only. Note: The group sizes were chosen for

the following reasons: Small was chosen to represent the common case of students

hanging out with their close friends, Medium was chosen to represent the common

project group sizes we observed on the campus, while Large was chosen to repre-

sent larger groups that formed as part of class or extra curricular (CCA) activities.
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Label Membership Size Likely Interaction Type
Solo 1 By Themselves

Small 2–3 With Close Friends
Medium 3–7 In Project Groups

Large >7 Class or CCA Activities

Table 3.1: Output Partitions From GruMon Used In Section

Table 3.1 summarises the differences in the output of the group labelling process.

Step 2: Hypothesis Testing to Identify Differences. With the labelled outputs

from GruMon,we explored the following the key hypothesis whether groups show

significantly different mobility traces from individuals.

Note: when we say ”Do groups do X”, we actually refer to the aggregate be-

haviour of the individuals who make up that group. In particular, we show that

individuals who are by themselves behave differently from individuals are part of a

group – at an aggregate level. We do not perform any individual analysis comparing

the behaviour of a specific individual when they are by themselves as compared to

when they are in groups.

For the analyses in this section, we used the location trajectory data from 880

active users on the testbed (who were consistently observed on campus over the en-

tire observation period). For every result we obtained, we conducted Kolmogorov-

Smirnov tests (KS test), with alpha set to 0.05, to determine if the results were

statistically significant. We used the KS test as it does not assume any underlying

distribution pattern and is fairly robust to outliers.

Step 3: Determining the Robustness of the Results: An inherent problem

with our approach is the errors caused by the labelling process using GruMon. The

GruMon authors report a 91% precision and 82% recall. However, these values

could result in 10% of the group data containing individuals and 20% of the solo

data containing groups, thereby potentially invalidating the conclusions from our

hypothesis testing.

To address this issue, we systematically subjected the GruMon output to various

levels of random noise to determine robustness. Specifically, we flipped a random
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percentage, using values of 1%, 5%, 10%, 15%, and 20%, of the output of GruMon;

i.e., if an element belonged to a group, it was now marked as Solo and groups

(Small, Medium and Large) were now .

We then tested these new “noisy” distributions, using the KS test, to determine if

these “noisy” distributions were significantly different from the original data parti-

tion. We also compared the hypothesis analysis of “noisy” versions of the Solo and

group data with the original Solo and group data to see if the results had changed

significantly. In Section 3.2.3, we only present results which were robust (i.e., there

was no significant change observed) even under all five different noise levels.

3.2.2 Results

In this section, we present our observations on whether and how being in a group can

affect the mobility pattern of individuals. In particular, we investigate two aspects

of mobility; (1) dwell times and (2) semantic place transitions between the four

distinct campus location earlier – GSRs, Study Areas, Library, and Food Court.

Time Spent in Groups

Each boxplot shows the avg, 25 and 75 percentile, and stdev. values.

Figure 3.1: Time spent in various locations and in groups

Before we present the results of our hypothesis, we first present an important
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initial result. Namely, we show that users spend a significant proportion of their

time in groups—and thus, reiterate the importance of studying behavioural changes

in the group context. We observed the amount of time the users spent in various lo-

cations on campus, over the fall semester – differentiated by the group membership

(Table 3.1).

Figure 3.1 shows the time spent by all the users in our location trace in four

distinct campus locations – GSRs (Group Study Rooms that can accommodate up

to 8 people), Study Areas (Public places on campus where student can congregate

for project and study work), Library (study areas in the library), and Food Court

(the main food court on campus). In addition, we show the percentage of time a

user spent by themselves, and in Small, Medium, and Large groups, respectively.

We make the following observations: (1) students spend a large portion of their

time on campus, 9.8 hours on average over the Fall term, and out of 9.8 hours,

they spent 84% of time outside classes (45.29% in Study Areas, 14.50% in Library,

2.56% in Food Court, 3.48% in GSRs, and 18.17% in multiple other areas around the

campus), (2) excluding class times, students spent 64.62% of their time in groups (in

any size of group), indicating the importance of understanding group behaviour, and

(3) students are engaged in various social activities with different groups sizes. Out

of the total time spent in groups, they spent 23.43% of their time in Small groups,

16.31% in Medium groups and 24.88% in Large groups.

Dwell times

We calculated the dwell times at all four places for every partition listed in Table 3.1.

We first conjecture that the groups tend to stay for longer due to the increased inter-

actions among the group members. For example, in the case of the Food Court, an

individual’s only objective is to consume the meal whereas when accompanied by a

group of friends, conversations could last longer, prolonging the usual dwell time.

Hence, we hypothesize the following:

HYPOTHESIS 1: Groups Stay at Places Longer
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Figure 3.2: Comparisons of Dwell Times at a Food Court (Hypothesis 1)

Overall, we found that individuals and small groups behaved similarly with no

significant differences (p-values of 0.9986, 0.9998 and 0.9992 at GSRs, Food Court

and Library, respectively, from the discrete KS test), while medium-sized and larger

groups tended to stay longer at most locations with the differences being statistically

significant (p-value< 2.2e-16). Figure 3.2 shows the dwell time CDF at a food court

on campus for all four partitions. The difference is more drastic for GSRs; only 10%

of Large groups spend less than 15 mins whilst almost 70% of Solo and Small spend

less than 15 mins in GSRs. The GSR result also shows greater variability in the 15

to 120 min range after which all four configurations tend to merge exhibiting a long

tail. In the case of Study Areas, 10% of Solo and 20% of Large stayed on for more

than 2 hours, with the differences then becoming weaker. Note that the dwell times

are shown in 15 minute increments as GruMon [112] only detects groups over 15

minute intervals.

The Library had the lowest difference between the partitions. This could be due

to the intrinsic nature of the library; although groups may visit the library together,

the activity of studying or reading in the library, by itself, is not a group activity and

hence limits the conversations or interactions amongst the group. This results in the

dwell time distributions of individuals and groups at the library to be similar.
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Figure 3.3: Transition Prob. from Study Areas to Food Court (Hypo. 2).

Semantic place transitions

Next, we consider the likelihood of groups versus individuals in making a transition

from one place to another. For every pair of places (p1 and p2), we calculated prob-

abilities that a user moves from p1 to p2 based on past history calculated separately

for when that user was in a group and when they were alone. Thus, for each place

pair, we have two sets of probability values, one for group and one for individual,

for all users. We used these two probability value sets serve as inputs to a KS test

which showed that our results was significant. Note that, for simplicity of explana-

tion, we only considered two cases above (groups and individuals). In reality, we

computed probabilities for all four partitions. With these four probability sets, we

hypothesise the following:

HYPOTHESIS 2: Larger Groups Make Less Transitions

As hypothesized, we observed significant differences in the transition probabil-

ities between different partitions and pairs of semantic places (p-values < 2.2e-16).

Figure 3.3 shows the probability of transitions from Study Area to Food Court. We
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observe, for example, that, at a transition probability of 65%, at least half of Solo had

that probability of transitioning whereas only 18%, 5% and 2% of Small, Medium,

and Large had a 65% probability of transitioning. Note that we model transition

likelihood through an independent and identically distributed process and compute

the transition probability over 15 minute windows, in isolation.

Overall, we consistently observed that Medium and Large moved significantly

less than Solo and Small (p-value of the KS-test between Medium and Small was

0.001506). This means that although larger groups tend to spend more time to-

gether, they are less likely to move to different places. To invalidate an alternate

explanation that the campus had fewer places that could accommodate larger groups

(thus creating a negative for large groups to move), we ensured that all four places

considered did in fact have the capacity to host at least Medium groups. Also,

we note that the transition likelihood does not drop monotonically with increasing

group size – for e.g., Medium is the least likely to transition from Study Areas to the

Food Court, even less than the Large group. However, the difference between these

two groups are not statistically significant (p−value = 0.885), whilst the difference

between Solo and the other groups are consistently statistically significant.

3.2.3 Sensitivity Analysis

Finally, we test the robustness of our results to the underlying errors in the group

detection algorithm.

Because the group detection algorithm only has a precision of ≈ 90% and a re-

call of ≈ 80%, there will be errors in the group detection labelling process. This

means that a fraction of group data might actually contain solo data, and vice versa.

To determine the robustness of our results even with these errors, we injected ad-

ditional random errors into the output labels and tested if the KS test still outputs

the same conclusions between the noise-added group data and the noise-added solo

data distributions. More specifically, we introduced errors by flipping a designated
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percentage of errors D-statistic p-value
Original 0.1295 <2.2e-16

1% 0.1268 <2.2e-16
5% 0.1186 <2.2e-16

10% 0.1076 <2.2e-16
15% 0.1034 <2.2e-16
20% 0.0963 <2.2e-16

Table 3.2: KS results bet. the noise-added group and solo data

percentage of labels (chosen randomly using 1%, 5%, 10%, 15%, and 20% data

flip levels, over a single run) from groups to solos or the other way. We chose this

error range to match the various recall and precision levels of our group detector

GruMon.

Table 3.2 shows the p-values and D-statistic values from the KS test between the

original group dataset and solo dataset, as well as the noise-added group datasets

and noise-added solo datasets with different error percentages, for Hypothesis 1.

The table shows that the KS test still accepts the hypothesis even with 20% errors

introduced; p-values for all the cases are much lower than 0.05, the well-known

threshold of p-value for acceptance. Also, there is no meaningful difference across

D-statistic values, which means the distances between the two distributions do not

change noticeably with different levels of injected errors.

3.3 Constructing a Physical Social Network

In this section, we explore the second key question; can social ties between people

be extracted from longitudinal observations of their mobility? We first describe

the methodology to extract the strength of tie between pairs of students and later,

in Section 3.3.2, validate the goodness of this measure. Herein, we contrast the

demographic similarity (i.e., in terms of school and year of study) between pairs

uncovered by the tie strength measure against such similarity of random pairs due to

the unavailability of exact knowledge of the friendship network of the large number
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D Set of all spatio-temporal occurrences
ε Set of all episodes
e.A Episode e’s actors
e.s Episode e’s location
e.t− Episode e’s start time window
e.t+ Episode e’s end time window
e.δ Episode e’s duration
e.w Episode e’s weight

e.wp−s Episode e’s spatial precision
e.wp−t Episode e’s temporal precision
e.wu−s Episode e’s spatial uniqueness
e.wu−t Episode e’s temporal uniqueness
hs Space s’s spatial uniqueness
ht Time window t’s temporal uniqueness

Table 3.3: List of notations used in defining tie strength.

of users in the dataset. Later, in Section 3.4, we provide further validation on how

considering such tie strength and resulting network properties can be utilized in

practical applications.

3.3.1 Definitions

Consider a database D of spatio-temporal events. Each d ∈ D is a tuple of the

form (a, s, t) where a is the identity of the actor (user), s is the location, and t is

the discrete time window of a spatio-temporal occurrence. The spatio-temporal co-

occurrence of two (or more) actors is defined as an episode. The set of all episodes is

denoted by ε similar to Lauw et al. [77]. I extend and modify the original definitions

for the physical space as follows.

Episode Definition

Our definition of episode follows from the definition of events in [77]. Note that the

second condition is a discretized version of the original definition (where time was

considered as continuous).

A spatio-temporal episode is a subset of tuples, e ⊆ D, meeting all of the fol-

lowing conditions.
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1. tuples are of the same location:

i.e., ∀di, dj ∈ e, di.s = dj.s

2. tuples are present together during the same time window:

i.e., ∀di, dj ∈ e, di.t = dj.t

3. tuples involves at least two actors:

i.e., |{d.a|d ∈ e}| ≥ 2

4. each event is maximal:

i.e., for any event e′ ⊆ D, (e′ ⊆ e) ∨ (e ⊆ e′)⇒ (e′ = e)

In effect, an episode denotes a contiguous time segment of collocation between

two individuals.

Episode Weight

Similar to [77], I assign weights to episodes along two spatio-temporal properties,

(1) precision and (2) uniqueness, where a higher weight represents both a higher

likelihood of an interaction and also a higher strength between any two actors in-

volved in the episode. Due to the repetitive patterns of student behavior in a campus

setting, where students meet with other students multiple times across weeks, I in-

troduce two additional properties: (3) frequency and (4) durability.

Precision: I modify the definitions of spatial and temporal precision in [77]

to account for the differences in the two contexts considered (physical spaces vs.

cyberspace).

Spatial Precision of an episode measures the closeness of the interaction be-

tween actors based on the granularity of the space. In [77], the granularity of the

space reflects the size of the space – meaning that the larger the space, less precise

is the underlying relationship between the actors. As the locations considered here

are at equal logical granularity, the notion of closeness is expressed in terms of the

number of actors involved in an episode. For example, the spatial precision of an
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episode at the Seminar Room with 50 students taking a class should be lower than

that of an episode at the Meeting Room involving three students alone. Hence, I de-

fine the spatial precision e.wp−s ∈ (0, 1] of an episode as the inverse of the number

of actors in the episode, normalized by the maximum such value as in Eq. 3.1. Here,

e.A is the set of actors involved in the episode e.

e.wp−s =

1
|e.A|

maxe′∈ε{ 1
|e′.A|}

(3.1)

Temporal Precision measures the confidence in considering two actors to have

been part of a meaningful episode, and not co-occurred at the same time, merely

by chance. Hence, longer the duration together, higher the chances are that two

actors were meeting each other. I define the temporal precision e.wp−t ∈ (0, 1] of

an episode e as its total duration (δ) normalized by the maximum such duration over

all episodes as given in Eq. 3.2.

e.wp−t =
e.δ

maxe′∈ε{e′.δ}
(3.2)

Uniqueness: I extend the definitions of uniqueness from Lauw et al. [77] by

additionally factoring in the popularity (or rarity) of a place or time window, over

all occurrences (and not co-occurrences alone).

Spatial Uniqueness measures the rarity of any episode occurring at location s.

An episode occurring at a unique location, intuitively, is a stronger indication of a

stronger relationship between the actors involved. In Eq. 3.3, I represent the spatial

uniqueness of an episode, e.ws−u ∈ (0, 1], based on the number of other episodes

that have occurred at the same location s and an additional spatial heat factor (hs).

For example, if a location is popular among all students, but students rarely meet as

a group there, then the uniqueness of the episode is high. Conversely, if an episode

occurring at a location is rare, but it is also rare for students to visit this location

(individually, or as groups) in general, then the combined uniqueness of an episode
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occurring at this location is weighed less. A nonzero minimum value is assured by

counting episodes other than itself.

e.wp−u = (1− |e
′ ∈ ε|(e′ 6= e) ∧ (e′.s = e.s)|

|ε|
)× hs (3.3)

I define the spatial heat factor (or the uniqueness of the space over all visits) hs ∈

(0, 1] as the number of total visits to the location s normalized by the maximum

such visits to any location as in Eq. 3.4.

hs =
|d ∈ D|d.s = e.s|

|D|
(3.4)

Temporal Uniqueness is defined in a similar fashion to spatial uniqueness. The

fact that an episode occurs at a rare time window indicates a stronger meaning

of the underlying relationship among the participants. The temporal uniqueness

e.wt−u ∈ (0, 1] is defined as the count of the number of episodes that overlap in

time with the episode itself (Eq. 3.5). Additionally, I account for the temporal heat

factor (ht) which represents the rarity of the time window across all visits.

e.wt−u = (1− |e
′ ∈ ε|(e′ 6= e) ∧ (e′.[t−, t+] ∩ e.[t−, t+] 6= ∅)|

|ε|
)× ht (3.5)

I further define the temporal heat factor (or the uniqueness of the window over all

visits) ht ∈ (0, 1] as the number of total visits during the time window t normalized

by the maximum such visits during any time window as given in Eq. 3.6. Here t−

and t+ are the start and end times of the window t.

ht =
|d ∈ D|d.t ∈ e.[t−, t+]|

|D|
(3.6)

Finally, the combined episode weight e.w ∈ (0, 1] is expressed in the multi-

plicative form as in Eq. 3.7.

e.w = e.ws−p × e.wt−p × e.ws−u × e.wt−u (3.7)
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Strength of Ties

It is established that a tie exists between two actors ax and ay if both ax and ay are

actors of at least one common episode, and the cumulative weight over all episodes

is at least min− link −weight. I define the weekly strength of tie between ax and

ay (< ax, ay > .wj) as the summation of the frequency-factored episode weights

over the week j.

Frequency: Given that the two actors meet fi times per day i during the week

j, then we define the daily frequency < ax, ay > .fi ∈ (0, 1] as the total number of

episodes during day i normalized by the maximum such frequency over all pairs of

actors during the day. For simplicity, we assume a maximum frequency of 96 which

is the maximum possible number of 15 minute episodes over a day.

Then, the cumulative weight between actors ax and ay for week j is given by

Eq. 3.8.

< ax, ay > .wj =
∑

e∈εax,ay,i

(e.wi ×
fi
96

) (3.8)

Durability: Further, given that the actors meet on c different days over the week

j, then the durability < ax, ay > .cj ∈ (0, 1] is defined as the number of days in

the week where the actors had at least one interaction episode, normalized by the

maximum possible days (7) in a week that any pair of actors can meet, as in Eq. 3.9.

< ax, ay > .cj =
c

7
(3.9)

Finally, the link weight between two actors ax and ay over all weeks across the

term (T , a time period of observation) is defined as in Eq. 3.10.

< ax, ay > .l =
∑
j∈T

< ax, ay > .wj× < ax, ay > .cj (3.10)

3.3.2 Validation of the Tie Strength Measure

For the studies presented subsequently, location data pertaining to the academic

period between August to November, 2014 is considered. The GruMon [112] algo-
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rithm is used to detect the group interaction/movement episodes over this dataset,

which thus provides the (start, end) times for a particular group episode, as well

as the members (the participantIDs) belonging to that group episode. In addition

to the movement data (of an average of 10,000+ distinct devices observed daily),

the LiveLabs data also contains additional non-personally identifiable demographic

information (specifically, the gender, age, school-affiliation and year of study) of

a smaller set of approx. 1700 opt-in LiveLabs participants (all undergraduate stu-

dents) which I use for validating the correctness of unobtrusively mined ties.

Determining min− link − weight

In an attempt to discard possible cases of accidental strangers being considered

as genuine ties, I retain only the top 1/3 of the user pairs (links). From the in-

door movement data, I choose min − link − weight as the 67th percentile of tie

strength which is 3.352175e-05. This retained 143,118 ties between the 1,711 stu-

dents. Further, I consider the top 10% of the retained ties as strong ties which I

believe represent meaningful student pairs. We found 14,312 such pairs and con-

struct a socio-physical network with the students as nodes and the tie strengths as

undirected, weighted edges.

Further, to validate the goodness of the measure of ties described here, I com-

pared the demographic similarity between pairs randomly chosen against the strong

pairs retrieved by this technique. Table 3.4 lists the proportion of pairs of students

who belonged to the same school, year of study, or both, respectively, averaged over

ten runs. A key observation here is that the strong pairs consistently show greater

similarity in comparison to the random pairs. A χ2-test confirms that the distribu-

tions of the random pairs and strong pairs are statistically dissimilar (with p-value

< 2.2e− 16 at 5% significance level).
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Demographic Feature Random Pairs Strong Pairs
School 28.20% 39.83%

Year of Study 39.21% 56.35%
Combined 12.10% 25.53%

Table 3.4: Demographic similarity between student pairs.

3.4 Additional Validation: Anomaly Detection

In this section, as additional form of validation as to how considering social proper-

ties of mobility is useful, I consider the application of anomaly detection in indoor

spaces. To this end, I introduce three classes of spatio-temporal features and sum-

marize the overall approach for detecting anomalies (or outliers) as follows.

3.4.1 Features

Occupancy-based Features: The total count of users visiting specific locations

over fixed time intervals as the occupancy feature (similar to the magnitude feature

in Nayak et al. [88]).

Group Interactions based Features: Using GruMon[112] for detecting groups

of students based on the time they spend together and their coordinated transitions

between locations over discrete time intervals (e.g., 15 mins), I specify two fea-

tures that capture the instantaneous group-membership properties: (1) the group

occupancy count which is the total count of groups, and (2) the average group size

which is the average size of the groups, visiting specific locations over specific time

intervals.

Tie Strength based Network Features: In contrast to the group interaction-

based features which considers groups of students appearing currently (with no in-

formation on the history of the group’s previous visits), the tie strength based fea-

tures aim to capture the historic relationships amongst those students present. Here,

it is assumed that knowledge of tie strength is known a-priori (for example, from

observations from past terms in the university setting). I consider four derived fea-

tures: (1) the proportion of strong ties, and (2) density, (3) diameter, and (4) mean
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degree of the sub-network of the pairs present, at the location and time of interest.

3.4.2 Detection Methodology

Given that the strength of tie between any two users is known, I take the following

steps in detecting outliers, which I infer as anomalies or events.

Step 1: Feature extraction - For every 15 minute time window over the pe-

riod of observation, the seven features described are extracted. The three network

properties are extracted by considering the sub-network of user pairs present at the

specified location during the specific time window.

Step 2: Compute outlier scores - To account for day of week effects, I consider

each day of the week, separately (for a 14-week term, each day appears exactly

14 times). As such, there are 14 occurrences of any 15 minute window during a

24 hour day, for each day of the week (for example, there will be 14 such 7:15

PM to 7.30 PM windows across 14 Mondays). I compute the LOF score [20] for

each combination of day of the week and time window, for each of the features,

independently. I choose LOF as it is a local, density based algorithm for detecting

outliers – this is due to the observation that in the campus setting, not all Mondays

(say) are similar across the term; for example, there could be 4 weeks of Skating

classes, 2 reading weeks and 8 other regular weeks. Hence, there is an inherent

clustering of the weeks and the main objective here is to detect outliers that are

one-time events and not repeating or regular events.

Step 3: Compute average scores - The features are extracted over 15 minute

windows – however, events can last from as little as 30 minutes to as long as an

entire day. As such, I compute the harmonic mean score of a particular day over

specified time intervals. Other choices for the average were also considered (includ-

ing mean and geometric mean) and the results were found to be fairly robust.

Step 4: Detecting outliers - In this final step, for each (window of observation,

week of the day) pair, for each feature considered, I generate a relative ranking
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DoW Time Event Intensity Occupancy Group Occ. AGS PST Diameter Density Mean Degree
Thursday 11 AM - 2 PM Peace Day (18th Sep) High 1 (6.98) 1 (2.17) 4 (1.13) 3 (3.52) 11 (0.99) 6 (1.08) 1 (10.07)
Thursday 11 AM - 2 PM SIS Day (16th Oct) High 2 (1.31) 2 (1.97) 5 (1.16) 9 (1.51) 7 (1.11) 11 (1.00) 4 (1.35)

Friday 11 AM - 5 PM Vivace (22nd Aug) High 1 (12.79) 1 (3.70) 6 (1.42) 3 (1.81) 6 (1.27) 5 (1.27) 1 (10.40)
Monday 7 PM - 8 PM Fencing Clinic (1st Sep) Low 8 (1.06) 6 (1.11) 10 (1.05) 9 (1.00) 2 (1.62) 9 (1.03) 8 (1.02)
Monday 7 PM - 9 PM SMU Flare (25-Aug) Low 9 (1.04) 7 (1.07 ) 5 (1.15) 11 (1.03) 9 (1.06) 12 (0.99) 4 (1.23)
Tuesday 7 PM - 8 PM VPH Audition (2nd Sep) Low 9 (0.97) 9 (0.98) 10 (0.96) 2 (1.62) 6 (1.00) 5 (1.01) 3 (1.17)
Tuesday 12 noon - 8 PM Charity Piano (9th Sep) Low 10 (0.97) 3 (1.19) 8 (0.97 ) 6 (1.02) 5 (1.01) 6 (0.99) 2 (1.45)
Thursday 3 PM - 6 PM Martial Mayhem (4th Sep) Low 4 (1.14) 4 (1.08) 2 (1.31) 4 (5.89) 6 (1.31) 5 (1.10) 1 (2.10)

Friday 4 PM - 8 PM SMUX Skating (31st Oct) Low 3 (1.35) 10 (1.11) 11 (1.02) 8 (1.25) 8 (1.34) 11 (1.01) 6 (1.14)

Table 3.5: List of known events at the T-Junction and relative ranking of outliers
during term 1. DoW – Day of Week, AGS – Average Group Size, PST – Proportion
of Strong Ties Present.

(and scores) for the respective 14 days. An LOF ≈ 1 is considered normal, and

LOF � 1 is considered an outlier. For the purpose of our evaluation, I declare that

a feature has detected an event under the two conditions: if (1) the relative ranking

of the (window of observation, week of the day) pair is 1 or 2 (in effect, we are

extracting the top-2 days with highest outlier scores) and (2) the average outlier

score is ≥ 1.2.

3.4.3 Results

Next, I evaluate the performance of the different features described in sec-

tion 3.4 in detecting known events of differing intensity levels (both high and

low) in the SMU campus. First, I retrieved a list of known events from

an internal events portal in campus. The portal contains listings of various

events (including academic talks/seminars, student club activities and campus-wide

fairs) that took place on campus. These events were collected by a backend-

infrastructure that interfaced with a variety of enterprise event-management sys-

tems/portals to retrieve such events. Each individual event is associated with a

tuple 〈eventID, {locationID}, startT ime, endT ime〉–this corpus of events pro-

vides the ground truth needed to validate the event detection technique and the use

of social network features. Then, I extracted the days of the week the events took

place and their start and end times. These <day of the week, time intervals> serve

as the windows of observation and are listed in Table 3.5. As such, I am interested

in understanding which features are able to detect which types of events. For the

analyses that follow, I focus on events that happened at the T-Junction, which is a
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Figure 3.4: Outlier scores for time period between 11 AM and 2 PM on different
Thursdays. Two events: Peace Day and SIS Day happened during this window.

popular location in the campus where both large campus-wide annual events as well

as smaller events such as martial arts training sessions are organized. Note that the

portal is not a comprehensive list of events, but only a source of partial ground truth.

Results: In Table 3.5, the relative rankings of outlier scores given by each

feature independently, and the mean outlier scores (within brackets), for nine known

events are tabulated. The shaded cells correspond to those events declared by each

feature as an outlier (based on the combination of relative ranking and magnitude).

The following key points are observed:

1. High intensity events: As observed in columns 5-6, as anticipated, the occu-

pancy feature outperforms the tie-strength based network features in detecting

high intensity events. It is clear that the Group Occupancy is also able to de-

tect all three high intensity events.

2. Low intensity events: Whilst neither the Occupancy and Group Occupancy

features were able to detect any of the low intensity events, the Mean degree

feature is able to uncover both a mix of high and low intensity of events.

3. Feature selection: I also point out that the different network features are able

to detect certain small events (such as CCA training sessions), exclusively.

For example, the average group size, the proportion of strong pairs and the

diameter, each detected a different small event.
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Metric Occupancy Group Occ. Mean Degree Best
Recall
Combi-
nation

Precision 3/10 (30%) 3/10 (30%) 4/8 (50%) 7/38
(18.42%)

Recall 3/9 (33.33%) 3/9 (33.33%) 4/9 (44.44%) 7/9
(77.77%)

Precision is expressed as a
b

where a is the number of outliers that were true outliers, and b
is the total number of detections. Recall is expressed as c

b
where c is the number of known

events, which is equal to 9 during Term 1.

Table 3.6: Summary of event detection performance.

For illustration purposes, I refer to Figure 3.4. The plot shows the outlier scores

of the 14 different Thursdays, as scored by seven features. The average outlier

scores are on the y-axis and the different Thursdays are on the x-axis. It is seen

that the three features, Occupancy, Group Occupancy and Mean Degree peak on the

18th Sep (Peace Day). Note that two features, proportion of strong pairs and mean

degree, identify 27th Nov as an anomaly– this could have been an actual event that

was not recorded in the database. In Table 3.6, the precision and recall values of

the Occupancy feature is compared against the best performing Group interaction

feature (i.e., Group Occupancy) and the best performing network feature (i.e., Mean

Degree). The network feature provided an 11% increase in recall along with a

20% improvement in precision. The best recall is obtained for the combination,

operationalized as a logical OR, of four features (Occupancy/Group Occupancy,

Mean Degree, PST and Diameter) at 77.77% – this is a 44% improvement over using

Occupancy feature alone. However, this also results in a 12% drop in precision.

Note that unlike in the results presented in Table 3.5, the criteria for declaring as a

detection was that the average LOF score be ≥ 1.2 alone, without any conditions

set on the ranking. As such, between the four features that provided the best recall,

there were 38 time instances that were detected as outliers.
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3.4.4 City-scale Anomaly Detection

In this section, I extend the derivation of social ties and the validation of its use in

the application of urban event/anomaly detection through the use of the secondary

data source on outdoor mobility.

MRT/Bus data: This consists of MRT and Bus trip tap card1 data from 4 million

unique commuters during the three month period between November, 2011 and

January, 2012. The trip data covers 127 unique MRT stations and 4873 bus stops

(covering 353 unique bus routes). Each trip record is of the form 〈ID, tap − in −

time, tap− in− station, tap− out− time, tap− out− station〉.

I adopt a simpler form of the tie strength measure (primarily using the frequency

factor) and limit the focus on a subset of the data (weekends only). The derivation

of the ties of strength is outlined below followed by a discussion of preliminary

findings.

Generating User Pairs: I posit that two people who share an underlying rela-

tionship (friend or family) are likely to travel together. I consider those trips only

made during the weekends to eliminate trips made by co-passengers who follow

similar work commute patterns during weekdays.

A pair of users are considered as a common trajectory pair if both users tapped

in and tapped out together within 20 seconds of each other, at the same entry and exit

stations, during the same trip. The strength of tie between any two users is defined

as the total number of common trajectories normalized by the maximum such count

across all user pairs, over the 26 weekend days during the period of November 2011

and January 2012. A total of 24,154,562 such pairs were discovered out of which

1,571,167 pairs had traveled together at least twice. I consider this subset of pairs

as strong pairs.

Results: I discuss the findings from detecting outliers for a specific station, Es-

planade, for which we have curated ground-truth of organized events overlapping

1http://ezlink.com.sg/
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with our period of observation. The station provides easy access to a theatre which

hosts performances and concerts, as well as a waterfront area where the public con-

gregates socially on holidays such as the New Year’s day. We expect that the outlier

scores would be high for the volume feature (number of people tapping-in at the sta-

tion) only during events that attract a large number of people, whereas in the case of

network features, the outlier scores would also be able to detect low intensity events.

We first consider the time window between 6 PM and 8 PM on Saturdays. We pick

this time window as this overlaps with the starting times of most of the events at the

Esplanade theatre. We note that each Saturday (and Sunday) hosted events/concerts

at the Esplanade and our objective here is two-fold: to discover which of the events

are more social and which features help to uncover such events.

The proportion of strong ties feature detects the largest anomaly on 12th Novem-

ber, 2011 with a high LOF score equal to 44. This particular day hosted an array

of Indian cultural events at the Esplanade as part of an annual, week-long stream

of cultural events. We also note that two other features, degree and diameter, also

found this day to be a top-1 outlier day. These events are primarily attended by

the minority Indian community, and thus do not necessarily cause a large change in

tap-out volumes at the station. However, the tie-strength based features were able

to detect this event.

In Table 3.7, we report the precision and recall values for independent features

and the combination of features that offers the best recall (which was found to be

Tap-in Count, PST, Diameter and Mean Degree together), respectively, for a total of

11 known events (Saturday - 6, Sunday - 5). An event was declared to be detected

if the relative ranking of the outlier was ≤ 5 and the mean outlier score was ≥ 1.2.

We observe that the best combination is able to offer a recall of 72.3% although at

a greater loss of precision compared to the case of the campus setting.
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Metric Tap-in PST Diameter Best
Recall
Combi-
nation

Precision 4/4 (100%) 5/10 (50%) 4/6 (66.67%) 8/30
(26.67%)

Recall 4/11 (36.36%) 5/11 (45.45%) 4/11 (36.36%) 8/11
(72.72%)

Table 3.7: Summary of event detection performance with transport data.

3.5 Discussion Points

This chapter makes two key conclusions: (1) that social groups do influence how

people move around, even within indoor settings, (2) and that it is possible to infer

such contexts based on passive mobility data. Here, I outline some of the current

limitations and future possibilities for this line of work.

Current Limitations: One key observation from the analyses is that the

achieved precision of outlier detection is rather low (e.g., ≈ 20%). Many time

instances are detected as outliers, however there are no corresponding ground-truth

labels in the events data resulting in a large number of False Positives. However, we

note here that the events data set does not include an exhaustive list of ALL events

on campus, or in the city, as generating such a list is not practical. Hence, we cau-

tion that the precision values reported here are likely under-estimates. Similarly, it

is also possible for the corresponding recall performance to be poorer than what we

report here, for the same reasons.

Moreover, in the analyses presented in this chapter, we specically looked for

outliers over specic durations (which were known in advance to contain events). In

practical scenarios, we will need to develop appropriate expanding/ sliding window-

based techniques to not only detect events, but also delineate their {start, end} times.

Possible extensions: In this chapter, I described a composite tie strength mea-

sure that takes into account varying aspects of co-location, longitudinally, whose

benefit is demonstrated through the application of event detection. One possible im-
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provement over the current measure would be to consider the semantics of the tie,

or nature of the relationship (e.g., close friends, gym buddy, etc.), additionally. It

is possible that such semantic features might have different levels of use in discern-

ing different types of events (e.g., academic, social, CCA based etc.). For example,

traveling companions aboard buses (using the same smart-card dataset along with

demographic identifiers in addition to the tap-in, tap-out transactions) of varying

tie compositions could be detected and observed to generate lifestyle and activity

indicators. For instance, two children accompanied by an adult (with the tie seman-

tic being parent–child), visiting the Esplanade station, may be a high-confidence

indicator that the group is attending a children-show at the theatre as opposed to a

special concert at a popular night club.

79



Chapter 4

Exploiting Indoor Mobility for Smart

Campuses

The ability to predict an individual’s future location (or indirectly, her movement

behavior) is a key enabler of many mobile computing applications and services. In

the past decade, there has been an explosive growth in the availability of large-scale

mobility datasets (e.g., [133, 91, 26, 18, 61, 134, 66, 64]), obtained via technologies

such as GPS (e.g., [133, 91, 26]), cellular records (e.g., [18, 61]) and WiFi logs

(e.g., [134, 66, 64]), that capture both campus and city-level movement. Researchers

have used such datasets to empirically establish some of the scientific underpinnings

of human mobility, including the predictability levels (or routine nature) of daily

movement and the strong correlation between physical movement and social tie

strengths. Two of the most typical prediction tasks investigated by researchers [15])

include NPP (Next Place Prediction–i.e., where will the user move next?) and RT

(Residency Time–i.e., how long will the user stay at the current location?). Such

work fundamentally looks to uncover a variety of latent mobility patterns, and can

enable a variety of predictive applications, such as anticipatory temperature control

of a home [110] or proactive delivery of relevant alerts (by digital assistants such as

Amazon’s AlexaTM or Google’s Google Assistant).

In this work, I tackle a distinct question: Likelihood of Future Non-Conformance
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(LFNC),–i.e., the odds that a user will not visit a routine place that she regularly

visits. It is worth reinforcing, at the outset, the distinctness of our research ques-

tion. Mobility prediction is principally about uncovering the underlying routines

or patterns of a user, with the prediction accuracy being bounded by the inherent

randomness (or predictability) of a user’s movement behavior. Moreover, predic-

tion algorithms focus on metrics such as minimizing average location error (i.e., the

distance between the actual & predicted location coordinates). Instead, we embrace

the fact that even the most predictable or routine user will, occasionally, diverge

from such common mobility behavior, in an apparently “random” or unpredictable

manner. For example, in a campus setting, a research group with a regularly sched-

uled meeting on Thursday afternoons will “suddenly” skip a meeting. We thus

focus principally on the question: How can we enhance the confidence of declaring,

sufficiently in advance, that a user will not be visiting a particular location, based

purely on historical traces of location data? Unlike mobility prediction, LFNC is

measured by a more binary outcome variable: will the user actually be at the most-

likely predicted location or not?

Our research focuses principally on movement behavior in workplace environ-

ments (e.g., a university campus or office facility), and arises from the observation

that user mobility in a workplace is largely a manifestation of underlying, often-

routine activities. In particular, significant research [122, 121] has been conducted

on inferring or understanding workplace behavior via routine, scheduled activities

and calendar events (e.g., group meetings, research discussions and lunches). Our

investigations are motivated by the realization that the ability to predict such (likely

rare) cases of non-conformance may become increasingly important in an age of

anticipatory services, where predicting the wrong context might lead to greater neg-

ative consequences (e.g., unwanted or misleading notifications by a virtual assistant)

than simply declaring “I’m unable to predict”.

We develop a methodology to demonstrate that such “random deviations” can,

in fact, be predicted, with a surprisingly high degree of accuracy. More importantly,
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we also explore the lookahead capability of such non-conformance prediction: i.e.,

we investigate the question “How far in advance can one reliably predict that a user

(or users) will not be at a routine location?”. Driven by past results that establish

the strong social influence on mobility patterns, I shall investigate these questions

by additionally incorportating the impact of peer movement behavior on the pre-

dictability of such non-conformance. In fact, our research is driven by the following

two hypotheses:

• H1–Temporal Correlation of Non-Conformance: A user’s propensity of devi-

ating from a future routine location/activity pattern is correlated to the anoma-

lousness of her current movement–if a user has been exhibiting anomalous

movement patterns in the recent past, she is much more likely to deviate from

her routine location/activity pattern in the future;

• H2–Homophily of Anomalies: In workplace environments, where users in-

dulge in significant collaborative activities, anomalous movement behavior is

often not isolated but shared: if a user’s “friends” have been exhibiting non-

routine movement as well, there is a significant increase in the likelihood that

she will deviate from her future routine movement pattern.

4.1 Preliminaries

We describe the definitions and notations used in this section, and the indoor loca-

tion data sets used in this work.

4.1.1 Approach at a Glance

Our primary goal in this work is in validating our two central hypotheses: (1) the

deviations a user exhibits from his/her routine behavior in the past can be useful for

predicting future non-conformance, and (2) that the concurrently, deviating behavior

of his/her social network can improve that predictability. To this end,
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• Step 1: We first study longitudinal indoor mobility data, from an urban cam-

pus, in order to shed light into two important prerequisites to operationalize

our hypotheses (section 4.2). In particular, we investigate the (1) theoretical

limits to predictability in indoor settings, and the (2) evolution and stability

of physical social ties in the campus setting.

• Step 2: Next, we propose a Likelihood of Future Non-Conformance (LFNC)

prediction pipeline that relies on a supervised learning classifier (section 4.3).

• Step 3: We then evaluate the proposed pipeline, extensively; we study the

trade-off between the look-ahead distance (how far into the future), impact of

social ties and the LFNC performance. We conduct several experiments to

validate the robustness of the prediction pipeline (section 5.7).

• Step 4: We study the practical usefulness of LFNC predictions using data

from a route-aware mobile crowd-tasking system operational in an urban uni-

versity campus.

• Step 5: Finally, we study the extensibility of the proposed pipeline to the

outdoor setting using city-scale, public transit trip data.

4.1.2 Definitions and Notations

We consider a trajectory x(u,d) := {loc1, loc2, ..., locT} whose elements are a se-

quence of staypoints loct, a user u visited during a day d, and t ∈ [1, T ]. x(u,d) is a

T−length vector each element representing equally sized, time bins over the day –

for instance, for a trajectory considered at the hourly granularity, |x(u,d)| = 24.

Next Place Prediction: Given a collection of x(u,d) ∈ Xtrain whereXtrain is the

mobility training period (see Figure 4.1), and the trajectory of the same user u till

time t, on a different day dtest outside the training period (i.e., x(u,dtest,1:t) ∈ Xtest),

the most likely next place at time t+ 1 denoted by npu,d,t+1 can be predicted using
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a next place prediction algorithm. Baumann et al. [15] provide a survey of 18 such

prediction algorithms and report on their performance.

Non-Conformance: We declare non-conformance at such time t + 1, when

loc(u, dtest, t+ 1) 6= npu,dtest,t+1.

Further, we define a look-ahead distance, K.

Future Non-Conformance: Then, non-conformance at a future time t + K is

defined by Equation 4.1.

Nonconformance(u, dtest, t,K) =


1, if loc(u,dtest,t+K) 6= np(u,dtest,t+K)

0, otherwise
(4.1)

Trajectory Deviation: We define a current sequence, x(u,dtest,t−h:t), of length

h, at time t. A user’s deviation, d(u,dtest,t,h), from his/her routine trajectory, is then

given by Eq. 4.2. Here, dist(.) measures the time series distance between the two

partial trajectories. Note that x̂(u,dtest,t−h:t) := np(u,dtest,t−h)‖...‖np(u,dtest,t).

d(u,dtest,t,h) = dist(xu,dtest,t−h:t, x̂u,dtest,t−h:t) (4.2)

Social Ties: Separately, we construct a physical social network of users based

on their movement trajectories in XTrain, as previously described in Chapter 3. For

each user u, we consider his/her k ties with whom they share the highest cumulative

tie strength as u’s ego network, Uk ⊂ U . Further, we denote the deviation the user

u’s top-k ties concurrently by the set Du,dtest,t,h,k whose elements are duk,dtest,t,h

where uk ∈ Uk.

Likelihood of Future Non-Conformance: Then, we define LFNC as the prob-

ability of occurrence of a future non-conformance (Likelihood(loc(u,dtest,t+K) 6=

np(u,dtest,t+K))), as at time t on dtest, given du,dtest,t,h, i.e., the user’s deviation from

norm thus far (limited by h), and Du,dtest,t,h,k. As we describe later in section 4.3,
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Table 4.1: Notations used in this section.

Notations Meaning
U Set of all users
K Look-ahead distance
k Number of social ties
Uk User u’s ego network of top-k users
h Current sequence length
T Trajectory length
dow(d) Day of the week of d
x(u,d) Trajectory of user u on day d
loc(u,d,t) Location of u at time t ∈ [1, T ]) on day d

x(u,d,t−h:t)
Current sequence over which deviation is computed; partial trajectory
of (u, d) during time [t− h, t]

x̂(u,dow,t−h:t)
Expected (or, routine) current sequence of user u for the same day of
the week as d

du,d,t,h Deviation during the current sequence, dist(x(u,d,t−h:t), x̂(u,dow,t−h:t))
np(u,d,t+1) Most likely next place of user u on day d given trajectory till t

we operationalize LFNC as a classification task whose outcome variable is a prob-

ability that is equal to Likelihood(loc(u,dtest,t+K) 6= np(u,dtest,t+K)).

Datasets used: We use the same indoor mobility dataset, previously described

in Section 3.1, for the analyses presented in this work. In particular, we use data

from two time periods: (1) Dataset A in which the set of users on campus whose

periodic outdoor mobility information was also available (which we utilize in sec-

tion 4.2 for comparison in predictability), and (2) Dataset B consisting of users who

participated in a campus-wide crowd-tasking pilot (whose details we utilize in sec-

tion 4.5). Table 4.2 summarizes key details. As illustrated in Figure 4.1, we split

Dataset B into disjoint mobility model training (XTrain) and test (XTest). As noted

previously in section 4.1.2, Next Place Predictions are made over XTest which then

serves as the dataset for LFNC learning and classification.

Figure 4.1: Illustration of the dataset
segregation for different train/test
purposes.

Table 4.2: Subsets of the Indoor Mobility
Dataset used in this section.

Observation

Period

Users

(|U |)

section

Dataset A Aug–Dec, 2014 36 4.2

Dataset B Feb–Mar, 2017 806 5.7, 4.5
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4.2 Campus-Scale Mobility: Empirical Insights

Our broad goal is to predict deviations/anomalies from a user’s regular movement

pattern, using the collective movement pattern of an individual and her ‘social ties’

to improve the prediction accuracy. In addition, we would like to understand the

lookahead time of such predictions, and how ongoing/past anomalous movement

influences the prediction of future anomalies. However, for this approach to be

successful, there are a few fundamental questions & challenges that we need to

resolve first:

• What are the fundamental limits on predictability for indoor movement be-

havior in a workplace/campus setting? How does it differ from prior results

on outdoor human mobility? In particular, for indoor environments, where

the location trace itself has moderate error, the unpredictability is driven by

both the random properties of human movement, and the noise introduced by

the location traces.

• How do we reconstruct or infer social ties solely from the collective location

traces of individuals? Recall that our goal is to utilize social ties built unob-

trusively from the physical location traces, unlike past work that constructs

such ties from other observations (e.g., online social network traces [26] or

call records [94]). And, how do we verify that our inferred social ties are

meaningful and stable?

We seek answers for the above questions in Sections 4.2.1 and 4.2.2 and sum-

marize our answers at the end of this section.

4.2.1 Predictability Indoors

Fundamentally speaking, an individual’s trajectory can be seen as a random se-

quence of symbols (with each landmark being a distinct symbol). The degree of

randomness in such a movement pattern can be computed based on the notion of
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the entropy of this random sequence. We borrow concepts from Song et al.[118] in

defining the theoretical upper bound on predictability indoors.

In Figure 4.2, I plot the distribution of predictability [118, 66] across users based

on the (a) uncorrelated entropy where only the probability of a user turning up at a

location is known (Figure 4.2a), and (b) the true entropy where the full history of

a user’s spatial and temporal patterns are known (Figure 4.2b), for users in Dataset

A. We observe at varying spatial granularity of localization – in particular, at the (1)

landmark level (most fine-grained, every 3 meters), (2) section level (6-8 meters),

and (3) floor level, and compare against the predictability outdoors, observed via

the continuous reporting of GPS coordinates (rounded to the third decimal which

results in a granularity of ≈ 100 meters), for the same set of users.

In general, we observe that the maximum predictability is comparable to the

outdoor case – for instance, the median predictability for GPS is 91% while the

same is 87% at the section level. Noticeably, unlike what was reported in Jensen

et al. [66] where predictability was looked at at the raw WLAN association levels

indoors, we observe that at coarser spatial granularities (e.g., section level), the

variability across users also reduces. For instance, while the previous work reported

a non-negligible percentage of users showing maximum predictability in the range

of 0.2 to 0.9, at the floor level, we observe that 99% of the users are bound to within

a narrow range of 0.80 to 0.98 (i.e., within 3 standard deviations away from the

mean).

4.2.2 Social Ties and Their Impact on Mobility

We first look at the formation and evolution of social ties in our campus setting in

order to understand its practical usefulness for accounting friendship information as

additional features that reveal insights into a user’s mobility. We note that the 36

users in Dataset A are all freshman, and we observe their mobility since their first

week on campus till the end of the term.
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(a) Uncorrelated Trajectory Sequences (b) Infinite Length Sequences

Figure 4.2: Theoretical Maximum Predictability at Varying Spatial Granularity for
(a) Temporally Uncorrelated, and (b) Correlated Trajectory Sequences

We use the technique described previously in Section 3.3.1 to infer the intensity

or strength of tie between any two users. In Figure 4.3, we plot several metrics re-

lated to the evolving friendship network amongst the users, as the term progresses

(represented by x− axis). Between consecutive weeks, we consider the sub-network

consisting of only the top-1 ties (i.e., the network consisting of each user and his/her

closest tie, till current week), and observe that the Jaccard similarity [90] of the set

of edges, steadily reaches its maximum at week 5 after which it plateau. Similarly,

we see that the diameter (represented by the blue dotted line) of the complete net-

work, undergoes a stark drop till week 3 after which it stabilizes. This shows that

the network consisting of the closest ties stabilizes after the initial few weeks, and

demonstrates that the passively captured social ties can in fact be reliably used as

additional information in exploring the predictability of user mobility.

Additionally, we studied the correlation of mobility of a user and his/her top-1

tie. We divided Dataset A as XTrain: Aug-Oct, 2014, and XTest: Nov, 2014. For

each day d, and time t inXTest, we computed the probability of being at loc(u, d, t),

for each user u, based on the visitation frequency distribution over all possible loca-

tions learned during XTrain. We then compute the Pearson’s correlation coefficient

of the time series of probabilities of user u and his/her close tie, as well as the cor-

relation between the same user and any randomly chosen user from the dataset. In
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Figure 4.4, we plot the CDF of the correlation values – we see that the similarity

in being at likely locations (and not necessarily the same location) concurrently, is

statistically significantly higher for top-1 pairs (D = 0.395, p-value = 0.005 on the

Kolomogrov Smirnov test). We highlight here that this analysis suggests that there

is similarity in the likelihood of the strong pairs being at their respective routine

locations, simultaneously. We confirmed that this observation is not a mere arte-

fact from our methodology to infer ties (which considers features extracted from

co-location episodes of pairs of individuals). In fact, when considering the location

trajectories of the user and his/her top-1 tie in the dataset, on average, nearly half

the time (normalized Hamming distance of ≈ 0.53), the two were not found to be

co-located, compared to 80% of the time for random pairs.

Figure 4.3: Evolution of the Physi-
cal Friendship Network of Students,
as the Term Progresses.

Figure 4.4: CDF of correlation be-
tween pairs of trajectories belonging
to top-1 ties vs. random pairs.

Key Insights: Our empirical analyses establishes 3 key results:

1. User movement, in a mostly-indoor campus environment, has high pre-

dictability at the section-level and floor-level granularity, theoretically, and

is reasonably consistent across users.

2. The set of top-K ties (derived from an initial observation period of 5 weeks)

remains remarkably stable over the remaining 9+ weeks of the term. Accord-

ingly, we’ve established that it is possible to derive the set of ‘strong ties’ of

an individual, unobtrusively, using a modest period of observational data.
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3. There exists significant correlation between the movement behavior/trajectory

of close ties–i.e., “birds of a feather flock together with similar predictability”.

This finding corroborates similar insights previously presented for outdoor

mobility [26, 31], and suggests that factoring in the movement behavior of

close-ties should improve the location prediction accuracy for an individual.

4.3 LFNC Prediction Pipeline

In this section, we describe the overall working of the non-conformance monitoring

pipeline.

Figure 4.5: Proposed Pipeline for LFNC Prediction.

4.3.1 Trajectory Extraction

As described previously in Sections 3.1 and 4.1, the server-side indoor localization

server receives reports on RSSI from individual APs as well as via the Real-Time

Location Service (RTLS) running on the master controller allowing for frequent

updates on the localization of individual mobile devices using an extension of the

RADAR [11] algorithm. The Localization module then constructs trajectories per

user, per day (i.e., x(u,d)s) as defined in section 4.1.2.
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Figure 4.6: Number of instances in the dataset with user alone (U ) vs. with his/her
top ties (U + Tk, k = 1, 2, 3, 4, 5) simultaneously present on-campus, per user.

4.3.2 Mobility Modeling

This module implements three “next place” predictors: zeroR and Markov Chains

of length 1 and 2 [46] (MC-1 and MC-2, respectively) taking into account the day

of the week of day d (i.e., dow(d)) and time of the day t; in our implementation, we

consider t at intervals of 15-minutes resulting in T = 96. Based on observations

in XTrain, the constructed transition matrices for MC − 2 and MC − 1, and the

visitation frequency matrix for zeroR predictions allow for next place predictions

in XTest.

Similar to the implementation described in Kotz et al. [119], for each test sam-

ple, we roll back from MC − 2 to MC − 1 to zeroR, depending on whether the

same context was seen during training. The matrices are stored as key − value

pairs, where the key is the concatenation of < dow, t, loct−1, loct > for MC − 2,

< dow, t, loct > for MC − 1 and < dow, t > for zeroR predictions, respectively.

During test time, for a given context at time Ct :=< user, dow, t, loct−1, loct >,

if a MC-2 prediction is not possible (due to that case not seen during train time),

the algorithms rolls back to MC − 1; and if such a prediction, too, is not possible,

the algorithm rolls back to zeroR. If zeroR is also not possible, a prediction is not

made.
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4.3.3 Tie Strength Extraction

Following from the definition of group episodes in Section 3.3.1, we use Gru-

Mon [112] to identify social groups from passive indoor location data. Based on

longitudinal observations of such group episodes, as detailed in section 4.1, we

measure the strength of tie between pairs of users in the dataset. In section 5.7,

we restrict our evaluations to the impact of a user’s ego network consisting of only

the top-k ties with k set to {1, 2, 3, 4, 5}. Although higher values of k is possible,

it reduces the size of the dataset on which evaluations are possible as the number

of cases with top-k users are all present on-campus at the same time drops signifi-

cantly, as k is increased. We show this in Figure 4.6.

4.3.4 Non-Conformance Prediction

Labelling Nonconformance: During the training phase, the Look-ahead Predic-

tion module consumes pre-trained next place predictions for labeling whether the

user will conform to, or be at the most likely place, at a time, t + K, i.e., K bins

into the future.

As identified by the two central hypotheses of this work, we factor in: (1) the

deviation, d(u,d,t,h) in trajectory a user has incurred during the current sequence,

xu,d,t−h:t, and (2) the deviation in trajectory the user’s top-k friends have incurred,

D(u,d,t,h,k).

Deviation Computation: We compute this deviation (d(u,d,t,h)) at time t as the

distance between the time series of the actual trajectory a user has traversed dur-

ing time [t − h, t] and the sequence of most likely locations for the same period.

To measure this distance, among the alternatives considered, Dynamic Time Warp-

ing (DTW) [87], Hamming Distance [53] and Edit Distance [105], we found the

former to be the most appropriate due to its flexibility in allowing for both (1) po-

tential inaccuracies in the location data (e.g., an individual being located to the

room next door), and (2) possibilities that an individual may be slightly late or early
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to the routine places he/she visits. Algorithm 1 outlines the steps taken to label

non-conformance and compute the corresponding user deviation.

Further, we express the deviation of the user’s friend network consisting of

his/her top-k friends, d, as the weighted (by the tie strength) linear sum of the in-

dividual deviations, for instances where all k friends are on-campus concurrently

(and not necessarily co-located) and sum the individual deviations weighted by their

strength of tie. In section 5.7, we vary k to observe its impact on the performance of

non-conformance prediction. As a direct consequence, with increasing k, the num-

ber of instances where the user and the top-k friends are all concurrently present on

campus drops drastically.

Predicting Nonconformance: We train and build a Gradient Boosting Classi-

fier whose independent variables are< dow(d), t, du,d,t,h, Du,d,t,h,k > and the binary

outcome variable represents conformance (or, nonconformance), for different look-

ahead distances of K. Here, in addition to the deviation features which are derived

from our key hypotheses, we consider the day of the week and time of the day as

control variables as was common with past mobility prediction models.

Finally, the conformance predictions can be consumed by various applications

including smart HVAC control and route-aware mobile crowdtasking (see Sec-

tion 4.5).

4.4 Evaluation

In this section, we report our findings on the predictive ability of the individual

factors based on the two central hypotheses that we consider in this work, in pre-

dicting future non-conformance of a user’s mobility behavior. We first evaluate in

section 4.4.1 the influence of trajectory deviations a user and his/her ties undergo

over a day, in predicting future non-conformance. Then, in section 4.4.3, we explore

the impact of time of the day and the types of places a user visits on such predictive

performance.
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noend 1 LFNC Labeling and Deviation Computation
1: Input: MC2TransitionMatrix, MC1TransitionMatrix, ZeroRMatrix,
x(u,d), t, K and h

2: Output: d(u,d,t,h), labelu,d,t,K
3: maxK ← K − t . The number of look-ahead windows possible after current

time t
4: predictedtrajectory ← trajectory1:t . Input only known trajectory till time t
5: d(u,d,t,h) ← NULL . Initiate deviation vector
6: labelu,d,t,K ← NULL . Initiate conformance vector
7: for K = 1 to maxK do
8: nextlocationu,d,t+K ← getNextLocation(x(u,d,1:t+K−1)) . Predicted next

location at time t+K
9: if nextlocationu,d,t+K == loc(u,d,t+K) then

10: labelu,d,t,K ← 1 . Label conformance
11: else
12: labelu,d,t,K ← 0
13: end if
14: if K == 1 then
15: x̂(u,d,t+K) ← nextlocationu,d,t+K . Append expected next place
16: d(u,d,t,h) ← dist(x(u,d,t−h:t), x̂(u,d,t−h:t)) . Compute deviation
17: end if
18: end for

Prediction task: We represent the non-conformance prediction task as a binary

classification task with the conformance label (1 – non-conformance and 0 – con-

formance) as the dependent variable and the features described in section 4.3 as

independent variables with a Gradient Boosted Model (GBM) for supervised clas-

sification. The choice of this classifier is motivated by the popularity of ensemble

learning techniques and their frequent use in mobility prediction tasks in recent

works [111, 39].

Experiment conditions: In all the experiments described in this section, we

perform classification on a balanced set (with equal number of conformance, and

non-conformance classes) derived from Dataset B (see section 3.1); to do this, we

first create a subset of all the samples from the smaller class and randomly sampled,

equal sized samples from the other class, generating the balanced dataset. Unless

explicitly stated, we take XTrain (01-02-2017 – 28-02-2017) over which the next

place prediction models are trained, and XTest (01-03-2017 – 14-03-2017) over
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which LFNC is trained and tested using a split of train (80%), validation (10%) and

test (10%).

Parameter tuning and model selection: On the train set, we learn multiple

GBMs assuming a Gaussian loss function and by varying the number of trees be-

tween 100 to 10,000 (in increments of 100). The shrinkage and interaction depth

parameters are fixed to defaults (i.e., 0.01 and 4, respectively). We pick the best

performing model as the one that has minimal error on the validation set. Finally,

we evaluate the test set on this model to report findings.

Performance metrics: In all our analyses, we report the accuracy based on

precision, recall and AUC, following their standard definitions. Precision and recall

represent the average over both the positive and negative classes and we use 0.5 as

the cut-off probability in declaring the binary outcome variable.

Implementation: The computations related to GBMs were performed using R’s

gbm package [2] and the ROCR [3] library for performance calculations.

4.4.1 Predicting Non-Conformance

We first evaluate the performance of predicting non-conformance under the three

conditions: (1) Modelnodev, without any information of a user’s deviation from his

expected trajectory (i.e, with the day of the week, dow, and time bin, t, being the

only input features), (2) Modeluserdev, considering the deviation of the user in addi-

tion (i.e, d(u,d,t,h)), and (3) Modelcombidev, considering the deviation of both the user

and his/her friends present on campus at that time (i.e., d(u,d,t,h) and d(u,d,t,h,k)).

In Figure 4.7, we plot the accuracy (measured as AUC, on the y−axis) for

LFNC predictions with Modeluserdev, for varying look-ahead distances K, and cur-

rent sequence lengths, h, or in other words, the deviations from how far back in

the user’s trajectory. We observe that observing trajectory deviations over short hs

(e.g., 15 - 45 minutes), tend to result in better performance – for instance, for most

values of K, the predictions corresponding to h = 1 and h = 3 (i.e., blue and red
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lines) exhibit performance improvement of over 10% consistently.

In Figure 4.8, we plot the accuracy with the AUC on the y−axis for varying

look ahead times, K, on the x−axis, for the three cases where both the user and

his/her top-5 ties were present on campus. Note that each increment in K implies

the addition of 15 minutes into the future from current time. We observe that among

the three, considering both the user’s and friends’ deviation thus far (represented by

the solid blue line) offers the greatest performance – even with a look-ahead time of

3 hours (i.e., K = 12), the combination provides an AUC =≈ 0.9. We further note

that considering the user’s deviation alone performs similarly well until aroundK =

4 after which the drop off rate increases resulting in at least a 15% drop in accuracy

in comparison to one that additionally considers the friends’ deviation. We also

note that the performance of an approach that does not consider any of the deviation

measures results in the poorest performance (relatively stable at AUC =≈ 0.7)

– which means that the additional factors provide a performance improvement of

≈35%, 25% and 15% at look-ahead times K = 1, 4, 12, respectively. In Table 4.3,

we tabulate the precision and recall values for the three cases.

Figure 4.7: Comparison of LFNC Look-Ahead Capability for different h.
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Table 4.3: Prediction Results with no deviation, using only user’s deviation, and the
combination of user+friends’ deviation.

Modelnodev Modeluserdev Modelcombidev
N @ K=1 1096
Precision @ K=1 0.665 1 1
Recall @ K=1 0.654 1 1
N @ K=4 1072
Precision @ K=4 0.642 0.862 0.897
Recall @ K=4 0.642 0.858 0.896
N @ K=12 958
Precision @
K=12

0.69 0.631 0.792

Recall @ K=12 0.66 0.625 0.792

Figure 4.8: Comparison of LFNC Look-Ahead Capability of different Models.

4.4.2 Impact of Social Ties

Previously, we noted the utility in considering the combined deviation of a user’s

social ties from their respective “expected” routines in predicting non-conformance,

ahead of time. Here, we explore the impact of the “size”, or “extent” of the social

ties considered on prediction performance. In Figure 4.9, we observe the perfor-

mance of using user’s deviation alone vs. user’s top-k ties’ combination of devia-

tion, where we vary k from 1 to 5. Here, we note that the number of samples trained

on and evaluated against for (i.e., the size of the dataset) is smaller for higher k’s

(as we previously saw in Figure 4.6). We make the following remarks:

1. Surprisingly, the consideration of a user’s top-1 tie’s deviation in addition to

his/her own does not provide additional utility. However, we find that this is

consistent with our prior observation (in section 4.2) that the user and the clos-
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est ties’ mobility behavior are too highly correlated that they do not provide

additional information gain.

2. We further note that with increasing size of the ego network, the performance

improves – for K ≥ 3, we see that the AUC is generally ≥ 0.80 for as ad-

vanced as 10 hours of look-ahead (i.e., K = 40) whereas the the performance

for the ‘User-only’ or ‘User+Closest Tie’ approaches both stabilize around

0.70.

Further, we investigated the performance in predicting non-conformance for

times (i.e., < dow, t > combination) during which the user has had differing lev-

els of regularity, historically. The regularity is captured as the zeroR probability

as in [118]. We plot the performance for subsets of user instances thresholded by

varying values of the regularity, S (ranging from 0.3 to 0.7), in Figure 4.10a and Fig-

ure 4.10b, for Modeluserdev and Modelcombidev with k=5, respectively. We highlight

that the performance improves in general (about 5%) over “more regular” periods

(i..e., higher values of S), in either case.

Figure 4.9: Performance by varying size of the ego network of a user considered
(and hence, the resulting combination deviation feature).
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(a) User’s deviation alone Modeluserdev (b) User + Friends’ deviation
Modelcombidev

Figure 4.10: Performance by differing levels of regularity of the predicted time
instance, historically, for (a) Modeluserdev and (b) Modelcombidev with k = 5.

4.4.3 Performance by Time and Place

Thus far, we have reported the performance across all time windows and likely

location types – here, we explore the role of time and place on performance, more

closely.

In Figure 4.11a, we plot the performance ofModelnodev andModelcombidev strat-

ified by the “time” – we consider Morning hours as between 8 AM to 12 Noon,

Afternoon as 12 Noon to 5 PM and Evening as 5 PM to 9 PM. The “time” here

represents the future time for which a prediction is made (i.e., current time t +

look ahead time K). We observe the largest difference during morning hours where

Modelcombidev performs at least 30% better in comparison, for up to look-ahead

times of 3 hours (K = 12). We also note that the least difference in performance

is observed for afternoon predictions – and that the gap keeps diminishing with in-

creasing K. For both models, we observe the steepest drop in performance with

K for evening predictions where the performance of both drops as low as 0.6 for

K = 12. This observation could suggest that during evenings, when the users are

more likely to engage in informal social activities, the deviations experienced thus

far, seem to be less predictive of future anomalous movement.

Further, in Figure 4.11b, we plot the performance stratified by two of the most
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common types of locations on campus – (a) seminar rooms (including any other

scheduled teaching rooms such as class rooms), and (b) study areas (including group

study rooms which are available to students as “booked” resource which is typically

used for project discussions, and open study areas). Similar to the case above, the

location here refers to the actual “future” location the user was at t + K. Between

the two, the former represents a formal class of locations and the latter more a casual

setting. As expected, we observe that the improvement in performance in consid-

ering the user’s social ties’ mobility behavior is evident for the more casual/social

scenario – for e.g., a 40% improvement in prediction for K = 1 and which ta-

pers down to roughly 25% with a look ahead time of 3 hours. For the most part, we

observe that for the more formal setting, the performance of both models are compa-

rable in that the impact of social ties’ mobility has less impact on the predictability

of class attendance.

(a) Accuracy by Time of Day (b) Accuracy by Types of Places

Figure 4.11: Difference in Performance by (a) the time of day and (b) the type of
places a user is at.

4.4.4 Robustness Checks

In this section, we report findings from a number of checks, in order to validate the

robustness of non-conformance prediction under varying conditions.
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Performance during Staypoint Transitions

Whilst previous work on outdoor mobility have demonstrated that the theoretical

maximum predictability is achievable [118] in practice, there’s a lack of evidence in

the indoor setting. Kotz et al. [119] note that practically achievable accuracy of pre-

dicting next place is comparably less, and also that the prediction task is easy when

the user is still (where the next place is the same as the current place) but suffers

during transitions. To understand how this impacts future non-conformance predic-

tions, we report on the performance for instances where transitions have occurred,

in Figure 4.12. We distinguish between “actual” transitions where the user transi-

tions in reality (at future time t + K), and “predicted” transitions where the user is

“predicted” at time, t + K, to transition based on actual trajectory observations till

t + K − 1. Consistent with our previous findings, we observe that Modelcombidev

outperforms the baseline in both cases; we see approximately 35% improvement for

K = 1 (i.e., in the next 15 minutes) and ≈20% with a 3 hour look-ahead time.

Non-overlapping Train/Test Time Series

As we deal with time series data in this work, a key concern during evaluation is

the possibility of ground-truth leakage as a result of consecutive observation points

from the time series becoming part of both train and test sets. This could potentially

lead to an over-estimation of the performance observed.

In order to investigate this further, instead of randomly splitting the dataset to

into 80-10-10% train-validation-test sets, we split the first half of the data (by date)

into train and the remaining into equal parts of validation and test sets and re-ran

the analysis. In Figure 4.13, we plot the resulting performance; we note that the

performance remains relatively stable with only a ≈ 10% drop in performance

for K ∈ (1, 4). We also point out that this analysis was run on completely non-

overlapping sets, although in practice, the performance should improve with online

learning (i.e., a growing train set with each incoming test case and its correspond-
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ing prediction with some notion of confidence whose discussion we defer to future

work).

Dynamic Predictions

Thus far, we have discussed the performance over the dataset covering the entire

observation period of the data with mobility training of 4 weeks between 01-02-

2017 through 28-02-2017, mobility predictions over the 2 week period of 01-03-

2017 through 14-03-2017 which was then split into train/validation/test for non-

conformance predictions. The tie strength values used thus far are the cumulative

strengths calculated as at the end of this period.

In order to understand how the performance would vary in practice where train-

ing data is acquired as the term progresses starting with zero data at the beginning

of week 1 – i.e., the cold start problem, we study the online performance of week,

w, using mobility training data from weeks, [1, w − 1], and tie strengths calculated

as at the end week w− 1. In Figure 4.14, we plot the performance of Modelcombidev

and Modelnodev for weeks 2 to 6. In both cases, we observe that the performance is

relatively unstable for the first two weeks (with the least amount of training data) but

that it stabilizes after week 4 with only marginal differences in performance beyond

that period.

Figure 4.12: Performance for (a) actual
and (b) predicted instances of location
transition.

Figure 4.13: Impact on Performance us-
ing Non-Overlapping Train/Test Time Se-
ries.
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Figure 4.14: Performance as the Term Progresses.

4.5 Case Study: Location-Aware Mobile Crowd-

Sourcing

There has been a significant body of research on the use of personal mobile devices

to support various forms of participatory mobile sensing or crowdtasking in urban

environments. A notable example of this paradigm is the use of campus users to

report on the status of various campus resources/facilities (such as restrooms, cafe-

terias and office equipment). More specifically, the Ta$ker crowdtasking platform

[69, 70, 24], operational on-campus since 2014, uses the predicted movement pat-

tern of participating users to recommend tasks that are likely to minimize a worker’s

detour overhead; empirical results show that this paradigm of crowdtasking based

on trajectory predictions increases worker productivity by 60% [24]. In the crowd-

tasking platform available on-campus, (i) the user’s trajectory is derived based on

identifying staypoints (the most likely location where the user spends the largest

fraction of time within each 30 min window), and (ii) the task recommendations are

made over distinct 3-hour windows. Empirical data also shows that 40% of tasks

that are accepted by the platform workers are not eventually completed, with “unex-

pected” changes in the worker’s movement pattern being cited as the most common

cause for such non-completion. In such a scenario, the ability to better predict that

the user is unlikely to be at specific predicted stay-points can be very valuable in
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improving the recommendation process.

In this section, we shall show that the use of our LFNC prediction can lead

to observable gains in overall task completion rates and investigate its impact on

worker productivity.

Crowd-tasking Data: A crowd-tasking pilot was carried out on-campus us-

ing the Ta$ker platform during a 2-week period of 14th March, 2017 through 31st

March, 2017 (overlapping with Dataset B). A total of 325 student users were as-

signed tasks based on their predicted trajectories out of which 242 of them com-

pleted at least 1 task. Out of these 242, 106 (44%) of them were recommended

tasks based on their historical movement behavior and predictions for the assigned

task window – such an assignment is expected to minimize the student’s detour

overhead. In total, out of 60,000+ tasks assigned, 3822 were completed with an

overall task assignment-to-completion conversion rate of ≈ 6.2%.

4.5.1 LFNC Predictions

We utilize trajectory data of the Smart Campus users and their respective ego net-

works from 01-02-2017 to 13-03-2017 (i.e., XTrain) for mobility prediction train-

ing, and predict next place locations for K− look-ahead distances over the pilot

period. Out of this, as before in section 5.7, we split the set into train/validation/test

sets and make LFNC predictions over the validation and test tests. The predictions

are then carried over as input to the task assignment module – we emphasize that,

as this is a post-hoc analysis on an existing pilot, we are unable to assign tasks

based on the LFNC predictions, but are only able to analyze differences in the two

groups that were predicted to have been conformant and nonconformant. As the

task assignments are made over 3-hour windows (3 times over the day at 9 AM, 12

Noon and 3 PM), with students allowed to perform the tasks any time during each

window, we consider K = 4, i.e., predictions an hour ahead of the task time, and

1 ≥ k ≥ 5, i.e., considering the student and his/her top-k ties’ deviation where k
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Table 4.4: Summary of LFNC Prediction Results on the Mobile Crowd-Tasking
Dataset.

K =
1

K =
2

K =
3

K =
4

Nsample 114,470113,544112,316111,036
AUC 1 0.96 0.93 0.9
Precision (@0.5) 99.11% 91.23% 86.42% 83.21%
Recall (@0.5) 99.11% 91.04% 86.16% 82.99%

depends on the number of ties who are present on campus concurrently. We sum-

marize the results in Table 4.4. Overall, we observe that with a look-ahead window

of an hour, the predictions are correct ≥ 82% of the time.

4.5.2 Key Take-Aways

We first compare the detour incurred by students who were predicted to be con-

formant to their routine behaviour during the respective task window vs. those

who weren’t. In Figure 4.15b, we plot the detour, in minutes, the students from

both categories incurred – the y−axis shows the CDF and x−axis represents the

detour overhead. For a student actual trajectory was from A → B, and the stu-

dent completes a task assigned to a location C, then the detour overhead is com-

puted as distance(A → C) + distance(C → B) − distance(A → B). Here,

the distance function returns the temporal distance, or the time taken to reach one

location from the other. Interestingly, we see that the nonconformant group in-

curred statistically significant less detour in comparison to the conformant group

(D = 0.30833, p-value = 0.006) – for instance, nearly 70% of tasks completed in-

curred ≤ 7 minutes of detour for the former whereas only 30% of the completed

tasks incurred detours ≥ 7 minutes for the latter. We computed the entropy over

the distribution of task locations that the two groups of workers chose and found

that the conformant group showed a 12.5% increase compared to the nonconfor-

mant (Entropyconformant = 3.39, Entropynonconformant = 3.00). In effect, the

non-comformant group were unable to assist with tasks distributed throughout the
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campus, confining their task acceptance and execution to locations opportunistically

close to their actual trajectories.

In Figure 4.15a, we plot the cumulative distribution function (CDF) on the

y−axis and the average completion rate (over each unique user, time slot pair) on

the x−axis (a student can be assigned multiple tasks during the same slot). We ob-

serve a statistically significant improvement in completion rates in the conformant

group (represented by the red solid line) over nonconformant (blue dashed line)

– a Kolmogorov Smirnov (KS) statistical test reveals a p−value of 0.0171 (i.e., ¡

0.05) and a D statistic of 0.476. In particular, we note that there is at least 20%

improvement in the percentage of students who had an average completion rate of

zero – whilst 80% of the nonconformant students had a zero completion rate, only

60% of the conformant students incurred the same. Also, we note a marginal in-

crease in the overall task completion rate of 9% in the conformant group which is

3% more than the overall population. These results demonstrate a possible use of

such non-conformance prediction: a crowdsourcing platform aware of such users

could choose to preferentially recommend tasks to other users, thereby increasing

the overall task completion rate and the associated spatial diversity.

(a) Completion Rate
(b) Detour/Overhead

Figure 4.15: The difference in completion rates and detour incurred between the
Tasker users whose behavior at task assignment time were predicted to be either
“conformative” or “non-conformative”, for K = 4 (i.e., with a look-ahead time of
1 hour) and k = 2.
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4.6 Extending to the Outdoor Setting

In the previous sections, we have described and evaluated our central hypotheses

for predicting future non-conformance, in a predominantly-indoor urban campus.

Here, we extend our analyses to an outdoor, city-scale setting. Primarily, we hope

to understand whether the inherent differences between indoor and outdoor mobility

affect our capability to predict non-conformance.

Outdoor transit data: To study outdoor mobility, we exploit a public tran-

sit dataset from Singapore where each trip a commuter makes using the cashless

payment card, on buses or trains, is captured along with the origin and destination

station IDs and the corresponding timestamps. The dataset pertains to a period of

3 months from November, 2011 through January, 2012. In total, the dataset spans

300+ trips from over 5 million commuters, across 5000+ bus stops and train sta-

tions. For our analysis, we extract a set of 100-most frequent travelers (by total

trip count on weekends over the period–see Figure 4.16), as well as their respective

co-travelers (defined shortly, below). Whilst our indoor location data is updated

periodically (every 2-3 minutes), the transit dataset is event-driven, containing loca-

tion information only when a trip takes place. For the purpose of our analyses, we

extrapolate the point-to-point trip data to construct trajectories (i.e., xu,d, as defined

in section 4.1.2)– for instance, if a user enters stationA at t1, exits stationB at t2,

re-enters stationB at t3, exits through stationC at t4, then the users taken to have

stayed at stationA and stationB during t1 to t2 and t2 to t4, respectively.

Strength of Ties: As the social network information among commuters is also

unavailable in this dataset, we adopt an approach similar to [64]. Trips that originate

and terminate at the same stations within 20 seconds of each other at both entry and

exit, during weekends, are considered to be co-trajectories, and the respective com-

muters considered to be co-travelers. For the 100-most frequent travelers, we ex-

tract such ego networks where the pair shares at least 2 co-trajectories. The strength

of tie is then computed simply as the number of co-trajectories shared between the
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pair. We extract trajectories of 1024 travelers out of which 992 of them have taken

a trip on at least 21 days. However, unlike in the case of the indoor dataset, we

observe that a majority of travelers only have a single strong tie following this defi-

nition, and hence we limit our analysis to the top-1 tie alone.

LFNC Prediction: As outdoor mobility is less frequent (longer stay duration)

and outdoor location prediction is often at coarser granularity, we consider the lo-

cations of commuters at hourly intervals and at subzone level granularity1. More

specifically, we map the geo-coordinates of the stations (the start and end points of

a trajectory) to the corresponding subzone. To compute the deviation (i.e., the dis-

tance between the actual and expected trajectory), we sum up the Haversine distance

between the corresponding locations in the two trajectories. Figure 4.17 plots the

performance (AUC) for Modelnodev and Modelcombidev with k = 1. Similar to our

findings from the previous sections, we find that the deviations (from their normal

routes), experienced by a commuter and the single strong tie, prove to be a reason-

able early indicator of impending non-conformance – for instance, an AUC ≥ 0.85

is observed for K = 2 hours. This represents a significant ( 30%) improvement in

AUC over the deviation-unaware baseline, thereby demonstrating the power of our

method.

Figure 4.16: Distribution of number of
weekend trips taken by users during the
2-month observation period.

Figure 4.17: LFNC Performance with in-
creasingK (in hours) on the Outdoor Mo-
bility Dataset.

1https://data.gov.sg/dataset/master-plan-2014-subzone-boundary-web
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4.7 Discussion Points

Possible extensions: At present, the non-conformance predictor takes into account

routine defaults in the near past but is agnostic to the semantics of such routine lo-

cation visits. One such semantic aspect is the nature of the location, or the activity

that takes place at the location that an individual is expected to visit. For instance,

previously, in Figure 4.11b, we noted that the performance of the predictor is depen-

dent on the type of place – for e.g., between casual study areas and seminar rooms

with scheduled classes, the performance of non-conformance prediction is weaker

for the latter suggesting that despite routine deviations in the past, students are still

likely to attend scheduled/class-related activities/locations. Further, another seman-

tic aspect that could be considered is the nature of the relationship of individuals

who are expected to be at a location together. For example, an individual who is

less regular for large-meetings may be more regular in attending meetings where

another individual is at a supervising capacity. Hence, a potential extension of the

predictor would be to account for latent factors of both the spaces/locations and the

individuals, additionally.

Kth-likely Next Place Prediction: We have presently focused only on identi-

fying non-conformance–i.e., in making a binary declaration of whether a user will

visit the highest predicted location or not. By itself, this does not directly answer

the question: where is the user most likely to be instead? As a plausible alternative,

we can consider an expanded range of top-K (K ≥ 2) predicted locations, and iden-

tify an anomaly only if the user does not visit any of these K locations. It is likely

that such anomalies represent dramatic disruptions to the user’s regular mobility

pattern–e.g., a special annual concert on campus. It is unclear whether our hypothe-

ses of ‘temporal correlation of non-conformance’ and ‘homophily of anomalies’ are

valid for such rarer anomalies.

On a related note, we attempted re-casting the non-conformance prediction

problem as a NPP problem withK = 1, 2, 3, and4. We do so by considering the tra-
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Table 4.5: Comparison of Next Place Prediction performance under varying devia-
tion conditions with MC − 2.

Nall Nlow Nhigh Accall Acclow Acchigh
K = 1 1350 677 673 0.41 0.80 0.00
K = 2 1323 663 660 0.41 0.75 0.06
K = 3 1296 649 647 0.42 0.73 0.10
K = 4 1269 635 634 0.42 0.71 0.13

jectory deviation experienced by a user and his/her friends till the time of prediction

as a feature in predicting the next place, in addition to the conventional features such

as time of the day, day of the week and place (e.g., current and previous location

2nd order Markov prediction).

We first present the results for the NP predictor described in Section 4.3 (i.e.,

MC − 2 using which we compute the trajectory deviation which is then used as

input to the non-conformance predictor), in Table 4.5. We find that the accuracy,

the percentage of cases where the next place was correctly predicted, to be ≈ 40%

overall. Further, if we separated the data into cases where the user experienced

“low” or “high” deviation, based on (a) the user’s deviation alone, or (b) the user and

his/her ties’ deviation, we see that the predictor is able to offer improved accuracy

over the “low” deviation cases (≈ 80%). This is anticipated as low deviation implies

that the user has stuck to the expected or normal routine for that day.

Next, we train a Naive Bayes predictor with the time of the day, day of the week

and last two places visited by the user as the independent features and the next place

as the dependent feature (Baseline). Additionally, we consider the deviation (per

day) by the user alone and the user and his/her friends, as additional features. We

refer to this as the feature-enhanced NPP. We summarize the prediction results in

Table 4.6. We see that the additional features provide only a marginal improvement

over the baseline predictor. This brings us to the conclusion that even though it is

possible to predict when a user might deviate from his/her routine mobility behavior,

it may not be possible to predict where the user might deviate to, with the current

set of features that we consider.
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Table 4.6: Comparison of Next Place Prediction performance with/without devia-
tion as additional features.

Precision Recall Correct Predictions
Both User/Ties 0.652 0.652 65.19%
User only 0.66 0.66 66.04%
Baseline 0.659 0.659 65.88%

Table 4.7: Summary of LFNC Prediction Results using Different Classification Al-
gorithms.

Classifier K = 1 K = 2 K = 3 K = 4
AUC PrecisionRecall AUC PrecisionRecall AUC PrecisionRecall AUC PrecisionRecall

Decision Tree 0.809 0.863 0.8 0.812 0.861 0.815 0.791 0.828 0.795 0.776 0.801 0.779
Naive Bayes 0.832 0.794 0.78 0.828 0.791 0.779 0.806 0.768 0.761 0.791 0.758 0.751
Logistic Regres-
sion

0.841 0.86 0.812 0.843 0.857 0.815 0.82 0.821 0.794 0.805 0.795 0.777

Random Forest 0.843 0.853 0.813 0.845 0.852 0.816 0.827 0.82 0.796 0.814 0.795 0.779

Other Applications and Alternate Anomaly Metrics: We believe that the abil-

ity to predict upcoming episodes of anomalous movement behavior can benefit

many ubiquitous computing use cases, beyond the mobile crowd-sourcing applica-

tion studied here. One such example is in dynamic calendaring applications, which

can suggest schedule adjustments based on the attendance likelihood of participants.

Another such example is smart building energy management, where predictions on

the likely non-occurrence of regular meetings can help reduce energy consumption

via proactive HVAC control techniques [30]. Both these cases, however, require

more careful prediction of collective LFNC to determine the odds that multiple in-

dividuals will concurrently deviate from their normal mobility patterns.

Choice of Machine Learning Algorithm: All of our results presented to date use

the GBM classifier. To study whether our insights on LFNC prediction are robust to

the choice of classification technique, we conducted experiments (using the campus

indoor mobility dataset) with additional shallow classifiers. Table 4.7 summarizes

the key results for 4 different values of K (prediction window ranging from 15

mins—1 hour). We see that Logistic Regression and Random Forest classifiers

seem to perform slightly better than the alternatives. However, the GBM classifier

performs the best, achieving AUC of 0.9 for K = 1 (see Figure 4.8).
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Chapter 5

Emerging Work: Exploiting

Short-Range Mobility for

Collaborative Sensing on the Edge

The accelerated growth in availability and deployment of consumer-scale Internet-

of-Things (IoT) (e.g., cameras, microphone arrays & environmental sensors)

presents many opportunities for predictive analytics for smart cities and homes.

Consider the scenario where community areas of housing developments of a

futuristic ‘smart” city are equipped with a large number of network-connected cam-

eras. Such networked devices can potentially be used for sensing and analyzing

various outdoor human activities. For example, as we motivate in the Introduction,

they could be used, in the context of surveillance and public safety, to detect anoma-

lous activities such as theft, or fall detection in the elderly. Such continuous streams

of video data can also be used to further a city’s understanding of how its space is

utilized – for example, mobility behavior of the tenants of the housing estate can be

observed over time to infer the specific neighborhood locations from which patrons

visit–i.e., discover the local catchment profile. These applications require that the

video streams are processed continuously. However, such heavy-duty processing

often impose several resource bottlenecks.
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Accurate inferencing of perceptual intelligence tasks increasingly involves the

execution of computationally prohibitive machine learning (ML) pipelines – e.g.,

the state-of-the-art Deep Neural Networks (DNNs) for vision-based object detec-

tion require specialized, energy-hungry GPUs for low-latency operation. As a re-

sult, these devices (e.g., cameras) typically offload their computation to nearby,

resource-rich computational entities such as cloudlets (over WLAN) or edge com-

puting devices [106]. Whilst there are clear benefits to offloading computation,

such augmentation suffers from several pitfalls: (1) in a multi-camera scenario, the

sheer amount of raw video footage that needs to be offloaded can easily choke the

available bandwidth for communication, (2) the relaying of footage to the cloud(let)

and back can prohibit low-latency operation that is critical for certain classes of ap-

plications (e.g., tracking for surveillance), and (3) present edge computing models

operate in an isolated fashion – i.e., each sensor node effectively utilizes its individ-

ual allocated computing slice on the edge device, and thus does not take advantage

of the observations and intelligence that other nearby sensors possess.

However, a salient feature of these sensor-rich urban settings is that these sen-

sors are often deployed with varying degrees of redundant coverage–e.g., cameras in

buildings often have partially overlapping fields of view, implying that their sensed

data are implicitly spatio-temporally correlated. This, we believe, opens up previ-

ously untapped opportunities for enabling scenarios such as those described here.

We believe that through Collaborative Sensing, neighboring sensors can exploit

short-range human mobility information to optimize their sensing and inferencing

pipelines. For example, consider a scenario where two cameras located at consec-

utive intersections, a minute apart by foot. The first camera runs its heavy-duty

inferencing pipeline to detect that there are persons walking within its view. In

doing so, the first camera also captures characteristics or features of the detected

persons – e.g., histograms of color intensity within the bounding box of the de-

tected person that are less-computationally intensive to capture. Separately, due to

the movement of people between the intersections, it is also possible for the two
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cameras to learn over time, their spatio-temporal orientation – for e.g., based on the

information that a person X leaves the view of the first camera from the top-left

corner of the view at a particular time instant, it might be possible to predict the in-

stant of arrival (e.g., 50 seconds later) and location of the same person X within the

view of the second camera. Imagine a collaborative scenario where the pair of cam-

eras share such intermediate state information such as locations of bounding boxes,

timestamps and digests of the content (e.g., features, pixel values). Then, based on

the information received from the upstream camera, the second camera can merely

run the low-intensity processing of the image (e.g., color histogram) to do a simple

match to detect that person. Only if the confidence of such a match is found to

be low, then the camera can decide to run its full deep pipelines. Compared to the

current edge computing paradigm where cameras offload raw footage, this mode

of operation results in lower overhead to the communication infrastructure as only

light-weight information is being shared among collaborating peers. From a high-

level paradigm, this approach exploits inherent trade-offs between communication

and computation in such a distributed sensing infrastructure. While this adaptive

operation can potentially lead to savings in processing times, multiple peers can

also share their inferences for improved joint-inferencing accuracy.

In this chapter, I describe preliminary work towards realizing this vision. We

take the case of cameras with fully, or partially overlapping views, where the same

persons appear within multiple views, concurrently. This is a special case of the

collaborative scenario above where there’s no longer a need for predicting likely

locations and times of incoming person objects. Using person detection as an illus-

trative example, in the remainder of this chapter, I describe the following discoveries

which are important building blocks of the Collaborative Sensing Vision.

1. Improving accuracy: We investigate alternative architectures for joint infer-

encing between collaborating peer cameras/views. We introduce two archi-

tectures: (1) CSSD where inferences from a collaborator camera are passed
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along as additional input to a modified SSD pipeline, and (2) CNMS where

inferences from a camera and its collaborators are post-processed by an addi-

tional Non-Maximum Suppression step to output the final inference. We show

that by using a camera’s own view and a simulated peer view on CSSD, ac-

curacy improvements over 7-8% can be achieved for only a marginal increase

in processing latency.

2. Improving processing latency: Next, I show that by identifying and exploit-

ing redundancies in the SSD pipeline, a comparable inference accuracy can

be achieved in running only as little as the first of the 23-layer SSD network

(counting convolutional and fully connected layers alone) leading to a reduc-

tion of over 82% in processing time. I achieve this by identifying feature maps

in the intermediate layers that correspond the highest with the final inferences

of the pre-trained pipeline.

3. Optimizing for accuracy and latency: Further, I explore the possibility for

joint improvements in accuracy and processing latency. I explore techniques

for combining peer knowledge with the reduced version of the SSD pipeline

(which I refer to as SSD − 1 due to the early discard of the pipeline at layer

1) for minimizing loss in the dimensions and localization of the inferences.

The combined model (ESSD) achieves as much as 3-10% improvement in

accuracy whilst saving 82% of the processing time.

As part of ongoing work, as a crucial next step, the learned correlations in human

mobility, as observed by neighboring cameras, are being explored to extend the

above contributions to the generalized scenario consisting of a mixed deployment

of overlapping, as well as non-overlapping, but temporally correlated cameras.
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5.1 Preliminaries

In this section, I describe some of the state-of-the-art object detection pipelines and

the multi-view benchmark dataset that I use throughout this chapter.

5.1.1 Object Detection using Deep Pipelines

Earlier works in object detection typically employed sliding window approaches for

classifying and localizing objects in images. They relied on hand-crafted features

(e.g., Histogram of Gradients (HOG)[29], SIFT [80], SURF [17], integral channel

features [35], etc.) that are calculated over such sliding windows. Then a super-

vised, albeit shallow, classification algorithm such as a Support Vector Machine,

applied across the sliding window is used for detecting object locations. While

the combination of HoG and SVM was primarily used for pedestrian detection,

DPMs [42] further extended the detection task over more generic object categories.

This was considered the state-of-the-art for many years, bench-marked on the PAS-

CAL VOC dataset [40].

With the explosion of interest in deep neural networks (DNNs) in the last decade

and their suitability for computer vision tasks, object detectors with superior perfor-

mance have emerged. Earlier work on deep learning based object detectors ex-

ploited the idea of Selective Search [123]. In contrast to the sliding window ap-

proach which looks for objects across all locations in an image, selective search

focuses only on a selected set of regions. In the R-CNN [50] network, these re-

gions are extracted from region proposal networks (RPN). Improvements over R-

CNN [49, 100] were shown to achieve higher accuracies (of up to 66% mean av-

erage precision, mAP , on PASCAL VOC 2012). Later, Faster R-CNN [104] com-

bines the region proposal network and object localization into a single deep CNN

network achieving state-of-the-art performance of 75.9 mAP on PASCAL VOC at

the time.

The current state-of-the-art in object detectors are primarily “one shot detectors”
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with Overfeat [113] being one of the first to emerge. Recent detectors such as

YOLO [102, 103], SSD [79] are optimized for faster run times whilst preserving the

accuracy of detectors such as RCNN which make them ideal for online, real-time

needs. We take the SSD pipeline as our illustrative deep learner in this work with

VGG16 [116] as the base network (which acts as a deep feature extractor). Together,

the pipeline consists of a total of 23 convolutional and fully connected layers (with

other layers such as max pooling, normalization, etc. acting as intermediaries). In

the remainder of this chapter, we refer to these layers as Layer L from 1 to 23. We

build on the implementation of the Single Shot Detector (SSD)1, originally proposed

by Liu et al.[79] and implemented using a Keras port2 by Pier Luigi Ferrari.

5.1.2 Benchmark Data

We use video feeds from the the PETS 2009 dataset [43] that consists of the de-

ployment of eight synchronous cameras. The cameras are placed outdoors and they

capture pedestrian traffic under varying crowd density conditions. In most of our

experiments, we limit our focus to two of the eight views – View007 is considered as

the reference camera and View005 is the collaborator camera with respect to which

we report all our findings in later sections. We pick these two cameras as their

views share the highest overlap over all pairs of annotated views (see Section 5.4).

The manually annotated ground truth was provided by Xu et al.[130] for 5 views

(View001, View005, View006, View007, and View008). The videos were captured

at an approximate frame rate of 7 FPS and a resolution of 720 × 576 resulting in

a total of 795 frames per camera (3180 frames across the 5 cameras). I limit our

experiments to the “person” detection task alone.

1Available from https://github.com/pierluigiferrari/ssd_keras
2https://keras.io/

117

https://github.com/pierluigiferrari/ssd_keras
https://keras.io/


5.2 Opportunities for Collaborative Video Sensing on

the Edge

In this section, I describe two key observations for enabling collaboration and pro-

cessing at the edge between co-located cameras in dense deployments.

5.2.1 Correlations in Content between Co-located Cameras

As I described earlier, one key observation in camera deployments is that, typically,

neighboring cameras share overlapping views. Hence, ideally, a group of cam-

eras should be able to jointly process the images for better accuracy. For instance,

occluded objects in a view may be visible from other views and combining both

observations should lead to more accurate inferences. On the contrary, if a single

camera view is processed to detect objects within its own view, then other cameras

in the network shouldn’t have to re-do the resource-intensive computations, at least

for the parts of the view that there is significant overlap. In this subsection, I at-

tempt to quantify the presence of such spatio-temporal overlap between views in

the benchmark dataset.

I choose a pair of cameras (View007 and View005) from the PETS 2009 dataset

for illustrating this. Figure 5.1 shows bounding boxes of persons in the view of

“View007” that is (a) only visible to View007 alone, and (b) visible to both View007

and View005 (a neighboring camera), respectively. It is evident that there exists sig-

nificant overlap between the views – for instance, at least 72% of the persons boxes

appear in both views simultaneously, corresponding to a region of overlap of≈ 12%

of View007’s total area. In Table 5.1, I tabulate the overlap percentage of View007

with its neighboring cameras in the dataset. As I mention in the Introduction, while

joint processing of overlapping views does not directly use human mobility, it helps

establish the mechanics of collaborative inferencing. We anticipate that our future

work will leverage on these established mechanisms for cameras that are not re-
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(a) View 7 Only (b) Both View 5 and 7

Figure 5.1: Bounding boxes of persons in the view of a representative camera (Cam-
era #7 in PETS’09) (a) which were within the purview of only itself vs. (b) which
were in the purview of both itself and one of its neighboring camera (Camera #5 in
PETS’09).

View005 View006 View008
Total person instances 1867 1689 1741
Co-occuring person instances 2562 2762 3919
ROI area 11.52% 5.28% 20.86%

Table 5.1: Overlap of views in the dataset with the reference view (View007) in
terms of co-occurring person instances and overlap of area within the view.

stricted to overlaps spatially but have broader temporal correlation, and thus take

into account human movement behavior.

5.2.2 Interpretable Output from Intermediate Convolutional

Layers of Deep Pipelines

The state-of-the-art learners for vision tasks such as object detection are currently

all deep networks. During the training phase, input images go through a cascade of

filters (e.g., 2D convolutions) over multiple intermediate layers, while the optimal

weights of such filters are learned, iteratively, by minimizing the loss (e.g., cross-

entopy) between annotated ground-truth bounding boxes and the predicted boxes at

each iteration. One key aspect of such networks that we observe is that, despite the

depth, trained networks hold interpretable, useful information in intermediate lay-

ers. For example, in Figure 5.2, the activation values of the final convolution layer

of the VGG16 network (named as conv4 3) are visusalized – the VGG16 network

acts as the feature extractor, or base, network of the SSD architecture (amount-

ing to a total depth of 23 convolutional and fully connected layers). The figure
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shows two sample frames from View005 and View007, respectively, and activation

values from five hand-picked feature maps output by conv4 3. The network was

pre-trained to detect the 20 + 1 classes on the PASCAL VOC dataset. In the fourth

feature map (bounded by the red rectangle border), we note that the high valued ac-

tivations (marked in yellow) correspond well with the positions where the persons

are present within the two sample frames. This observation leads us to believe that

although execution through the “depth” of the learned network is vital to achieve

high inference accuracy (compared to shallow learners), the intermediate layers,

including the early layers of a deep network, may still contain useful information.

Further, in Figure 5.3, we plot the percentage completion of the deep SSD

pipeline executed (in terms of time taken), on the y−axis as the pipeline progresses

through its 23 convolutional layers (on the x−axis). I note that this particular net-

work is non-linear, and that for example, by the time the VGG16 feature extractor

completes execution, almost 70% pipeline would have finished running. This means

that if we hope to save compute cycles by early discard (i.e., intercepting the net-

work), the pipeline has to be interrupted by at least the 3rd convolutional layer to

save at least 75% of the execution. In the case of SSD, we note that this nonlinearity

exists due to the design of the architecture where it is composed of six prediction

layers that detect objects at progressively increasing scales which results in progres-

sively decreasing computations per layer.

In Figure 5.4, we plot similar execution timings of alternate, competing archi-

tectures for object detection – YoLo v2 and v3, respectively. Compared to SSD,

we observe that the execution times are more linear with increasing depth for YoLo,

especially for YoLo v3. This means that in order to achieve the same amount of pro-

cessing time, the depth to which the network could be run can be more compared

to SSD which may have implications for the accuracy with which we can infer at

the intermediate layers. Hence, identifying deep networks that are compatible with

the notion of “early discard” and profiling of depth vs. accuracy trade-offs of such

networks is an important future line of inquiry.
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The intermediate feature maps were extracted from the tenth convolutional layer of the
VGG base network that SSD300 utilizes. The feature maps marked in red show higher
correspondence to the “people” seen in the raw images.

Figure 5.2: The scene observed by two cameras, and representative feature maps
extracted at an intermediate layer of the SSD300 pipeline for View005 (top) and
View007 (bottom).

5.2.3 Key Challenges

In order to exploit these two key opportunities, the following challenges have to be

addressed:

1. Learn spatio-temporal correlations among devices/views: To exploit such

correlations, the individual camera nodes have to first discover such cor-

relations by sharing appropriate features from their underlying sensor data

streams with other camera nodes in the deployment.

2. Enable adaptive operation of ML-based frameworks: Based on context

shared from peers, the individual cameras should learn to adapt their execu-

tion at run time, to improve accuracy and/or processing latency.

3. Minimize bandwidth overheads: As IoT devices such as the cameras start

to share information amongst their peers, this could potentially pose network

bandwidth bottlenecks. Hence, the optimal information to be shared needs to

be identified which is useful but also minimizes the load on the network.
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Figure 5.3: The execution progress timings (as percentage of the total run time of the
full SSD pipeline) with increasing depth. The x-axis shows only the convolutional
and fully connected layers for brevity.

(a) YoLo V2 (b) YoLo V3

Figure 5.4: Execution progress of the YoLo object detectors with increasing depth.
The x-axis shows only the convolutional layers for brevity.

5.3 System Overview

In Figure 5.5, we illustrate our proposed system for collaborative sensing. The ar-

chitecture involves a central control node and a network of peer cameras. Node

X refers to a generic peer node which receives control commands from the Con-

trol Center and state information (e.g., inferred bounding boxes, statistical features,

etc.) from other peer nodes in the network. I summarize the roles of the individual

components below.

Central Controller: This module acts as the broker between peer camera

nodes. The controller could be a camera node itself, or a more resource-rich device
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Figure 5.5: Proposed Architecture for Collaborative Sensing on the Edge

such as a cloudlet [106, 107] like we discussed, previously. The module frequently

receives inference results and state information from the other peer nodes to perform

several functions. It acts a match-maker by discovering which nodes should collab-

orate, based on the longitudinal observations of the individual camera’s detections

and the resulting correlations. In Section 5.4, we describe one such methodology

to use such correlations to establish the orientation or mapping between views. It is

also in charge of setting and updating the mode and various other configurations of

the network – for instance, I discuss two alternate modes of collaborative operation

in Section 5.5 that enables a camera to utilize additional information from its peers

to improve its inferencing ability. In Section 5.6, I describe configuration param-

eters such as the depth to which cameras should run their DNN pipelines and the

choices of feature maps that allow them to make the most accurate inferences that

the Controller learns over time.

Peer Nodes: We assume that each peer node has processing capabilities on-

board (e.g., CPU or a mobile Vision Processin g Unit (VPU)) that allows them to

execute full, or partial, DNN pipelines. The peer nodes directly exchange send/re-
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ceive state information to/from chosen peers. Depending on the mode of operation,

the nodes use the information from peers as input, in addition to the node’s own

view of the scene, to run collaborative DNN pipelines. The nodes consist of two

data stores: (1) the Neighbor Registry which contains look-up information on local

addresses of collaborating peers, additional information such as the peers’ reputa-

tion scores [128], etc. and (2) the Space-Time Alignment Mapper which consists

of information key to translating inferences of a peer’s view to a node’s own view.

The Event Distributor in the node acts as a scheduling service – for instance, for a

person predicted to arrive at a future time instant (using peer inference), the distrib-

utor marks the relevant information such that the node uses it only at the appropriate

moment in future.

5.4 Spatial Mapping Between Views

In order for the cameras to collaborate, a prerequisite is in learning the mapping

between the coordinate systems between the pairs of views. Existing techniques

such as homography transformation [55] provide a way to map coordinates from

one view to another under the assumptions that the world scene is planar, or that the

two views are generated by a camera rotating around its center. However, as these

assumptions do not hold true in our case, we propose here an alternative approach.

We rely on the ground-truth annotations provided to match the same individ-

ual across two views. Then, we generate a dataset which consists of only per-

son instances that occur across both views simultaneously and within the overlap-

ping Region-of-Interest. We train four regressors where the independent variables

are: (1) bottom y−coordinate (representing the ground plane, ymax), (2) middle

x−coordinate (midx), (3) width and (4) height of the bounding boxes appearing in

the collaborator camera (for e.g., View005). The dependent variables are the same

4 attributes of the bounding boxes in the reference camera’s view, one for each re-

gressor. By trial and error, we find that while the ymax and xmin values can be
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View005 View006 View008
Adjusted R2 (xmid) 0.977 0.981 0.993
Adjusted R2 (ymax) 0.961 0.915 0.988
Adjusted R2 (width) 0.946 0.982 0.991
Adjusted R2 (height) 0.963 0.732 0.986
Overlap ratio 0.764 0.628 0.741

Table 5.2: Goodness of fit of the learned regressors for estimating bounding boxes
from View005, View006 and View008 to View007.

estimated sufficiently accurately with single order regressors, the latter two require

higher order polynomial representations (e.g., of order 2).

We randomly split the dataset into 80% training and 20% test, and use the train-

ing set to estimate the regression coefficients. For the remaining frames in the test

set, we essentially estimate the bounding boxes in View007’s view using inferences

from View005 using the four regressors. To measure the correctness between the

estimated and actual bounding boxes, we measure the overlap ratio (measured as

Intersection-over-Union). In Table 5.2, we tabulate the adjusted R2 values of the

trained regressors and the average overlap ratio on the test set for the different col-

laborator views with the reference view, View007.

We observe that in all except one case the R2 values are above 0.9 meaning

that 90% of the variance in the reference camera’s coordinates can be explained

through the collaborator camera’s bounding box coordinates. Moreover, the average

overlap ratios are above 0.7 for View005 and View008 which is considered high –

for instance, as we describe in Section 5.5, state-of-the-art object detectors use 0.7

as the threshold above which bounding boxes are assumed to be the same in the

post-processing step of Non-Maximum Suppression.

We recognize that the mapping step requires high accuracy for the collaboration

mechanism to be advantageous. Erroneous mappings can lead to worse performance

than what an independent camera might be able to achieve by itself.
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5.5 Collaborative Inference with Peer Nodes

In the baseline operation of the SSD pipeline, each camera first executes it’s people

detection algorithm–i.e., it feeds each input frame to the DNN to output a set S,

representing a set of people objects, along with the rectangular bounding box coor-

dinates for each of these objects. The SSD pipeline accepts raw image pixels as in-

put and generates multiple feature maps at different scales, which are subsequently

provided to a downstream regression and classification network for (a) detecting

object classes, (b) computing bounding box coordinates and (c) deriving the associ-

ated confidence scores. Finally, the network combines these outputs from multiple

feature maps to execute the Non-Maximum Suppression (NMS) step. NMS is used

to avoid over-counting: it identifies bounding boxes that have significant spatial

overlap and effectively unifies them into a single bounding box (corresponding to

the one with the highest confidence value). In practice, such unification is per-

formed by computing the Intersection over Union (IoU) metric, which is defined

as: Area of Overlap/Area of Union, and which effectively describes the fraction

of the area that is common to a pair of bounding boxes. Two boxes are declared to

be equivalent if the IoU value exceeds a minimum threshold (e.g.,≥0.7). Then, the

inferred output is the remaining bounding boxes post-NMS.

For the collaborative operation, we explored two different architectures, as il-

lustrated in Figure 5.6. In both designs, we first require that the inferences from a

camera are transformed to the coordinate system of the collaborating camera (for

e.g., as described in Section5.4).

5.5.1 Collaborative Non-Maximum Suppression (CNMS)

As mentioned before, Non-Maximum Suppression (NMS) is a post-processing step

that suppresses (eliminates) bounding boxes that are deemed to be redundant. The

CNMS approach performs collaborative fusion only by modifying this final NMS

stage of the DL pipeline). As illustrated in Figure 5.6a, CNMS takes the output
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(a) Collaborative NMS (b) Collaborative SSD

Figure 5.6: Architectures of (a) Collaborative NMS vs (b) Collaborative SSD mod-
els

bounding boxes of the SSD and modifies the output confidence value taking into

account the overlap with bounding box coordinates obtained from each peer cam-

era. Intuitively, CNMS will assign higher confidence scores to the bounding boxes

(of the reference camera) that have high spatial overlap with the peer-generated

bounding boxes. More formally, we first convert peer-generated bounding box co-

ordinates to reference camera coordinates. Let us assume peer camera generates

m bounding boxes of P = {p1, p2, ...., pm}, while reference camera generates n

bounding boxes R = {r1, r2, ...., rn} with n corresponding confidence scores rep-

resented by C = {c1, c2, ...., cn}. We then compute IoU(pi, rj) for all i ∈ [1,m]

and j ∈ [1, n]. If IoU(pi, rj) > 0.8, then we assign a new confidence score

cj
new = (1 − α) ∗ cj + α ∗ IoU(ci, rj), where α = 0.2. Similarly, we execute

the same confidence update procedure for multiple cameras and then we run the

NMS step on this updated confidence scores.

5.5.2 Collaborative SSD (CSSD)

Unlike the CNMS approach, the CSSD technique modifies the structure of the SSD

pipeline itself. Figure 5.6b illustrates the high-level CSSD approach: the input to the

DNN is not just the individual video frames from the reference camera, but also an

additional input mask with probable locations of objects (as indicated by the collab-
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orating peer cameras). Assume that the peer camera generates m bounding boxes

P = {p1, p2, .., pi, .., pm} where pi = (xi
min, yi

min, xi
max, yi

max) (coordinates of

the top left and bottom right of the bounding box). We then initialize the input mask

of size (300, 300) with zeros. Assume pixeli,j denotes pixel value of input mask at

location (i, j). Then ∀ pk(k ∈ [1,m]), assign pixeli,j = 1, if xkmin < i < xk
max

and yk
min < j < yk

max. In effect, we complement the 3 channels of a regular

RGB image with N additional channels (each a grayscale object mask from one of

N collaborating cameras), creating an input image of N + 3 channels. Similarly,

we do the same computation for multiple peer-cameras. Finally we pass the video

frame from the reference camera concatenated with the computed input mask into

the CSSD DNN network (see Figure 5.6b).

Contrary to the case of CNMS, the latter requires the SSD network to re-trained

from scratch – as the input structure of the network is altered. To compare the

performance of the collaborative models over the baseline in terms of accuracy,

we conduct a simulation study. We considered all 3180 annotated frames in the

dataset (from cameras 001, and 005 to 008) as image frames from the reference

camera, and randomly perturbed versions of the corresponding ground-truth anno-

tations (makred as bounding boxes) as the input from a “neighboring” camera. We

tabulate inference accuracy under two the different designs in Table 5.3. These per-

turbations were random manipulations of the four coordinates of the ground-truth

bounding boxes (xmin, ymin, xmax, and ymax) by 0 to 2 pixels (with equal prob-

ability) for half of the frames chosen at random, designed to simulate errors result-

ing from the coordinate mapping procedure. We see that the joint inference among

the simulated peers lead to at least a 5 to 12% improvement in accuracy. However,

we emphasize that this result is achieved only through a simulation. Later, in Sec-

tion 5.7, we find that the accuracy improvement achievable, with inferences from

actual peer cameras that are spatially mapped to the reference camera’s view, was

only marginal (≈ 3% with CSSD) – this is in part due to the susceptibility of the

network to the inaccuracies in the spatial mapping.
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Baseline CNMS CSSD
Accuracy/F Score 70% 75.5% 82.5%

Processing Latency 80ms 100ms 85ms

The processing latency values were recorded on Raspberry Pi 3 B+a running the DL exe-
cution on the Movidius Neural Compute Stickb.

ahttps://www.raspberrypi.org/products/raspberry-pi-
3-model-b-plus/

bhttps://www.movidius.com/solutions/vision-
processing-unit

Table 5.3: Comparison: CNMS vs CSSD

5.6 Early Discard of the Deep Pipeline

While we explored the opportunity to collaborate for improved accuracy in the pre-

vious section, here we focus on the possibility to improve on processing time by

exploiting the redundancy within the deep pipeline.

As we speculated earlier, we believe that feature maps from intermediate layers

can help in revealing inferences in the early layers. In order to discover feature maps

at each layer that correspond the most to the final inference, we do the following:

1. For a selected frame(s), we compute the binary mask of activations for each

feature map (fmap), at each convolutional layer of the network. We take

the output of each feature map, re-target it such that the resulting resolution

is the same as the original image, and mark the pixels with values greater

than the 80th percentile of the map with “1”s and the remainder with ”0”s.

Re-targeting will require interpolation as the resolution of the feature map is

usually lower than that of the original image.

2. Then, for each binary fmap, we compute the correspondence with the final in-

ference which is also a binary image with pixels within the detected bounding

boxes marked with ”1”s, and the remaining areas with “0”s. The correspon-

dence is calculated as the Intersection Over Union (IoU) of the ”1”s in the

two binary masks.
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3. Finally, for each layer, we pick the fmaps with the highest correspondence as

the “best fmaps”. These outliers are detected as those with IoU ≥ 1.5*inter-

quartile range over the third quartile. In Figure 5.7, we provide a bar plot of

the IoU values at each convolutional/fully-connected layer for the SSD net-

work. We also note that the middle layers contain the fmaps that correspond

the most to the final inference although the initial layers also contain a few

fmaps that correspond with IoU ≥ 0.1.

Figure 5.7: Distribution of IoU values of intermediate featuremaps at every
convolutional/fully-connected layer of the SSD pipeline, against the final inference,
for a sample image.

Now, in Figure 5.8, we plot the intermediate output of these chosen fmaps at

each layer, averaged out. We observe that even at the early layers (e.g., L = {0, 1}),

the fmaps are able to uncover parts of the image corresponding to person objects.

The activations associated with the background scene (e.g., trees behind) are easily

eliminated using an appropriate background subtraction method.

This observation leads us to believe that a simple blob detection routine applied

on these intermediate outputs can match the output of the SSD pipeline. We refer

to this improvised model as SSD − l where l represents the lth layer. The routine
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Figure 5.8: Intermediate activation values averaged over the chosen “best” fmaps
for selected layers through 1 to 23.

is as follows:

1. Run the deep pipeline till Layer L, and compute the average mask of the

chosen best fmaps from the previous stage.

2. Similarly, compute the average mask of the background image and perform

background subtraction.

3. On the resulting image, perform blob detection and output as bounding boxes.

However, we note that an artefact of the blob detection process is that it would

not be able to distinguish between individual persons appearing close together – i.e.,

their bounding boxes would be overlapping, and the detector would be declaring

them as a single person as opposed to many.

5.6.1 Improving Accuracy through Collaboration

To overcome the loss of precision from the previous step, we propose ESSD. One

of our main observations from the blob detection stage is that the output (i.e., from

SSD − l)) is perfectly accurate in terms of localizing person objects. For the same
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frame, if we relied on the regressed bounding boxes from a peer’s inferences (see

Section 5.4) within the common ROI, we see that although the localization suffers

from errors, the dimensions of the detected person boxes are accurate. Hence, we

devise a rudimentary dimension adjustment routine to combine both inputs as fol-

lows:

1. For each frame, we take bounding box coordinates from SSD − 1.

2. Then, we compute the average dimensions (height and width) of the bounding

boxes from the peers, translated to the reference camera’s view.

3. Height adjustment – bounding boxes that are at least Th = 50% less than

the average height of the peer inferences are considered as candidates for

“merging”. Such candidates that are vertically aligned (with an error margin

of 10 pixels, for example), and are within half the average height apart are

merged and the bounding box coordinates are revised. The process continues

iteratively.

4. Width adjustment – bounding boxes that are at least Tw = 50% wider than

the average width of the peer inferences, are considered as candidates for

“splitting”. Such candidates are split into two separate bounding boxes, and

the process continues.

In Section 5.7, we share results in the improvement in accuracy of the ESSD

model over the baseline as well as the other models.

5.7 Evaluation

In this section, we present findings from improvements in accuracy and processing

latency by using our approach. All experiments were run on a Intel Xeon server with

128 GB memory and up to 14 processors – but the experiments utilized a single core

used for processing to mimic a typical edge node.
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Full view Within ROI Only
Precision Recall F-score Precision Recall F-score

Full SSD 95.72 56.98 71.44 93.76 52.38 67.21
SSD − 1 82.86 63.28 71.76 85 59.27 69.94
ESSD 83.86 66.64 74.26 87.05 66.69 75.53

Table 5.4: Comparison of Person Detection Accuracy

5.7.1 Accuracy

In Table 5.4, we tabulate the person detection accuracy under various modified con-

figurations of the SSD pipeline. Full SSD is the baseline where the full pipeline

is run without any modifications. On View 007, the SSD achieves an F−score

of 71.44% over the entire view, and 67.21% while only concentrating on the ROI

which overlaps with the collaborator, View 005’s view. The second row corresponds

to SSD − 1 where the SSD pipeline is executed only till the convolutional layer

which achieves comparable accuracy. However, we note here that the precision of

SSD − 1 is at least 12–13% over the baseline whilst achieving a better recall. This

is an artefact of the sensitivity of the blob detector as we describe previosuly.

Finally, the third row corresponds to the dimension–adjusted blob detection

(ESSD) inferences enabled via collaboration. Compared to the baseline we see

at least a 3% improvement in F−score over the entire view, and a more significant

8% increase within the ROI. In summary, we see that by including information from

collaborators’ inferences, that the accuracy can be improved.

We also note thatCSSD which is optimized for higher accuracy (but take longer

processing time than the baseline SSD) achieves only a marginal improvement in

accuracy over the baseline (F-score of 73.3%) under real conditions.

5.7.2 Processing Latency

While we see an improvement in the overall accuracy through collaboration, the

ability to infer at an earlier stage of the SSD pipeline also significantly reduces the
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Processing Step Processing Latency
Baseline: Full SSD 427.96
Our Approach: ESSD 78.99

SSD till Layer 1 (SSD − 1) 48.9
Fmap mask generation 15.83
Blob detection 0.45
Regression X 4 10.76
Dimension correction routine 3.05

Our approach provides greater accuracy at ≈ 82% reduction in processing time. The pro-
cessing times of the individual steps of the pipeline are captured from row 4 onwards.

Table 5.5: Average processing latency (in milliseconds) of running person detection
using the baseline SSD vs. our approach.

processing latency.

In Table 5.5, we tabulate the run time of the full SSD pipeline (row 1) against

our approach (row 2). We see that the modified pipeline only takes 79 msecs, on

average – this is a 82% reduction compared to the baseline (≈428 msecs). In the

bottom rows, we tabulate the average run time of each of the individual steps of

our approach. Although, theoretically we expect the run time of running SSD − 1

(i.e., conv11) should only 1% of the full SSD pipeline (see Figure 5.3), in reality we

only achieve a 89.55% savings (and not 99%). We believe this is in part due to the

inner workings of the Keras wrapper that we use in our implementation, and a native

implementation may allow for additional optimizations. Out of the remaining steps,

the average mask generation and the regression take the next most highest run time.

Since we run four separate regressions to detect the top-left corner coordinates,

width and height, the time is multiplied by four. At Layer 1, the number of feature

maps chosen as “best” is ≥ 5, currently. However the deeper in the pipeline we

execute, it might be possible to choose fewer fmaps (see Figure 5.7 where the IoU

increases towards the middle layers) for obtaining comparable inference accuracy.
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5.7.3 Memory Requirements

By discarding the pipeline early, the deep model is now required to only execute the

first few layers. Which means that only the weights corresponding to those early

layers need to be loaded into memory for execution which is especially useful for

devices (such as the Raspberry Pi) with limited computing resources. In Table 5.6,

we record the size of the weights in memory and the number of parameters/weights

involved for Layers 1 through 23 (i.e., corresponding to the 23 convolutional and

fully connected layers). For instance, L = 3 refers to running the model till L = 3

which includes ALL layers till then (including max pooling, normalization, etc.).

As such, ESSD only requires 27.36 MB in memory which is 81.5% reduction

compared to the baseline, allowing it to run 82% faster for comparable accuracy, as

we saw previously.

5.8 Open Issues and Challenges to Be Tackled

In this chapter, I introduced the paradigm of collaborative sensing and how the

redundancy in the sensed signals, across multiple sensors, can be exploited for im-

provements in the operation of the sensing architecture. In this preliminary work,

I show early evidence of various possibilities to improve (a) the inference accu-

racy through collaboration, and (b) cut down on the processing latency of deep

architectures using run-time optimizations, on videos from cameras with partially

overlapping views. A key open challenge is thus extending these optimizations or

building blocks to scenarios where such cameras do not necessarily possess overlap

amongst them, but are merely correlated temporally due to close proximity. In such

scenarios, we would thus require the explicit modeling of the short-scale mobility of

moving subjects (e.g., humans for the person detection task). While the redundancy

across cameras are assumed to be simultaneous in the current evaluations (due to

the overlapping nature of the views where the same person appears across two cam-
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Depth of In-Memory Size Number of
Model of Model (MB) Parameters
conv1 1 27.36 1,792
conv1 2 50.40 38,720
conv2 1 67.68 112,576
conv2 2 79.20 260,160
conv3 1 87.84 555,328
conv3 2 93.60 1,145,408
conv3 3 99.36 1,735,488
conv4 1 103.80 2,915,648
conv4 2 106.75 5,275,456
conv4 3 109.71 7,635,264
conv5 1 111.19 9,995,072
conv5 2 111.93 12,354,880
conv5 3 112.67 14,714,688
fc6 114.89 19,434,304
fc7 116.36 20,483,904
conv6 1 116.73 20,746,304
conv6 2 117.39 21,926,464
conv7 1 117.44 21,992,128
conv7 2 117.54 22,287,296
conv8 1 117.55 22,320,192
conv8 2 117.56 22,615,360
conv9 1 117.57 22,648,256
conv9 2 117.57 22,943,424
Full 121.68 26,285,486

Table 5.6: Memory footprint of the deep learning model with increasing depth.
conv–convolutional layer, fc–fully connected layer.
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eras at the same time), in the extended scenario, the modeled temporal correlations

would then be required to predict when a person appearing in one camera’s view

will appear in a nearby camera’s view at a future time. Nevertheless, the designs

presented in this current work form the basic building blocks for such future work.

Below I outline some of the other open challenges in realizing this proposed work.

Scheduling, synchronization and unified inference: In a multi-camera net-

work, the spatial and/or correlations of a camera with its neighboring cameras vary.

For instance, the scene observed by a single camera will be a combination of (a)

deterministic regions of interest shared by its neighbors with partially overlapping

views, (b) probabilistic, future points of interest from its neighbors that are tempo-

rally correlated, and (c) regions that are only visible to the camera itself. An open

challenge here then is in selectively triggering deep/shallow execution pipelines to

piece together a final inference based on the combined observations in such a man-

ner that the overhead in collaborating is kept minimal in comparison to the savings

from avoiding redundant, complex computations.

Discovering collaborators: In this preliminary work, we assume that the cam-

eras know a-priori which other cameras exist on the network and which cameras

are candidates for collaboration (e.g., from the geographic positioning of the cam-

eras, or ground-truth annotations of identified persons appearing across cameras).

However, in practical deployments with a large number of cameras, collecting such

manual annotations may not be scalable. A potential direction would then be for the

cameras to run person re-identification networks [120, 56] to automatically detect

the presence of the same person across multiple cameras (and perspectives) as sub-

stitutes for such annotations. Based on high confidence, longitudinal observations

of such cross–camera person re-identification, spatial and temporal correlations can

then be established to identify “collaborators”. Such a self-learning, self-calibrating

property would be highly appealing for large-scale, dense environments.

Generalizing to other Deep Models: In the current work, I present findings

from experiments on the state-of-the-art SSD object detector. However, as I show
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in Section 5.2, competing detectors have differing processing latency vs. network

depth profiles. Investigations into the types of deep models that are compatible with

operations such as early discard need to be explored.

Generalizing to other sensor modalities: In the current chapter, I discuss col-

laborative operation only in the context of video sensing, that requires deep neural

network execution. However, opportunities for collaboration under different set-

tings including various sensor modalities and execution complexity (e.g., shallow

SVM-based prediction) warrant further investigations.
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Chapter 6

Literature Review

In this chapter, I provide a summary of literature related to the key contributions

of this thesis. I begin with an account of prior work that looks at business survival

through traditional means (e.g., financial data) as well as through the use of social

media, and a brief description of works that use a combination of data sources to

study various urban problems (e.g., gentrification). Next, I provide a summary of

works that have looked at modeling mobility, at various scales, for problems such as

predicting the next place. Finally, I end the chapter with a brief summary of recent

literature on edge computing, in particular, of those that provide early examples of

collaboration, or cooperation, between edge nodes.

6.1 Use of Disparate Mobility Data in Land Use Stud-

ies

Retail Business Performance and Demand: Between 2004 and 2014, Parsa et al

[99, 98, 96, 97], published a four-part series on Why Restaurants Fail. In [99], based

on a quantitative study of 2400+ restaurants in Columbus, Ohio, followed by a qual-

itative study on restaurant owners who succeeded/failed, they present a framework

for survival, composed of 4 main areas: environmental factors, family life cycle,

internal factors and growth stage of the restaurant. In our work, we focus on the
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environmental factors aspects, extending the study to explore a variety of aspects,

in addition to the 4 factors the authors focused on – i.e., location (at the ZIP level),

restaurant density at the ZIP level, whether the restaurant is privately owned and is

a franchise. They provide useful empirical evidence that the restaurant industry is

especially vulnerable in the early years with the highest mortality observed in the

first year of operation. We build on this work to explore a variety of features, at the

time of entry, for new/planned venues, and further explore the utility in using visitor

information in improving the understanding of survival.

The closest to our work, is the analysis presented by Lei Wang et al. in [126].

Similar to our work, the authors explore the use of LBSNs in predicting the sur-

vival/failure of food establishments using a set 600+ restaurants in NYC over a 6

month period. The authors study the improvement customer visit information can

provide accrued via check-ins publicly crawled. In particular, they investigate the

influence of 5 business characteristics (number of competitors within a 3 mile ra-

dius, competitors with specials, price range and rating) and average daily check-ins

of the restaurant and its competitors, and the trend of the average daily check-in

growth, respectively. They report a number of significant findings including that

considering the check-ins information of a restaurant and its neighbors, reduces

the misclassification rate from 30% to around 10%. They also conduct a series

of robustness checks where they vary the size of the hold out sample, change the

threshold on what defines business failure and the size of the neighborhood. They

report that beyond a radius of 1 km the influence of neighbors saturates. To de-

tect the presence of nonlinear relationships across the covariates, the authors train a

neural network with a single hidden layer and a varying number of units in the hid-

den layer and find that the minimum AIC/BIC occurs with zero units in the hidden

layer, translating that the covariates do not exhibit any complex relationships. How-

ever, our work differs from this work in a number of different ways: (1) in what

constitutes failure – in this work, failure is defined as a decline in performance;

any restaurant that received less than 1 check-in per day (on average) in the last
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3 months of the dataset is considered as a failed venture whereas in our work, we

consider a restaurant to have failed if it has in fact closed for business, (2) we con-

sider two scenarios explicitly – first, for venues that are yet to begin operation, i.e.,

those venues that don’t have any check-in information as yet, we investigate the in-

fluence of a variety of geographic and mobility features in impacting the likelihood

of survival within the first few years of operation. In other words, we try to answer

the question, how much does the environment and timing a venue starts in affects

the chances of survival in its early years, given that studies have shown that the

longer a venue lasts, the better its chances of survival are and that the early years

are the most vulnerable citeparse01 and second, for venues in operation, how much

does the knowledge of checkins help understanding survival rates. Between the two

works, we make a unique distinction in the fact that we consider those venues that

have in fact started operation and are within their first 5-6 years of operation. (3) We

extend our analyses to multiple cities around the world to understand the influences

and extent of the different factors. The authors report a misclassification rate of 10%

– however, due to the high imbalance in the number of restaurants that are declared

as alive and failed (i.e., 90% vs 10%), even at a low misclassification rate, the preci-

sion and recall of the failed class becomes a low 72% and 66%, respectively, which

is comparable to our results that use only geographic information (without the use

of any checkins/visits).

Demand of Retail Businesses: A number of recent works have emerged since the

proliferation of location-based social networking platforms in studying how mod-

ern economies and businesses prevail. In a 2015 study [92], the authors present a

first-of-its-kind study which studied 100 cities around the world in terms of their

place networks, temporal evolution (i.e., new venues being added and the change in

transitions between venues), and their similarity/dissimilarity to other well-studied

networks such as social networks and the WWW. They go on to build a link predic-

tion model, an extension to well-studied gravity models, that essentially predicts at

a future time snapshot, whether visitors to a particular venue, are also likely to visit
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another venue of interest. Further, in [72], the authors provide empirical evidence

to how LBSNs can help find optimal store placements based on a multitude of geo-

graphic (e.g., neighborhood, competitiveness, attractiveness of a neighborhood to a

particular store category) and mobility features (e.g., inter- and intra-neighborhood

transitions). They assume that the optimal placement for a venue is the location

which can draw the most amount of checkins or footfall. However, the study is

limited to three well-established retail chains and considers the number of checkins

from the entire period of observation. Our focus is different in that, we (1) consider

all types of venues (not just established venues with multiple outlets), (2) attempt to

understand the longevity of the business, and (3) consider both cases where the visit

patterns or, footfall, to the venue is known or unknown. More recently, in [28], the

authors study a different aspect of business; whether certain categories of businesses

cooperate or compete with other close-by businesses in the same category. Once

again, the study is situated on the assumption that the business ecosystem has not

changed within the 4-year observation period, and does not account for businesses

that closed down during the same period. Further, in [36], the authors present a

study on predicting the stable demand of a new venue from past visitation patterns

of existing venues of the same category that are situated in the same ward, and/or

wards that are found to be temporally similar. Our problem is different to this line

of work as the focus is on estimating the longevity of new and existing venues, and

not on the hourly/weekly demand patterns.

Use of Heterogeneous Mobility Sources: Recent works have also exploited

the availability of spatio-temporally dense venue-level data, from social media, in

understanding a myriad of pressing urban issues. In [57], the authors carry out a

study on gentrification in the wards of London, and more recently in [135], the

authors study the impact of cultural investment (e.g., new stadiums/museums) on

the businesses and venues in proximity to those new investments. Further still, in

works such as [47], a study on the long-term and short-term impact of large-scale,

albeit transient, events. The authors present the case study of the London Olympics
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which was held in 2014 where they provide empirical evidence of how local retailers

benefited by the increase in footfall to the event-related areas.

Fusion of Social Media and Sensor Data in Urban Settings: In this work, we

exploit the combination of both physical (e.g., related to the transport infrastructure

of the cities) and social (e.g., related to the social relationships of users to venues

and the voluntary, location checkins of users in social media platforms). Works

in the recent past have studied the fusion of the two types of sensors in different

domains. In [85], a vision for socio-physical analytics is presented which outlines

challenges and opportunities in fusing the two. Further in [117, 41], the authors

offer a rudimentary framework for fusing multiple types of web-based sensory data

using the concept of an Emage, bringing heterogeneous data to a single scale using

space and time boxes along with examples of extending the framework for popular

operations such as addition, etc., and demonstrated its efficacy on a number of use

cases in event detection in urban settings. Moreover, in [48], traffic anomalies de-

tected using physical traffic sensors are matched spatio-temporally with anomalies

detected on social media (i.e., unusual volumes of keywords) to clarify the cause or

source of the anomaly. More recently, in [65], comparisons, across the two types of

sensors, in the efficacy of detection and spatio-temporal localization of urban events

are presented.

6.2 Personal and Collective Mobility

We first provide brief surveys of the body of knowledge on predictability of mo-

bility and next place prediction from the literature, and then describe briefly, recent

work that describe the interdependence of social ties and mobility, as well pointers

towards context-aware crowd-tasking systems, which we use as a case study in this

work.

Predictability of Human Mobility: While the ability to predict where a user

will be next has many potential applications, works such as those of Song et al.
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[118], Lu et al. [81] and Jensen et al. [66] have focused on quantifying the theoret-

ical bounds of the predictability of human mobility. If mobility is not intrinsically

regular or predictable, then the performance of next place prediction algorithms,

however complex, will be limited. A natural choice for measuring randomness is

entropy – Song et al. [118] use hourly mobility records of over 50,000 users to quan-

tify (1) Srand which is the entropy computed considering only number of different

locations a user associates with, (2) Sunc which computes the entropy of a distribu-

tion over the different locations a user has been to and their associated frequency

of visits, and finally, (3) Sreal which considers both the frequency of visits and the

sequence in which the locations were visited. Sreal is computed as the Lempel-Ziv

compression with the length tends to infinity. Using Fano’s inequality, the authors

derive an upper limit Πmax where Π is the probability of guessing the next location

correctly with any algorithm. Further still, they discuss a lower bound R which

captures the probability of the most likely location of a user during an hour of the

day over a week. The authors make the key observation that mobility, taking into

account past observations of frequency and sequence of visits, has very high median

predictability (i.e., 93%) with significantly less variability across users, compared to

using temporally uncorrelated location history. The authors investigate further the

influence the distance traveled by users (through the radius of gyration) and demo-

graphics such as age and gender on predictability. Interestingly, even for users with

high travel distances, the predictability remains high. While Song et al. [118] inves-

tigated outdoor mobility, Jensen et al. [66] study both outdoor (i.e., GSM and GPS)

and indoor (i.e., via WLAN associations) by instrumenting the smartphones carried

by 14 participants in Denmark. Whilst the GSM and WLAN records were sampled

at faster rates (e.g., minutely), GPS, due to its large energy drain was sampled only

2-3 times every hour. Following from Song et al.’s work [118], the authors quan-

tify the maximum predictability of mobility both indoors and outdoors; they find

that even though the peak maximum predictability indoors is comparable to that of

outdoor mobility, the variability across users is high. A key observation however
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is that the authors look at indoor mobility at the WLAN association level, and not

at a location around it, whereas for many meaningful applications, localization to

up to room level (e.g., 6- 8 meters) is sufficient. Hence, in our work we explore

the modeling of mobility at the room level and floor level. The authors also explore

different time scales and find that 3-4 minutes gives the best performance although

the reason for this is not well-justified. More recently, Lu et al. [81] explore the

use of Markov chains of increasing orders to investigate whether the theoretical

maximum predictability is achievable practically. They rely on another large scale,

outdoor mobility data set to show that Markov Chains of order 2 reach comparable

accuracies to the theoretical maximum, and further note that the accuracies surpass

the theoretical maximum for non-stationary trajectories (identified using the Gewek

diagnostic). However, in this work, the authors consider a loose definition of a

user’s trajectory where they consider only the last recorded location of a user as the

user’s location for the day and the trajectory being composed of daily locations – we

believe that the achievable predictability with such a definition whilst high, would

have reduced practical benefits.

Modeling Mobility: Many works in wireless systems have investigated the

practicality of predicting the next cell or location a user or mobile device is likely

to be next. One of the earliest works was Reality Mining [37] with about 50 users

where high predictability was reported using an order 2 Markov Chain to predict the

next location over a limited semantic set (i.e., Home, Work or Other). Later, Kotz

et al. [119] conduct a large-scale study of over 6000 students on the Dartmouth

campus with observations from over 2 years. In this work, the authors compare

the next cell prediction accuracy of two families of predictors: Markov Chains and

Lempel-Ziv compressor based, and note down several key observations. Overall,

they find that the added complexity of the LZ-family of predictors does not nec-

essarily afford higher accuracy, and simple enhancements such as falling back to

less complex models when past history does not contain the current context and

accounting for recency can improve performance marginally. They also note that
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the accuracy is high only for users with long enough trajectories which might affect

the practicality of such predictive algorithms. However, in this work, the authors

only consider location changes as part of the user’s trajectory and do not account

for timing information – which again is a key attribute for practical applications.

The Next Place Prediction problem has been studied extensively due to its mul-

titude of applications, but mostly in the context of outdoor movement derived from

GPS traces from smartphones, taxicabs and social media check-ins. Noulas et al.

[91] study coarse-grained next place prediction using check-in data from over 1 mil-

lion Foursquare (a popular Location-based Social Network platform) users where

they consider transitions between categories of places, mobility flow between in-

dividual venues and share insights from spatio-temporal characteristics of check-in

patterns. Gambs et al. [46] investigate the ability of Markov chains of order n to

predict the next place of users, both indoors, using a phonetic dataset consisting of

voice traces of 6 users, and outdoors, using the GeoLife dataset [133] consisting

of GPS traces from Shanghai. Further, Baumann et al. [16] evaluate the problem

extensively using 18 algorithms and their combination (using majority voting) on

the Lausanne/Nokia MDC data set1. They report that although the accuracy is typ-

ically high, most errors are encountered during transitions from one place to the

next. Spawning off from the Lausanne/Nokia MDC challenge, Gomes et al. [52], in

addition to considering spatio-temporal history of traces, augment contextual infor-

mation accrued through sensors such as accelerometer, bluetooth and call/sms logs

for better prediction. Further, Do et al. [34] discuss a variation of the problem, the

probability of being at a specific location at a time in future using a dataset consist-

ing of 133 smartphone users where they use kernel density estimation accounting

additionally for day of the week and weekday/weekend effects. Our work uses sim-

ilar methodologies such as those discussed in previous work in identifying possible

next places, but is different in that the goal is in predicting, with sufficient look-

ahead time, the possibility of the default next places predictions be incorrect – in

1https://www.idiap.ch/dataset/mdc
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other words, the problem reduces to providing a confidence measure of the predic-

tions based on the current trajectory of a user. Separately, in Koehler et al. [75], the

authors study the problem in two folds: (1) will the user stay at the current location

for the next m time (i.e., temporally), and (2) if not, where will the user transition

to next (i.e., spatially) using a number of machine learning techniques.

Influence of Social Interactions on Mobility: The expansive growth of

Location-based Social Networks (LBSNs) such as Foursquare, and other popular

mediums such as Twitter that allow for geo-tagging of posts, has led to many large-

scale studies on urban mobility. The additional information declared by the users of

the platform through features such as follows and explicit bidirectional friendships,

makes it possible to infer the social relationships of the users, both offline and on-

line. A number of works have focused on understanding the impact of such rela-

tionships on a user’s mobility [125, 26]. Using physical trajectory data along with

shared social relationship information, De Domenico et al.[31] report that incorpo-

rating knowledge of one’s friend’s mobility can help improve prediction of a user’s

mobility behavior. Recent works such as [21, 86] explored the use of body-worn

social badges to infer and quantify face-to-face interactions of users in working en-

vironments. In these works, either friendship information is explicitly shared, or

the participants are required to wear/carry additional sensors. In this work, we fo-

cus on inferring social ties passively using systems such as those described in past

work [63, 64], and then utilize such social data-infused mobility information for

predicting uncertainty in mobility behaviour.

Mobility-Aware Crowd-Sourcing Location-aware mobile crowdsourcing has

recently been employed to support the execution variety of reporting-centric tasks

across both indoor and outdoor environments. The Ta$ker mobile crowdsourcing

platform [70] uses predicted location trajectories, of university students to proac-

tively recommend tasks that minimize a worker’s travel detour. The user trajectories

are computed as a series of staypoints–i.e., places where the user resides for large

time periods. Using this platform, Kandappu et al. [69] showed that unexpected
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changes in trajectory caused around 6% of workers to “cheat”–i.e., report on tasks

even though they did not visit the task location. Thus, LFNC prediction is useful

not just in reducing unnecessary worker detour, but also in improving the reliability

of responses.

6.3 Collaborative Sensing on the Edge

Analytics at the Edge: Edge computing technologies are at the forefront of en-

abling situation awareness via real-time analytics. Many early examples of tra-

ditional edge computing have been in the domain of video-based applications and

services due to the high resource demands required in processing images using state-

of-the-art deep learners [106, 107, 115]. In recent times, multi-device cooperation,

at the edge, has received considerable attention. For example, recent literature in

multi-camera systems [101, 78, 62], and unmanned aerial vehicle swarms [25, 23]

have explored early ideas of cooperation among peer devices owing to their natural

advantage in terms of improving accuracy as well as in reducing the bandwidth and

latency overhead involved in communicating with a central server.

Collaborative Intelligence: Early efforts in describing the need for enabling

collaborative intelligence among heterogeneous IoT devices, complementary to our

vision, have been advocated recently [101, 78, 62, 7]. Qiu et al.[101] describe

a scenario where cameras of differing capabilities co-exist in the same network:

fixed surveillance cameras and resource-constrained mobile devices with cameras.

The authors demonstrate that moving vehicles can be tracked seamlessly across

this heterogeneous camera network through selective actuation of devices without

overly draining the mobile devices. In essence, the resource-intensive video an-

alytics pipeline is performed on the cloud and the mobile cameras are consulted

intermittently, only to resolve ambiguities. Further, Lee et al. [78] demonstrate

significant savings in bandwidth needs (of dumb cameras that offload raw footage

to a central cloud) – they show that by establishing space-time relationships, apri-
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ori, between co-existing cameras, that they can be selectively turned ON (and OFF)

leading to as much as 238 times savings in bandwidth at a miss rate of only 15%

for a vehicle detection task. Similarly, Jain et al. [62] also show that significant

correlations exist between co-located cameras, and discuss configurations of video

analytics pipelines that can be triggered by peer cameras leading to both cost effi-

ciency and superior inference accuracy. Unlike such past work, we focus explicitly

on using collaboration to modify or abort the inferencing pipeline itself, instead

of selectively activating nodes or performing fusion of the outputs from multiple

nodes. Most recently, we describe our vision [7] for providing machine intelligence

as a service at the edge for resource-constrained devices – in addition to outlining

core capabilities required for enabling such a service (e.g., scheduling, caching, re-

source profiling), we also describe opportunities for the convergence of the idea of

collaboration between devices and deep intelligence as a service.

DNN Optimizations for Resource-Constrained Systems: One of our main

goals in enabling collaboration is in reducing the processing latency of running

DNNs on resource-constrained devices. While we advocate for information shar-

ing between co-located devices to run altered pipelines, at run time, to save time,

separately, there have been efforts in recent times to cut down on execution time

for device operating in isolation – i.e., without collaboration. For example, Yao et

al.[132, 131] demonstrate that compressing DNNs offline through selective prun-

ing of the network can lead to significant savings in run time without compromise

in accuracy. Exploiting the fact that scenes do not change so drastically between

consecutive frames in streaming videos, Huynh at al. [60] show that intelligent

caching (and, hence, avoiding redundant) computations at intermediate layers of

the deep networks can help in saving time. While these frameworks are prescribed

for individual devices, we believe that our proposed vision is complementary to this

line of investigations, and that convergence would lead to greater savings.

Optimizations in Sensor Networks: Apart from optimizing individual deep

pipelines, several recent works, especially in the domain of video analytics at the
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edge [59, 58, 67], have put forward various performance optimizations across a

group of sensors in a network. For instance, VideoEdge [59] supports efficient

querying of video streams from multiple cameras by intelligently deciding, at run

time, where (e.g., at the camera, on a nearby private cluster, or the cloud) to run

which parts of the computation. FOCUS [58] supports efficient querying of high

volume, pre-recorded data through the combination of cheap CNNs for data in-

gestion and indexing (optimized for speed), and complex CNNs for querying (op-

timized for accuracy). Recently, Jiang et al. [67] discuss an approach to profile

individual camera nodes for application-dependent requirements (e.g., accuracy)

and the corresponding resource needs (e.g., resolution of images, frame rate, etc.).

These works, however, do not consider redundancy across cameras in the vicinity

for collective performance optimization. As an exception, Jiang et al. [67] discuss

how cross-camera correlations could be used to amortize the cost of profiling – for

instance, they argue that for two nearby cameras (with similar views) running the

same application, it is sufficient for one of the two to go through the costly profiling

process.

Separately, past works [32, 33] in sensor networks have looked at optimizations,

at the network level. For example, Deshpande et al. [32, 33] discuss model-based

querying for data acquisition in a network of sensors. Similar to our goals, the

authors note that there exist correlations between the observations that sensors in

proximity observe – they use such correlations to model attributes of a nearby sen-

sor based on another sensor’s observations (such as temperature readings). In such

networks, they also assume that querying a nearby sensor is less costly as compared

to a farther way sensor (e.g., as more number of hops are required). Eventually,

the authors propose algorithms to optimize query plans that select the best com-

bination of sensors to acquire readings from, balancing the quality of the answers

against communication and acquisition costs in the network. In contrast, in our

work, we assume that the sensors are only partially correlated with nearby sensors

(e.g., partial overlap of camera views) that they require to be always-on and con-
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stantly queried. The optimizations that we propose in this work are designed for

optimizations of the always-on processing pipelines that utilize partial information

from neighboring sensors.
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Chapter 7

Conclusions and Future Directions

In this chapter, I conclude this thesis by summarizing the main contributions, the

impact of the research work carried out, and outline some of the key future direc-

tions.

7.1 Summary of Contributions

Applications and Problem Domains: In this thesis, I demonstrate the potential

of large-scale mobility behavior in enabling urban applications, at different spatio-

temporal scales, short-range, indoor and city-scale, for predictive policy insights

and daily operations. I study the problem of survivability of retail businesses that

is an important input for appropriating land resources for city planners by exploit-

ing multi-modal mobility data. I propose the non-conformant mobility prediction

problem, for both indoor and outdoor mobility, that has various opportunities for re-

source utilization improvements (e.g., task assignment of crowd-workers). Finally,

I propose the concept of collaborative sensing among co-located IoT devices and

provide early evidence of opportunities in terms of improving inference accuracy

and significantly cutting down processing pipelines taking the example of video

sensing.

Empirical Insights: The solutions for these problems required extensive study
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of individual and aggregate mobility behavior – I highlight below some of the key

insights from these studies.

Retail Business Survivability:

1. Several indicators attributes a store’s current operation can influence its suc-

cess in the future. For instance, a restaurant that is appealing around the clock

– one that has patrons visiting throughout the day – have a better chance of

surviving.

2. Beyond a store’s daily operation, the neighborhood composition and mobil-

ity dynamics of that neighborhood can influence the fate of the store. For

example, stores operating in regions which have better reachability (i.e., the

patrons who visit the store come from all over the city) fare better than stores

operating in regions that only attract locals.

Social Ties and Mobility:

1. Mobility, both indoor and outdoors is predictable, and mobility behavior of

individuals are greatly affected by the presence of social groups – people

tend to spend longer times at places (e.g., at food courts) when they are with

friends, and there exists significant correlation between the movement behav-

ior/trajectory of close ties–i.e., “birds of a feather flock together with similar

predictability”.

2. A person’s propensity of deviating from a future routine location/activity pat-

tern is correlated to the anomalousness of her current movement–if a person

has been exhibiting anomalous movement patterns in the recent past, she is

much more likely to deviate from her routine location/activity pattern in the

future.

3. In workplace environments, where users indulge in significant collaborative

activities, anomalous movement behavior is often not isolated but shared: if

a user’s “friends” have been exhibiting non-routine movement as well, there
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is a significant increase in the likelihood that she will deviate from her future

routine movement pattern.

System Artefacts: The LFNC framework described in Chapter ?? provides the

design for enabling non-conformant mobility prediction with look-ahead times. We

explore and report on the trade-offs in the accuracy of predicting non-conformity

for different look-ahead times and other parameters such as the sequence length

of the trajectory observed. For varying look-ahead times, we test the ability of

the non-conformance predictor to distinguish between crowd-workers of a campus-

scale crowd-tasking platform who may (or may not) complete a task assigned to

them.

7.1.1 Publications

The research work described in this thesis have led to publications in peer–reviewed

journals and conferences. Below is a list of selected publications.
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[IMWUT18/

UbiComp19]

K. Jayarajah and A. Misra. Predicting Episodes of

Non-Conformant Mobility in Indoor Environments, PACM

IMWUT, Volume 2, Issue 4, Dec 2018.

[IMWUT18/

UbiComp18]

K. D’Silva, K. Jayarajah (co-primary), A. Tassos, A.

Misra, and C. Mascolo. The Role of Urban Mobility on

Retail Business Survival, PACM IMWUT, Volume 2, Issue

3, 2018.

[UbiComp15]

Jayarajah, K., Y. Lee, A. Misra, R. K. Balan. Need Accu-

rate User Behavior? Pay Attention to Groups!, ACM Ubi-

comp 2015.

[ASONAM15]

Jayarajah, K., A. Misra, X. W. Ruan, E. P. Lim. Event De-

tection: Exploiting Socio-Physical Interactions in Physical

Spaces, IEEE/ACM ASONAM 2015.

Additionally, as I briefly describe in Section 7.2, the following publications per-

tain to other works that I pursued during my candidature, but do not contribute to

the thesis statement.
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[MobiSys19]

Meegahapola, L., T. Kandappu, K. Jayarajah, L. Akoglu,

S. Xiang and A. Misra. BuSCOPE : Fusing Individual &

Aggregated Mobility Behavior for Live Smart City Ser-

vices.

[PURBA18/ Ubi-

Comp Adjunct]

Jayarajah, K., A. Tan, and A. Misra. Exploiting the Inter-

dependency of Land Use and Mobility for Urban Planning,

ACM UbiComp/ISWC Adjunct Proceedings, 2018.

[MobiSys16]

Jayarajah, K., R. K. Balan., M. Radhakrishnan, A. Misra

and Y. Lee. LiveLabs: Enabling In-Situ Behavioural Exper-

iments, ACM MobiSys 2016.

[ACR2017]

Gupta, R., S. Mukherjee, K. Jayarajah. Role of Group Co-

hesiveness in Consumers Responses to Mobile Promotions

(Working Paper), Association For Consumer Research Con-

ference North America Advances.

7.2 Additional Work and Technical Achievements

In this section, I describe research problems in the general theme of mobility based

urban applications that I worked on during my PhD candidature, outside my main

thesis contributions.

7.2.1 In-Situ Behavioral Experimentation

Previously, in Chapter 3, I describe the indoor location dataset that was made avail-

able through the LiveLabs Lifestyle Innovation Testbed [84, 12]. The LiveLabs

ecosystem consisted of (a) a passive, server-side system for monitoring indoor mo-
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bility of thousands of users who connect to the university’s WiFi infrastructure, (b)

a suite of mobile applications running on opt-in participants’ phones that capture

interactions of its participants with their respective phones, and (3) a behavioral

intervention engine that allows experimenters to use additional real-time contexts

such as location and group to send interventions, in the form of mobile notifica-

tions, to the participants’ mobile phones. Together, the eco-system allows for in-the-

field, randomized behavioral experimentation. This new class of experimentation

overcomes several limitations of the traditional experimentation settings such as re-

sponse bias [108] where the subjects feel the pressure to provide socially acceptable

answers to a survey, and the manual effort required in shadowing subjects.

In [MobiSys2016], I use the intervention engine to conduct various behavioral

experiments in collaboration with faculty from the social science and marketing

science disciplines where I use mobility-based attributes. The experiments ranged

from (1) re-validating classic behavioral constructs such as the “foot-in-the-door”

effect [44], (2) extending classic experiments such as studying the effects of prim-

ing mindsets [51] on people’s future mobility captured passively and continuously

(e.g. [ACR2017]), and further still, (3) innovating experiment designs, for e.g.,

capturing both the situation selection and perception simultaneously in a real world

setting, in studies of personality traits. We determined that the system–induced ex-

periments were comparable to traditional methods in terms of the response rates

(21.85 - 34.27% during non-exam periods compared to 17 - 24% of alternate medi-

ums such as paper-based, SMS/email based). More importantly, we observed that

the system was void of non-response bias [108].

7.2.2 Enabling “Live” Smart City Services

I reiterate the fact that, thus far, while urban commuting data has been used exten-

sively in providing useful insights into human mobility behavior, such analysis have

been performed largely in offline fashion and to aid medium-to-long term urban

157



planning. One key contribution of this thesis has been in advocating near real-time

(Chapter 5), and predictive (Chapter 4) mobility-driven urban applications. In [Mo-

biSys19], we demonstrate the power of applying predictive analytics on real-time

mobility data, specifically the smart-card generated trip data of millions of public

bus commuters in Singapore, to create novel and live smart city services. We see

that vast majority of public bus trips are predictable, and driven by routine com-

muting patterns. Such predictability manifests in two aspects: (a) individual-level

regularity, which allows us to predict an individuals point of disembarkation, as

soon as she boards a bus, and (b) aggregate-level conformity, which allows us to

use historical commuting flows (over all commuters) to identify a relatively small

set of likely disembarkation points, even for commuters with no relevant prior travel

history.

We propose and evaluate BuScope, a live mobility analytics platform, which

enables making operational decisions or generating neighborhood-level insights on

streaming mobility data, with O(mins) responsiveness. The platform is flexible

enough to recompute the analytical insights, at both individual and bus-level speci-

ficity, very frequently for peak city-scale workloadse.g., it incurs 17.33 msecs aver-

age latency to process each of ≈ 270,000 boarding and alighting transactions gen-

erated by 221,217 commuters on 3777 buses, during a typical weekday, 30 minute

peak period. We illustrate the usefulness of such real-time processing through two

exemplary applications: last-mile, on-demand, shared taxi provisioning and city-

scale event detection.

7.2.3 The Interdependency between Land Use and Mobility

Earlier, in Chapter 2, I investigated a number of attributes related to customer visits

and mobility of a neighborhood, on the survival chances of an individual business.

A complementary problem is then understanding the impact of land use – i.e., the

mix of retail venues of differing categories in a neighborhood – on the mobility of
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that neighborhood. In preliminary work [PURBA18], we study the question: given

the mix of land use in a neighborhood, can we estimate the utilization pattern of a

planned carpark?.

To this end, we collected longitudinal car park lot availability data from over

1500 car parks from across Singapore, and extracted the land use around each indi-

vidual car park using social media, and predict the utilization pattern of a car park

using machine learning algorithms. Although we limit the scope to car park uti-

lization in the current work, the problem is generalizable to traffic and congestion

levels in the neighborhood, in general, as it may be observable through taxi pickup/-

dropoff patterns, public transport utilization and so on. We first explore the use of

unsupervised clustering in extracting categories of car parks based on their weekly,

temporal utilization patterns. We share preliminary insights from the resulting clus-

ters of car parks and the land use around those. We then predict the utilization

patterns of carparks, given the neighborhood land use mix, posing the problem as

a multi-class classification task. We achieve an AUC ≈ 0.84 suggesting that our

primary hypothesis that the activity or land use of an area can be indicative of the

people flow in that area.

7.3 Future Directions

Capturing complex interdependencies across urban entities: As I describe in

Chapter 1, one of the key challenges in the realization of the vision of a smart urban

resource eco-system, is the modeling of the interaction effects between the different

types of urban resources and mobility. One possibility to capture such complexities

is in the representation of the different kinds of urban entities (e.g., carparks, retail

businesses, consumers, etc.) as a multi-layer network [74] that captures both the

inter- and intra-layer relationships by the edges between the entity nodes. Such a

representation, with advances in network science, can help in studying effects such

as interdependencies [13], cascading effects [22] (for example, in studying how the
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failure of a transport nodes, for instance, the sudden breaking down of a train line,

can cause repercussions in the other layers such as commuters’ mobility.

Cross-modal Adaptation in collaborative environments: In this thesis, I de-

scribe and demonstrate how the existence of redundancy in the sensed environment

between co-located sensors have can aid in significant improvements in terms of

operational efficiency. However, this thesis only provides evidence under unimodal

sensor settings (i.e.,, a network of cameras).

A natural extension of this idea is thus to consider a cross-modal sensor setting.

I pose the question, Given a deployment of sensors of a specific type (e.g., cameras)

of a specific spatial configuration, can a new deployment of sensors of a different

type (e.g., audio sensors) with the exact same positioning configuration, adapt to

collaborate with minimal re-training? In other words, can the learned correlations

in one feature space (.e.g., 2D convolutions over pixel values) be mapped to a com-

plete different feature space (e.g., Mel frequency cepstral coefficients)?

Collaborative actuation of IoT devices: This thesis focuses on collabora-

tion at the sensing nodes for faster and accurate sensing. However, this leaves us

with open questions on whether and how collaboration at the actuation nodes can

exploit mobility for their optimized operation. In particular, I wish to investigate

possibilities in the domain of office settings to study its impact on worker produc-

tivity. Take the example scenario of a typical open plan office space where multiple

desk workers co-inhibit with various types of actuators. Typically, a common work

space would require multiples of fluoroscent lights, AC vents, etc. and the specific

ambiance attributes such as lighting, noise levels, temperature of the work space, de-

pends largely uniform across the entire space with minimal personalizations. How-

ever, productivity research shows that individuals respond differently to variables in

the environment and that it impacts each person’s productivity to different extents.

So I ask can the co-inhabiting actuators collaborate to provide individualized, op-

timal working conditions to workers in an open plan office such that the collective

productivity can be optimized?
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