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DATA IS THE NEW GOLD: A SINGAPORE PERSPECTIVE ON THE 

DUTY OF CARE CONCERNING A DATASET’S ROLE IN 

CONTRIBUTING TO BIAS AND AI HALLUCINATIONS 

 

Daniel Seah1 

 

 
Amidst the trends and advances in Artificial Intelligence (AI) techniques, the dataset’s key role in 

creating AI harms is a constant. Yet the literature’s attention is typically focussed on the machine-

learning’s role, from which the dataset’s role is examined usually in terms of its potential for bias. 

Datasets also contribute to AI hallucinations. Again, the literature focuses on the composite roles of 

datasets and AI models in hallucinations, in isolation from a dataset’s contributory role in creating bias. 

Therefore, the overlapping and distinctive roles of datasets, as a dual contributor, are understudied in 

the literature. Through the legal concept of a duty of care, in the context of AI applications in financial 

services, this paper surveys the overlapping and distinctive roles of datasets. This paper’s focus matters 

for three reasons. First, it is important to identify and determine which parties, now part of a growing 

ecosystem of stakeholders, are legally liable for selecting and creating the dataset. Second, the tort of 

negligence is medium-agnostic and can adapt to governing AI harms, which will influence ongoing 

legislative efforts that are medium-based. And third, this paper provides a frame of reference to start a 

broader conversation, beyond Singapore, about how datasets will become more prominent in an AI 

zeitgeist, and that the common law can play a stabilising effect on the policy makers’  impetus to regulate 

through medium-based legislations. 

 

Key words: AI hallucinations, Dataset bias, Dataset, Negligence, Duty of Care.  

 

 

I.  DATASET’S ROLE IN CONTRIBUTING TO ARTIFICIAL INTELLIGENCE (AI) HARMS 

Regarding harms that are created by AI applications, the literature tends to focus on the 

potentially pernicious role of algorithms or machine-learning.1  It is within this examination of AI 

models that the role of datasets,2 as a contributor to the AI harm, typically arises. Within this context, 

dataset bias has received significant interest, especially in the legal literature.3 A common example 

involves the over or under representation of groups on grounds of ethnicity or educational qualifications. 

Dataset bias, therefore, mainly concerns the lack of fairness and hence its discriminatory implications 

against, for instance, classes of individuals. 

However, the dataset is also a contributor to AI hallucinations. Although the term  “AI 

hallucination” is relatively new, the cognate phenomenon of inconsistency in open-domain (i.e., 

conversational AI that uses Natural Language Understanding) chatbots is established. 4  It is the 

widespread interest in Generative AI (GAI)5 that throws the matter of AI hallucinations into sharp relief. 

Unlike previous AI applications, which are mainly useful for predictions, GAI’s application is 

compelling. This is because GAI is trained with a large corpus of data to generate new content. In 

particular, the creation of foundational models such as ChatGPT4, i.e., a specific type of GAI, which is 

excellent with Natural Language Processing (NLP) with practical downstream applications such as 

textual prompts (e.g., virtual assistants) and image generation (Midjourney or Dalle-2). Given its 
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widespread applications, the prospect of AI hallucinations has increased. The literature in AI 

hallucinations is expanding, but it concentrates on datasets and AI models as composite contributors of 

hallucinations, in isolation from the problems of bias and unfairness, as well as discrimination, which 

are also caused by datasets.6 

   To this extent, datasets are dual contributors of legal harms: on grounds of its lack of 

representativeness, and as one contributor to causing AI hallucinations, respectively. Accordingly, the 

overlapping and distinctive roles of datasets as a dual contributor are unstudied in the literature. This 

survey of the overlap and distinction is important for identifying and in determining which parties, now 

part of a growing ecosystem of stakeholders, are legally liable for selecting and creating the dataset.  

   It is against this context that this piece focuses on examining the concept of legal proximity, 

the relationships, between a tortfeasor (the defendant) and victim (claimant), i.e., the duty of care, in 

the context of AI applications in financial services. This focus on legal relationships matters for three 

reasons. First, at the international level, there are indications of a shift away from the “autonomy” of 

machine-learning, especially at the European Union level.7  In other words, legal liability must be 

attributable either to a natural or legal person, although the AI application is autonomous in the sense 

that it required no human involvement and had caused an AI harm. There is an evolving consensus that 

stakeholders in an ecosystem of building the AI application must be identified on grounds of 

transparency.8  

Second, given the ecosystem of stakeholders who build the AI models, select and create datasets, 

as well as AI governance frameworks,9 it is increasingly likely that the AI harms which ensue are not 

intentional. This does not mean that there is no legal fault or liability. Therefore, the tort of negligence, 

a medium-agnostic law, will continue to be relevant through adaptation in AI harms: its relevance lies 

in the duty of care’s focus on examining legal relationships, which can influence the ongoing legislative 

efforts, on the international plane, to govern AI harms by setting minimum standards of acceptable 

behaviour in AI applications.  

And third, this paper argues that a focus on the legal relationship between creators of the dataset, 

and the harm on a potential claimant, provides a frame of reference for future research on the 

overlapping and distinctive roles of datasets from AI models in creating harm for a potential claimant. 

However, this paper does not suggest that datasets are single or decisive contributors to AI harms to the 

exclusion of AI models. Rather, the focus on a dataset’s role as dual contributors of AI harms serves a 

practical purpose in a legal sense. As explained in Part V, this focus provides a frame of reference to 

promote strategic clarity during litigation in terms of discovery and in determining suitable expert 

witnesses, i.e., whether the AI harm in question is caused by datasets, AI models, or both.  

This paper is structured as follows. Part II explains the manifestations of bias that occur from 

datasets. Part III explains AI hallucinations and how datasets are one of various contributors to AI 

hallucinations with consequences for downstream AI applications. Part IV explains the relevance and 

resilience of the common law,10 i.e., the duty of care under the Spandeck test in Singapore’s law of 

negligence, in regulating acceptable standards in relation to datasets. Part V evaluates the potential 

application of the Spandeck test to harms brought about by dataset bias and AI hallucinations, and the 

implications for potential claimants and defendants. Part VI concludes.  

 

II. MANIFESTATIONS OF DATASET BIAS 

A. Types of datasets in Discriminatory and Generative AI models 

This part explains the meaning of bias in dataset and how legal harms that are not intentional can 

arise from dataset bias. In terms of machine learning, an AI subset, these are mainly “discriminative” 

models. In other words, the AI models aid decision-making with recommendations, filtering, or by 

making predictions.11  These decisions are arrived at through learning the boundaries between the 

datasets. Examples include supervised learning such as advanced regressions and categorization of data 
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to improve predictions, and unsupervised learning, i.e., processing input data to create automated 

customer segments.12  

GAI, on the other hand, uses generative models which learn the underlying distribution of the 

data to generate new content from this learned distribution.13 Within GAI, foundation models are special 

because they are trained on a broad corpus of data, and act as a “foundation” for more task specific, 

downstream applications.14 An example of a downstream application would include virtual assistants 

that use natural sounding language for retail banking customers who need help for complex queries. 

Another example would be robo-advisors who can give specific guidance based on a wide range of 

retail banking scenarios, which are based on creating training data on simulated client needs and market 

events to train the AI models.15 

B. How Dataset Bias Arises 

Bias can be defined technically to mean an effect that deprives a statistical result of 

representativeness by systematically distorting it.16 It can also be defined, in a general sense, to mean 

an inclination of prejudice towards or against a person, object, or position.17 This general definition of 
bias, i.e., the prejudicial implications, is implied in the legal concept of discrimination, which contains 

direct and indirect discrimination. For instance, with respect to direct discrimination, the EU”s Racial 

Equality Directive (“Directive”) states:  

“Direct discrimination shall be taken to occur where one person is treated less favourably than 

another is, has been or would be treated in a comparable situation on grounds of racial or ethnic 

origin”.18  

The same Directive defines indirect discrimination as follows:  

 

“Indirect discrimination shall be taken to occur where (i) an apparently neutral provision, 

criterion or practice would (ii) put persons of a racial or ethnic origin at a particular disadvantage 

compared with other persons, (iii) unless that provision, criterion or practice is objectively 

justified by a legitimate aim and the means of achieving that aim are appropriate and necessary”.19 

 

These definitions – technical, general, and legal – reflect two implications. First, it is accepted 

that bias can – and does arise – without an intention to create bias in the dataset. This is legally relevant 

because the lack of intention can still cause legal harms from which liability can be determined through, 

as one example, the law of negligence in the common law.20 Second, the classes of individuals, position, 

or objects who are subject to discrimination, through bias, are not closed. Although the Directive had 

focussed on proscribing discrimination on grounds of race or ethnicity, more recent legislations such as 

the General Data Protection Regulations (GPDR) recognise other classes such as sexual orientation, 

religious beliefs, and genetic data are protected too.21 

Against this context, bias in the three senses arises when the dataset is under or representative of 

certain groups. The bias can be manifested as selection bias (the source for the dataset and who 

determines this source);22 exclusion bias (who decides what and how a source does not fall into the 

dataset); reporting bias (observations of a certain type are reported and identified as a source for the 

dataset, which leads to selection bias); and detection bias (a phenomenon that is given undue 

observation and forms part of the source as data).23 The bias can be mitigated through sampling sizes 

in the dataset, or through weights and mathematical calculations in the AI model’s design.24 Of course, 

the software engineers can also mitigate these forms of bias through training. However, these measures 

mitigate and cannot eliminate bias. It is in this sense that this paper uses the expression “dataset bias”. 

Accordingly, if harm ensues which is attributable to the dataset bias, this is a fault-based liability 

although there is no legal intention to cause harm.   

Another form of bias occurs during the encoding process. This means that the source of the 

dataset must be presented in a format, i.e., encoding, which is “machine-readable” by the AI model(s) 

in question. In other words, the data is encoded as values to become machine-readable.25 Yet these 

values are the result of identifying human characteristics in the dataset. For instance, the different tones 
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of anxiety, doubt, and happiness for a virtual assistant to produce natural sounding language for a retail 

banking customer. Therefore, the gender or non-binary nature of a banking customer is a characteristic, 

an attribute, of the dataset. The value of the attribute could be a number (e.g.: 20) based on the pitch 

pattern of voices to register happiness and sadness with a median value.26  

A final – and crucial – facet of bias potentially arises in the involvement by humans in labelling, 

i.e., annotating,27 the dataset for training so that downstream applications, such as virtual assistants, are 

natural sounding in a conversational style for human taste. This is a time consuming and tedious task 

of sorting data, i.e., by tagging and labelling, for training the AI model.  

For instance, engineers of a virtual assistant will design the virtual assistant to behave in a 

personalised and conversational manner with a retail banking customer. This might include conceiving 

a range of questions already being raised by existing customers and training the virtual assistant to give 

the correct answer, especially to complex queries. The quality of this forward facing service depends 

on the extent and scale of human involvement to rate the virtual assistant’s answers, such as the accuracy, 
helpfulness, cultural sensitivity, and even personal preferences based on different educational and 

financial profiles.  

An example of the granularity in this labelling, to suit human taste, might even include labelling 

the reflection of a shirt as being distinct from a selfie of a shirt, possibly for an online shopping 

experience. The humans who perform this labelling are called annotators and are paid hourly rates for 

their labour.28 As the AI models are trained by datasets for proprietary products, there is scant public 

information about the oversight of these annotators. It is likely that a vast, and growing, ecosystem of 

unseen individuals who have signed non-disclosure agreements have been recruited to cope with the 

increased demand for high-quality GAI models.  

The purpose of this account is to underscore that ratings and labelling, by human annotators, can 

also suffer from errors, inaccuracies, or similar bias such as selection or reporting bias. This 

phenomenon is complicated by the outsourcing of these labelling tasks to data vendors. Therefore, the 

key point is that dataset bias occurs at different layers of the dataset being processed, as a source and 

training data. This implicates the type of legal relationships that potentially connect a claimant’s harm 

(from AI) to more than one defendant.29 

However, the dataset bias brought about through annotations might not contribute to a legal harm 

in terms of direct and indirect discrimination. This is because bias, which implicates discrimination and 

hence unfairness, is permissible if exceptions apply, such as substantial public interest or statistical 

purposes.30 Furthermore, although the range of discriminated classes are not closed, there are already 

established classes such as age, ethnicity, and sexual orientation. In other words, it is possible that 

claimants who allege bias and do not fall within the established classes will face difficulties in proving 

the legal harm.  

However, the annotations in the dataset can still contribute to AI hallucinations, a conceptually 

distinct form of legal harm in the context of negligence. Accordingly, there is potentially a large, 

possibly anonymous, class of individuals who have separately contributed to the final form of the 
dataset which can cause AI hallucinations. This prospect raises adverse implications for the success of 

a claimant who sues for negligence.  

Put differently, given the disparity in knowledge about an AI application’s production between a 

defendant company and claimant, it is arguable that a defendant technology company would have some 

advantage – and the deep pockets in a trial – to resist a claimant’s argument that there is a legal 

relationship between the defendant which had caused the AI harm. It is this matter concerning datasets, 

created by a large class of individuals, as contributors of AI hallucinations, to which we turn in Part III.         

 

 

III. DATASETS AS CONTRIBUTORS OF AI HALLUCINATIONS 
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Unlike dataset bias, which implicates issues of discrimination and unfairness, the legal harms of 

AI hallucinations are conceptually distinct in terms of determining liability in negligence. Generally, AI 

hallucinations refer to an outcome which is trained by the AI model, i.e., the target, being factually false 

or is unfaithful based on the dataset (i.e., the source). 31  In other words, even if the dataset is 

representative and unbiased, hallucinations can create harm with factual errors, for example, in the form 

of negligent misstatements.32  Whether the dataset is biased or unbiased, as discussed in Part II, AI 

hallucinations can also occur: in this situation, the AI harm will need to be carefully identified to 

establish the legal proximity owed by the defendant (or defendants, if there is a large class of natural 

and legal persons who have created the dataset) to a claimant.  

A. Intrinsic and Extrinsic Hallucinations 

Intrinsic hallucinations refer to generated outcome that contains a mismatch between the source 

and outcome. This is common in large-scale datasets in which the real sentences or tables in the datasets 

are heuristically selected to be paired as the source and outcome.33 To re-use the example of a virtual 

assistant to help retail banking customers: the source might only contain the word “pusing” (i.e., a 

migraine) in Bahasa Indonesia. Yet the generated outcome might state “pusing” to mean a “stroll”, 

which is correct in Bahasa Malaysia. This can be misleading for a customer with limited knowledge of 

Bahasa Indonesia and Malaysia, and takes the answer at face value. In fact, in this example, the client 

needs an accurate answer from the bank because its highly personalised virtual assistant is connecting 

the client’s request for a specific telemedicine service. In this sense, the output is not faithful due to a 

mismatch between the source and output because the word “pusing” in Bahasa Indonesia and Malaysia 

has been heuristically paired, i.e., an approximation,  as sources to produce an outcome. This is an 

example of an intrinsic AI hallucination.   

Extrinsic hallucinations, in contrast, refer to a generated outcome which cannot be verified from 

the source (i.e., an outcome that is neither supported nor contradicted by the source).34 An open-domain 

dialogue system can generate persona-consistent and informative responses to further engage with a 

user during a conversation. External resources, such as data from social media posts or web scraping,35 

which contain explicit persona information or world knowledge is introduced into the AI system to 

assist the model generation process. The key point here is that the external resources are part of the 

source, from which the dataset is derived, to generate an outcome.36  

For example, a virtual assistant might state that Ukraine and Russia had just agreed to a ceasefire 

today. This development, if true, will likely raise implications for a decision to buy or sell certain stocks 

in a customer’s portfolio. It is noteworthy that extrinsic hallucinations draw from external resources, 

such as Wikipedia, might not be factually false.37 It might in fact improve the quality of the service that 

is provided by the AI application. It is this dynamic quality that accords a virtual assistant the natural 

sounding responsiveness, which is attuned to human taste. Nonetheless, this is an illustration of an 

extrinsic hallucination because of its unverifiability from the source.  

It is possible to mitigate these hallucinations by using annotators to write clean and faithful 

outputs from scratch since the source might be unverifiable.38  Another way is to pay annotators to 

rewrite real sentences on the web or the outputs in the dataset.39 Both strategies are task specific and 

will lack the generalisation that suits human taste in natural sounding conversation. It raises implications 

of requiring users to accept the risks of hallucinations, in exchange for high quality GAI in the 

downstream application. Again, these realities raise consequences for a victim to establish legal 

proximity against a defendant, which are examined in Parts IV and V.   

 Although this piece is focussed on datasets,  AI models (and not just datasets) also contribute to 

hallucinations. The hallucinations can result from the modelling and training of neural models, i.e., 

through imperfect representation learning, erroneous decoding, exposure bias, or parametric knowledge 

bias.40 The rationale for a conceptual differentiation of the datasets, from the AI models, in terms of 

ascertaining legal harms is explained together, in Parts IV and V, with an account of how the duty of 

care at common law can govern AI harms.  
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III. NEGLIGENCE AND THE DUTY OF CARE AT COMMON LAW: 

MEDIUM AGNOSTIC AND ADAPTABLE RULES TO GOVERN AI HARMS 

The regulatory landscape on the international plane is fluid.41 Generally, the regulatory approach 

suggests a combination of criminal offences and administrative fines. As a regulatory approach, the 

rationale is not novel since regulations, set by politicians with some form of democratic mandate, seek 

to shape communal behaviour by setting minimum standards. However, it is the medium-based nature 

of the regulatory proposals which directly target AI and even GAI despite their brisk pace of innovations, 

especially at the EU, which raise doubts about the law’s ability to adapt since it is an innately reactive 

discipline.  

It is against this context that the tort of negligence at common law acquires its salience. Although 

negligence is mainly a civil wrong,42 its provenance as a branch of law contains both private action (i.e., 

financial compensation between natural and legal persons), and also a normative basis to set communal 
standards of acceptable behaviour for the overall good of society.43 Negligence is an established but 

evolving tort that will influence the ongoing regulatory approaches and debates, at national and 

international levels, in determining liability for AI harms. This part examines this argument by 

concentrating on how the duty of care in negligence, from a Singaporean perspective, can bridge the 

common law with ongoing regulations to govern AI harms.  

A. Spandeck Test in Singapore: A single, universal test for the duty of care 

Negligence is a fault-based tort. This covers harms that are perpetrated without intention by a 

tortfeasor. It is in this sense that, first, even without intention to harm the victim, the tort requires proof 

of a victim being owed a duty of care by the tortfeasor. Second, the tortfeasor has breached this standard 

(concerning the duty) of care. Third, and importantly, there must be legal causation of the victim’s harm 

for negligence to apply. And finally, the harm (damage) suffered by the claimant must not be remote.44  

A claimant can fail to establish negligence if any of these four heads are not established. Put 

another way, a defendant who is alleged to have been responsible for creating the dataset which is 

connected to the AI harm has four attempts to resist a claimant’s arguments on negligence. The difficulty 

for a claimant is partly the success of negligence as a tort – the types of harms which can be addressed 

by negligence, a medium-agnostic law at common law, grows incrementally over time under careful 

supervision by the courts. However, as negligence is also concerned with setting communal standards 

of acceptable behaviour, the rights of defendants against vexatious negligence suits are also embedded 

in the claimant’s need to prove the four heads. Accordingly, the richness of the common law of 

negligence should give some pause to politicians who are rushing medium-based legislations to govern 

AI harms when the structure and basic principles of governing (all types of)  harms are entrenched in 

the law of negligence.  

In Singapore, the tort of negligence has settled on an incremental approach, in the landmark case 

of Spandeck, of recognising harms for which a defendant owes a duty of care.45  This is a single, 

universal test in the sense that this approach does not per se preclude pure economic losses or any 

potentially new forms of harms. Put differently, AI harms resulting from dataset bias or data which 

contribute to AI hallucinations will fall under the Spandeck test for consideration.   

Under Spandeck, a threshold question must be satisfied: was the harm suffered by the claimant 

factually foreseeable? For instance, it is factually foreseeable that an elderly banking customer who is 

not a digital native, and uses a retail banking app, to invest in the bank’s products might suffer some 

form of negligent banking service. However, distress and anguish are not actionable under negligence 

and will likely fail even the factual foreseeability threshold.46 This threshold question casts the factual 

enquiry net rather wide as to whether a claimant’s interests would be endangered. Its purpose is to  filter 

out vexatious claims by claimants at an early stage. At this stage of answering the threshold question, it 

is not a legal question as to the reasonableness of the foreseeable harm, which will be addressed below.   
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C. Determining Legal Liability: Spandeck’s Two-Stage Test 

The two-stage test in Spandeck is designed to determine the legal relationship between the 

claimant and defendant. It is an artificial tool to interpose liability on a defendant (despite the lack of 

intention), but it also serves as a barrier against a claimant’s vexatious claim by requiring a claimant to 

establish legal proximity with the defendant. This is the meaning of a legal relationship and it is in this 

sense that Spandeck’s two-stage test is a legal question.  

To illustrate this point, let us assume that Beta is a job candidate who is interviewing for a role at 

Bank Gamma. However, candidate Beta mistakenly turned up at Bank Alpha, instead of Bank Gamma, 

because both banks are physically located alongside each other on the street. While inside the physical 

confines of Bank Alpha, candidate Beta was badly hit by a fan which had inexplicably detached off the 

ceiling. Although candidate Beta should not even be inside Bank Alpha, the non-legal response would 

be that Bank Alpha should be responsible for candidate Beta in some ways. Accordingly, to embrace 

the legal language of negligence, Bank Alpha owes candidate Beta a duty of care to provide for a 

structurally safe environment.47 Under Spandeck, this is a form of physical proximity, in terms of space 

and time,48 which arises between Bank Alpha and candidate Beta, although the latter had no reason to 

turn up at Bank Alpha without which candidate Beta would have escaped the crashing fan.    

To illustrate the expansive concept of legal proximity, we can build on this scenario. We assume 

that Bank Alpha is wholly owned by Firm Delta (who has appointed Bank Alpha as a local manager in 

Singapore to run the bank) who is based in Dubai, a duty of care can arguably arise, which is decided 

by the courts on case by case basis.49 This is because other proximity factors, as identified in Spandeck, 

such as causal or circumstantial proximity can apply.50  

In the context of professional services, such as banking services, the defendant also has special 

knowledge concerning the claimant and potentially owes a voluntary assumption of duty (of care), on 

which the claimant relies.51 These factors of proximity are not exhaustive and they can be incrementally 

interpreted to allow for novel types of harms, which will involve AI harms. Ultimately, it is the nature 

or quality of the event giving rise to the loss and injury, as well as the type of harm caused, which 

obtains in the final analysis. If one or more of the proximity factors as discussed are established, a prima 

facie52 duty of care arises in the claimant’s favour at the first stage of the Spandeck test.  

The second limb of the two-stage is to determine if policy reasons exists to negate the prima facie 

duty of care.53 This requirement serves to consider the communitarian impact if a legal duty exists. 

Again, this requirement reveals the open-textured nature of harms which can fall under negligence, and 

also the considerable difficulty for a claimant who must prove that no policy exists after establishing a 

prima facie duty of care. Furthermore, the types of policy are not foreclosed, but the typical policy 

arguments which can be used to negate a prima facie duty of care have included: indeterminate liability 

(i.e., a potentially large and unverified number of claimants); the availability of other causes of action 

(contract or defamation, for instance); distributive or corrective justice (insurance or the need for social 

good to be spread out or to set communal standards of behaviour).54  

 

V. POTENTIAL ROLE OF SPANDECK AND THE EU AI ACT IN AI HARMS  

At this writing, the EU is trying to approve significant AI laws which will affect not just EU 

Member States, but also non-EU States which  enter into commercial relations or maintain interactions 

with EU Member States. Two developments bear mention. First, the EU AI Act (“Act”) is undergoing 

a protracted process of approvals within the EU.55 In terms of legal proximity between a claimant and 

the defendant, the Act has adopted a risk-based approach by classified AI such as unacceptable risk, 

high risk, limited risk, and minimal risk.56 

For our purposes, biometric classification systems and chatbots are treated as posing limited risk 

on humans.57 Accordingly, a requirement of transparency is imposed on the provider of AI applications: 

this is a general standard that will be elaborated on by the national laws of the respective EU member 
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states. However, transparency will typically mean that a user – the potential claimant – will be given 

adequate information to make informed choices as to whether the AI application should be used. Some 

form of informed consent is likely to become a feature of transparency in future. Significantly, 

Generative Pre-trained Transformer (GPT) models which rely on foundation models are subject to 

stringent transparency requirements although the details as to what counts as “stringent” are still being 

developed.58   

The second development is the European Commission’s proposed AI Directive that contains a 

rebuttable presumption of causality in the claimant’s favour.59 As this expression implies, the directive 

presumes causality because it is hard for the claimant to prove it. Since the directive will be in 

interpreted together with other EU laws (including the Act in future), the claimant under this proposed 

directive might arguably need to show, for instance, a breach between the requirement for transparency 

in non-high risk AI (i.e., limited risk), and the harm which a claimant had suffered from.60  

This account of the proposed EU laws matters because there is already an in principle, 
international level recognition that the concept of legal proximity obtains even in proposed, medium-

based legislations on regulating AI harms. It is in this sense that the incremental – and at times 

circumspect – nature of negligence, as common law, can complement the evolving regulations through 

legislations by politicians.  

The in principle recognition might conceivably alleviate some difficulties for claimants against 

the defendants’ lawyers who argue that, in a test case, legal proximity does not even arise from dataset 

bias or hallucinations as a prima facie duty of care under Spandeck. This proposition is based on the 

reality that there is a large - and possibly anonymous - class of natural and legal persons who are 

involved in creating the dataset. In other words, causal and circumstantial proximity, which require 

some form of legal directness between the professional financial services provider such as a bank 

(defendant) and client (claimant) cannot be established.   

In any event, the odds are likely to be stacked against the claimant. Under the EU AI Act, 

transparency requirements apply to chatbots, a limited risk for AI applications, which are likely to be 

heavily built up as downstream AI applications by financial institutions. Transparency, though, is not 

the same in terms of legal blameworthiness when compared with the requirement for human oversight 

or data tracing requirements (for high risk AI).61 The rest of this part illustrates these difficulties with 

examples as to how Spandeck might apply to two downstream AI applications.   

A. Dataset Bias 

Intelligent banking is not new.62 These are AI-powered “nudges”, i.e., banking applications (i.e., 

apps), which use predictive analytics, machine-learning that converts customer data into personalised 

and intuitive insights to guide customers in performing banking and investment transactions.63 With 

GAI, the changes lie in the extent of personalisation, through developing virtual assistants from Large 

Language Models (LLMs).64  For instance, it is already possible to service banking customers with 

parallel services such as guidance on making savings through energy efficient homes. The 

personalisation could go further to helping the client to understand how this client’s floor space and to 

make decisions as to whether carpets or wood floors were most energy efficient under the most attractive 

payment schemes in the market.65 One more example involves a high level of personalisation that even 

helps a client to decide on whether to buy a dog or not by helping the client to understand the financial 

and health benefits of owning a pet.66 

Dataset bias in this form of personalised banking services can arise, but the harm on the claimant 

must be caused by the defendant’s actions (or omission), i.e., the intelligent banking app. Assuming that 

causation in this sense has been proved, the dataset bias can stem from training data which is 

unrepresentative because, for example, of the management culture of a bank. As a recent report by the 

Royal Commission on Robodebt Scheme in Australia shows, the design thinking behind the automated 

decision making (which involves machine learning) started from the premise that the automation 

through AI will create budget savings by identifying overpayment for welfare recipients. The key issue 
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is that, at the outset, the Minister responsible for supervising the Robodebt Scheme had treated the 

welfare recipients as “cheats”.67  

Similarly, dataset bias in the context of personalised intelligent banking can emanate from, for 

instance, a bank’s preferences for high net worth customers compared with vulnerable groups, such as 

users with underlying medical conditions, or users who have experienced emotional shock or simply 

lacks literacy.68 Culture, values and beliefs (or ideology), as well as the psyche of belonging to a “tribe” 

shape our thinking and can contribute to dataset bias in this sense.69  A claimant will need to identify 

with precision whether it is the dataset, or the AI model--or both--which has resulted in the AI harm. 

The permutations of harms are various but, as explained in Part II(B), bias in this sense generally 

involves discrimination and unfairness.  

For instance, in a rapidly ageing population relative to the general population,70 if a bank’s dataset 

is not representative of the ageing population, it is arguable that the bank owes a prima facie duty of 

care for professional services to a 70 year old customer, through its intelligent banking app which is not 
adequately inclusive of non-digital natives. In other words, the dataset itself (without the AI model) 

might be the cause of the AI harm on grounds of the causal, circumstantial proximity, as well as the 

reliance by non-digital native banking customers on the bank to voluntarily use a dataset which is 

inclusive and representative to deliver professional banking services and advice.  

There are two key implications for dataset bias: the nature of the AI harm, and the claimant’s 

profile. If the extent of the harm suffered by the elderly claimant, for instance, includes both financial 

loss and psychiatric harm, it might improve the chances of establishing legal proximity at the first limb 

of the Spandeck test. Even if a prima facie duty of care can be established based on this example, a 

claimant will face a formidable hurdle during the second limb of the Spandeck test, i.e., whether a policy 

exists to negate this prima facie duty of care.  

One policy with potential to negate a prima facie duty of care lies in the overall benefits of the 

dataset for all banking customers, which can also include both local and foreign customers with a range 

of age profiles and digital savviness. In other words, this policy is a form of distributive justice, i.e., a 

loss-spreading device, which benefits the broadest segment of customers and not just non-digital natives. 

The facts of an actual case will determine the outcome, but the courts through Spandeck will be able to 

adapt the law to govern AI harms in this sense. 

B. AI Hallucinations 

As explained in Part III, intrinsic and/or extrinsic hallucinations can arise from the dataset and 

not just the AI models. The relevance of datasets to AI harms are likely to increase as the downstream 

applications of foundation models grow. For example, HSBC has announced its use of natural language 

processing (NLP) to enhance institutional interaction with the markets. This includes the NLP’s ability 

to generate bespoke analytics and gain access to HSBC’s cross-asset datasets. The bank said that its 

global footprint paired with its NLP offering will allow the bank to deliver an advanced pricing and 

execution interface for institutional investors.71  

Morgan Stanley is reported to be testing a chatbot with Chat-GPT4.72 The aim is to help human 

financial advisors improve the quality of services to its clients by allowing the chatbot to answer queries 
from its human financial advisors, by reviewing in seconds the investment bank’s extensive research on 

capital and analyst commentaries, and data resources. It is unclear if this recourse to OpenAI’s Chat-

GPT4 also allows the chatbot access to external resources such as web scraping, but the bank has 

acknowledged that AI hallucinations is a corollary of this service.  

Finally, Deutsche Bank has partnered with Nvidia to develop, among other things, a pilot version 

of a 3D virtual avatar to support the bank employees’ navigation of its internal systems, such as 

questions related to human resources. It is reported that the partnership will build on the pilot version 

by exploring immersive experiences beyond internal use and with banking clients.73 
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These examples only offer a sample of the nascent but different developments based on a 

financial services provider’s business model and needs. As explained in Part III, large-scale datasets are 

especially susceptible to intrinsic AI hallucinations when the source and outcome are paired 

heuristically. Additionally, extrinsic AI hallucinations occur in open-domain dialogue system, i.e., the 

conversational-styled virtual assistants which banks are actively trying to develop to improve the clients’ 

trust in the quality of banking services. Returning to the first limb of the Spandeck test, therefore, it is 

plausible that since professional services are engaged, circumstantial and causal proximity, as well as 

the voluntary assumption of responsibility, will be widely used by a claimant in the event of an alleged 

AI harm.  

For these reasons, it seems certain that a bank’s terms and conditions will be carefully drafted to 

ensure that banking customers explicitly consent to the use of datasets, and the potential harms of AI 

models. This measure might satisfy the reasonable standard of care, the second stage of negligence, in 

which a defendant owes a claimant in the event of an AI harm.74 It is also conceivable that mitigating 

measures being made by a defendant to the dataset, i.e., to debias or to reduce intrinsic or extrinsic 

hallucinations, will be favourably considered in terms of the reasonableness in discharging the standard 

of care owed to a claimant who had suffered harm. Finally, it is an open question whether, given the 

growing ecosystem of individuals who are involved in annotating and creating datasets, it might lead to 

a failure of establishing even causal proximity at the first limb of the Spandeck test.  

C. Implications for Production of Documents and Expert Evidence  

During Litigation 

This account of a dataset’s role as a dual contributor of AI harms, and the potential application of 

Spandeck, serves a practical purpose during litigation. The relevance of a dataset can arise during 

discovery, and in making decisions to choose experts to testify on the impact of harms created by the 

dataset.75 As explained in Part I, the focus on datasets is an effort to promote strategic clarity concerning 

a dataset’s role in contributing to bias and AI hallucinations.  

In law, a dataset’s contributory role to causing AI harms can be argued to be discrete in legal 

terms, or together with the AI model.  It is important to stress that this paper does not argue that, because 

of this focus on datasets, it is singularly responsible for the AI harms to the exclusion of the AI models. 

The purpose of this focus is to draw attention to the role of datasets and its impact on AI harms, apart 

from the AI model’s consequences for AI harms which are extensively examined in the literature.  

Two examples of the potential benefits of this focus might illustrate this point. First, under the 

new Rules of Court (“ROC 2021”) in Singapore which govern procedural aspects of a trial, the courts 

are given more judicial control over the litigating parties as to which documents can be ordered by a 

court to be requested from each litigating party. Therefore, a request by the claimant from the defendant 

for documents to prepare for trial (including, for instance, documents from and are adverse to the 

defendants) might yield sufficient basis for the claimant’s lawyer to simply focus on datasets as its case 

theory to anchor the AI harms, or the need to engage both the dataset and AI models to mount the case 

theory.76  

And second, under the ROC 2021, the litigating parties must seek permission from the court to 

engage an expert to assist the court.77 Importantly, the parties must strive to agree on at least one expert 
witness who must possess specialised technical knowledge.78  Given the technical nature of AI harms, 

it is likely that parties will be inclined to apply for permission to do so. The discovery process will also 

shape the parties’ decisions as to the identification of expert, for which the costs of hiring the expert 

will have to be shared.  

Both examples highlight the necessity for strategic clarity. This is because  dataset bias, or AI 

hallucinations in which datasets play a legal role, dataset bias and AI hallucinations, or just the AI 

models, can form the case theory. Consequently, the case theory will drive the type of evidence and 

legal submissions before a court. An expert in testifying for dataset bias might not be a reliable witness 

to testify for AI hallucinations. An expert who is a recognised expert in both might command higher 

fees and a claimant, with fewer resources compared with a defendant technology company with deeper 
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pockets, might not be able to agree on a common expert with the defendant. A case theory that argues 

AI models and datasets contributed to the AI harm might require more time during discovery and effort 

to analyse the documents. Again, this potentially increases the legal costs for a client’s trial and might 

not be a practical strategy. In other words, there are strategic reasons in law to characterise the case 

theory with a focus on one contributor to the AI harms (e.g.: datasets and AI hallucinations) although, 

from a non-legal perspective, the reasons for the AI hallucinations are more complex and can entail 

both the AI models and dataset.      

Therefore, this paper’s focus in framing a dataset as a dual contributor of AI harms with 

overlapping and distinctive roles might help a legal practitioner to determine the practical decisions in 

terms of requesting relevant documents for trial, and the strategic choices of experts most appropriate 

to both parties with different case theories, which must now be mutually agreed.   

 

VI. CONCLUSION 

GAI is the latest AI technique to have captured the common imagination. The sentiments range 

from extreme optimism about GAI’s breakthroughs to dystopian visions of human obsolescence. 

Despite the rapid advances in LLMs, GAI will need time to achieve economies of scale before its full 

impact is achieved across society.79 It seems fair to say that GAI is one of many AI techniques that does 

not signal an endgame – it is not the “end of history” for AI advancement. It is in this sense that the 

dataset’s key role in AI advances will remain a constant. What is changing is the speed in which data 

can be extracted to build the dataset growing ecosystem of natural persons, and even GAI itself, to build 

this dataset.  

This paper has surveyed the meaning of a dataset in terms of its dual contributory roles in dataset 

bias and AI hallucinations. Although it has mainly used Singaporean law to examine this issue, within 

the context of the EU’s  AI Act, it has suggested a frame of reference to start a broader conversation, 

beyond Singapore, about how datasets will assert even greater prominence in this AI zeitgeist, and that 

the common law can play a stabilising effect on the policy makers’ impetus to regulate through medium-

based laws. 
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