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SMU Libraries 
organized a 

Hackathon on use 
of Large Language 

Models/Generative 
AI in Aug 2023
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What did the hackathon 
participants come up 
with?
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Search , and more Search (via Chatbot)
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Search , Search and more Search (via 
Chatbot)
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To be fair our database/search vendors are thinking the same

https://beta.elsevier.com/products/scopus/scopus-ai https://www.dimensions.ai/products/all-products/dimensions-
ai-assistant/
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Some academic search examples

Dimensions.ai

Scispace

Consensus.ai Elicit.org
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Scite.ai assistant
Zeta alpha
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Bing Chat Perplexity.ai



SMU Classification: Restricted

• Users will get more and more used to natural language search style and generally trust direct  
generated answers – High (80%)

Predicted trends (within 3 years)

• Most/many academic search engines will include generative AI/LLM (Large language models) – 
VERY HIGH (95%)

• Systems will exist that do a generally adequate job of writing a literature review (2 papers long) – 
Medium (50%)

• Reasonably decent chatbots will be deployed in libraries for first tier support – Moderately High 75%
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How generative AI/LLMs are 
affecting search engines
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AI + Search?

The confusing world of academic discovery
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What do we mean by "AI"?
• These days AI = Large Language Models (Transformer architecture)

• OpenAI's – GPT3.5-Turbo, GPT4
• Anthropic - Claude 2
• Google/Deep Mind – BERT*, T5*, Chinchilla,

•LaMDA, PaLM2
• Meta's – Llama2, Falcon 180B (Open Source**)
• AI2 - OLMo (Academic Open Language Model)

* Most of the list are decoder only models, BERT is encoder model 
and T5 is Encoder decider model
** Some restrictions
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Hype or 
reality?

"GPT-4 exhibits human-level performance on the majority 
of these professional and academic exams. Notably, it 
passes a simulated version of the Uniform Bar Examination 
with a score in the top 10% of test takers."

https://openai.com/research/gpt-4
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Natural Language 
Understanding

Natural Language 
Generation

Large Language Models (such as ChatGPT, BERT models)

"Given the breadth and depth of GPT-4's capabilities, we believe that it could reasonably be 

viewed as an early (yet still incomplete) version of an artificial general intelligence (AGI) 

system." - Sparks of Artificial General Intelligence: Early experiments with GPT-4
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What are language models?

A language model is a statistical model that allows you to predict the probability of the 
next word in a sequence of words.
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Terminology

A large language model (LLM) is a type of machine learning model trained on vast 
amounts of text data. It learns to understand and generate human-like text by 
predicting the next word in a sentence, given the words that came before it. Large 
language models often use the transformer architecture to process and generate 
text, thanks to its powerful capabilities.

A transformer model is a type of artificial neural network architecture that is 
designed to process and generate sequences of data, like text, in a highly parallel 
and efficient way.

OpenAI's ChatGPT is a Large Language Model based on  transformer architecture

OpenAI's ChatGPT is a Large Language Model based 
on transformer architecture
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Use in smartphone keyboards, 
autocomplete/correct
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What is a neural network and why do 
we need it?

A transformer model is a type of artificial neural network architecture that 
is designed to process and generate sequences of data, like text, in a 
highly parallel and efficient way.

An artificial neural network is designed to mimic how human brains work 
and enables creation of systems that can teach itself how to do a task 
(machine learning).
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Transformer model is a type of artificial neural network architecture. Neural 
nets are good for learning patterns – Here's a simple type of neural net

WeightsWeights

1

Correct Answer

2 3 1

-1

Input 1 AnswerInput 2

4 5

3 2 -1

Train
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Weights in neutral net are adjusted using 
back propagation using gradient descent

Train

2 3 1

-1

Input 1 AnswerInput 2

4 5

3 2 -1
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Language Models are trained in generation 
do these tasks
Next Token Prediction (Causal Language Modelling)

Predicting the next word in a ________

Masked Language Modelling

Predicting the ________ that should go into the sentence

Other tasks

• Next Sentence Prediction

• Sentence Boundary Objective

• Etc
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Attention is all you need

Encoder models 
(bidirectional)
• BERT
• RoBERTa
• DistilBERT

Decoder models 
(autoregressive)
• GPT (open)
• GPT2 (open)
• GPT3
• ChatGPT
• PaLM
• LaMDA
• OPT (open)
• Galactica (open)

ChatGPT is Large Language Models(LLMs) - based 
on Transformers architecture paper (2017)
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• GPT models are basically trained to generate text based on 
associations it learnt from past training data .

• There is no certainty it's text output will
• follow instructions you input
• Not make up things/tell the truth (factuality) -
• Not be output biased or dangerous information or advice.
• Be conversational

Final Step – GPT3 to Instruction Aligned 
(GPT3.5 eg ChatGPT)
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Final Step – GPT3 to Instruction Aligned via 
RLHF

https://openai.com/research/instruction-following

GPT-3

Reinforcement 
Learning through 
human feedback

ChatGPT (GPT 3.5 
model)
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Why hallucinations happen 
when using just Language 
models like ChatGPT
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How databases/search engines like Google store text –
inverted index

How databases or 
search engine 
index  store text – 
inverted index

Term Doc  1 Doc 2 Doc 3

Aaron X X

Tay X X X

Singapore X X

Management X x

University X X

Librarian X x
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Why does it make things up? It is not a 
database! It stores weights

All the training data is discarded
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LLM + other tech to improve 
Science and academia

• Text sentiment

• Text extraction

• Error checking

• Data cleaning and 
anonymization

• Simulations

• Hypothesis Generation

• Proof generation

• Many ,Many, more Generative Agents: Interactive 
Simulacra of Human Behavior
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How do LLM's 
improve search (2023)

Current "standard" (2023) use

• Improved relevancy (through contextual 
embeddings)

• Generation of direct answers (paragraph or 
two)

• Extraction of information from papers (abstract 

and full-text) to enhance search engine result 

pagesThings people working on

• Semi automation of systematic reviews

• Intergration with Knowledge Graph

• Literature review generation (holy grail)
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1. Improved relevancy through 
contextual embeddings
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Lexical/keyword search vs Semantic/Neural search

Search query - how to find seminal papers?

Google Scholar
Elicit.org
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Embeddings – converting words into semantic 
meaning

Embeddings
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Word2Vec (2013)

MAN-KING+WOMAN = QUEEN

Word2Vec (2013)
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https://www.ai-contentlab.com/2023/05/introduction-to-vector-embedding.html
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Remember the neural network from earlier?

WeightsWeights

1

Correct Answer

2 3 1

-1

Input 1 AnswerInput 2

4 5

3 2 -1

Train
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Weights in neutral net are adjusted using 
back propagation using gradient descent

Train

2 3 1

-1

Input 1 AnswerInput 2

4 5

3 2 -1
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I really love machine for doing research

learning

Prediction

Target Word

Context words Context words

Continuous bag-of-words (CBOW) predicts target words from 
context words 



SMU Classification: Restricted

Based on statistics patterns/distributions not fact

Lee Hsien Loong is Minister Of Singapore

Prime

Prediction

Target Word

Context words Context words
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Next advancement – solving the problem of Homonyms – 
River Bank vs Financial Bank
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Transformers use self-attention to further refine meaning of 
words
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https://blog.google/products/search/search-language-understanding-bert/

Google and 
other search 
engines have 
quietly used 
LLMs like BERT 
models since 
2019!
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Implications

Harder and harder to “explain” search results
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Implications

How should one search in such search engines?

1. Keyword style - Open access citation advantage?  

2. Natural language style - Is there an Open Access Citation 
advantage (natural language)

3. Prompt engineering style** – You are a top researcher in the 
subject of Scholarly communication. Write a 500 word essay on the 
evidence around Open Access Citation advantage with references

** What works depends on how the system translates search queries to match documents, 
but generally prompt engineering style “searches” work best with Chatbots that also 
search rather than straight out search engines
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Search engines with LLM vs LLMs that search

Input : Write a poem on infinity of primes (Elicit vs Scite assistant)
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2. Generation of direct answers
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Generation of answers -

ChatGPT alone can’t cut it

1.Lack of currency in data trained on

2.Even with low hallucinations there is no way 

to verify answers
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Solution

Retriever augmented generation 

(RAG) to rescue

Idea : Let's ground the 
generated answer with 
evidence found via 
search of external 
sources
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Possible basic solution

MAGIC HAPPENS! MAGIC HAPPENS!

MAGIC HAPPENS!
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CORE GPT - https://blog.core.ac.uk/2023/03/17/core-
gpt-combining-open-access-research-and-ai-for-
credible-trustworthy-question-answering/

One academic example with details 

CORE+GPT
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https://arxiv.org/abs/2307.04683

Search + LLM (CoreGPT)
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Academic vs General Web 

03
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More are coming....

03

https://www.nature.com/articles/d41586-023-02470-3
https://beta.elsevier.com/products/scopus/scopus-ai
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One-example - Elicit.org
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ChatGPT + Scholar.io plugin
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Others

Using Large language models to generate and extract direct answers - More academic search 

systems - Scite Assistant , Scispace, Zeta Alpha

Scite assistant scispace

Zeta-alpha
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Besides academic search, they work 

as chat support
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It can look into open access papers on our 
institutional repository
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Limitations of these tools

1.Very new, accuracy, reliability is 

unclear

2.Current tools have limited data 

(most of these tools currently rely 

heavily on open scholarly 

metadata and open access papers)
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What does the research say?

03

Zheng, S., Huang, J., & Chang, K. C. C. (2023). Why does chatgpt fall short in 

providing truthful answers. ArXiv preprint, abs/2304.10513.

Paper talking about how adding augmented retriever helps

When correct evidence is manually added to GPT-3.5, it 

outperforms not just GPT3-5 but also GPT-4. It becomes 

85% accurate more than GPT3-5 (60.5%) alone and 

GPT4 (72%)



SMU Classification: Restricted

What does the research say?

03

Mallen, A., Asai, A., Zhong, V., Das, R., Khashabi, D., & Hajishirzi, H. (2023, July). When not to trust language models: Investigating 

effectiveness of parametric and non-parametric memories. In Proceedings of the 61st Annual Meeting of the Association for 

Computational Linguistics (Volume 1: Long Papers) (pp. 9802-9822).
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What does the research say?

03

51.5% of generated sentences are fully 

supported by citations and only 74.5% of 

citations support their associated 

sentence. (Average of 4 search engines)

Liu, N. F., Zhang, T., & Liang, P. (2023). Evaluating verifiability in generative search 

engines. arXiv. http://arxiv.org/abs/2304.09848

Paper comparing Bing Chat, Perplexity, Youchat and NeevaAI

68.7% of generated sentences are fully 

supported by citations and only 89.5% of 

citations support their associated 

sentence. (Best of 4 search engines)
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Will users overly trust generated answers?

Liu, N. F., Zhang, T., & Liang, P. (2023). Evaluating 
verifiability in generative search engines. arXiv. 
http://arxiv.org/abs/2304.09848
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Why there is a negative correlation?

Fluency – The more the generator (chatGPT) tries to paraphrase the more fluent the 
answer is, but likely to lead to the generated sentence not being supported by citation

Sentence is 
exactly 
extracted 
from paper

Sentence is 
paraphrased

https://consensus.app/results/?q=is%20covid-19%20airborne%3F
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Why there is a negative correlation

Perceived usefulness – Assume no good answer is found. The more the generator 
(chatgpt) tries to generate sentences supported by evidence found , the less likely the 
generated sentence will answer the question and hence lead to lower perceived 
usefulness.



SMU Classification: Restricted

3. Extraction of information 
from papers (abstract and full-
text) to enhance search engine 
result pages
(Also "Chat with PDF")
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An example of extracting data -> elicit.org (beta version out soon)
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You are not just limited to predefined criteria/categories
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You should verify the extractions.... and "chat with pdf"
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Another way - System Pro

https://about.system.com/

blog/reinventing-search-

for-research
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Tools for systematic review -

System Pro
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Comparison
Bing Chat Perplexity.ai Elicit.org Scite assistant Scispace Consensus.ai

Source Bing Bing Semantic Scholar Open metadata + 

Selected partners

Unclear Semantic Scholar

Coverage type General web General

web

Academic journals, 

Conf paper etc
Academic journal

s, Conf paper etc

Academic journal

s, Conf paper etc

Academic 

journals, Conf 

paper etc

Coverage 

(metadata)  

unknown unknown Roughly 175 million Similar to Elicit Unknown but 

likely to be similar

Roughly 75 

million

Coverage (full text) Bing index- Bing Index- Open Access content 

only

33 million Open Access co

ntent only

Open Access 

content only

Can summarize 

papers in structured 

table (lit review 

matrix)?

No No Yes No Yes Consensus Meter 

for Yes/No 

questions on 20 

results

Can upload your 

own PDF?

No No Yes No No No

Pros/Special feature Edge plugin Perplexity 

Plugin

Most established, 

good extraction of 

data

Allows 

many customizati

on of sources 

used

Has extension Employs 

extractive 

summary not just 

generative

See also "Five AI Research Tools That Referencing Genuine Sources"
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4. Some implications
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1. Education for users on use of LLMs

https://twitter.com/bekkhilde/status/1628376973306212352
https://twitter.com/NoetheMatt/status/1629156551217782786?t=xVskqKqSzyXUzEq
hie4ZoA&s
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Fake citations, even in papers!

https://twitter.com/eomalea/status/1650527418577309699
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2. Discoverability in a world of LLMs (without 
search)

Give access to OpenAI's GPTBot crawler
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Information needs to be indexed/accessible by the search engine part 
for RAG systems – Here Bing chat fails because catalog not indexed
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Importance of getting your info findable by 
search engines – Google Bard succeeds
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Reformat data in none-table formats

Bing +GPT isn't very good in extracting data from tables
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2. Implications for Reference and support services

Reasonably good chat bots will probably be used in libraries
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https://medium.com/a-academic-librarians-thoughts-on-open-access/are-we-undervaluing-open-access-
by-not-correctly-evaluating-the-potentially-huge-impacts-of-e93af1de9414

• Will this strengthen the Open Access Citation advantage?

3. Implications for Open Access



SMU Classification: Restricted

4. Cautions

• Technology is still very 
immature

• Reliability of answers 
depends on training 
dataset (usually not 
known)

• Use with caution, always 
verify. A citation does 
not mean it is correct

• This is just the 
beginning, there is a lot 
of possible 
improvements coming

Be wary about putting in 
private, confidential 
information into ChatGPT or 
LLMs systems
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Things I did not talk about

• Copyright issues

• Other Generative AI models like 
Text to Image generative AI 
models (Stable Diffusion, DALLE2)

• Multimodal models (covers text, 
image, videos for input/output

• Disinformation risks

• Detection of AI writing

• LLM's pattern matching or 
reasoning?

Impact on education & jobs

Ai existential risk
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Thank you – Any Questions?
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