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ChatGPT's
attempt to 
keynote
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Bio written by new Bing (Bing+GPT model)
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A "Game Changer" For Libraries
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https://ink.library.smu.edu.sg/asiaoa2021/program/agenda/14/

Open + More stuff + Machine learning = magic
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Trend 1 – the 
evolving 
Scholarly 

Record (2014)

https://www.oclc.org/research/publications/2014/oclcresearch-evolving-
scholarly-record-2014-overview.html
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Things we used to collect and care about

BOOKS JOURNAL 
ARTICLES

CONFERENCE 
PROCEEDINGS

NEWSPAPERS
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Things we used to collect and care about

Preprints (different 
versions e.g. Accepted Manuscript, 
Version of Record)

Datasets – raw, processed (text, 
images and more - See list of data 
repositories)

Computational Notebooks & 
Scripts/code 
(e.g. CodeOcean, Executable 
Research Articles)

Protocols (including search 
protocols), Registered reports 
(e.g. SearchRxiv, protocols.io, OSF, )

Peer Review reports (open peer 
review models, Peer community)

Post & Pre publication reviews 
(e.g. Publons, PubPeer)

Retraction notices 
(Crossmark, Retraction Watch 
Database)

https://www.re3data.org/
https://codeocean.com/
https://elifesciences.org/collections/d72819a9/executable-research-articles
https://searchrxiv.org/
https://www.protocols.io/
https://peercommunityin.org/
https://publons.com/about/home/
https://pubpeer.com/static/about
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Registered protocol

Raw Data

Code

Preprint Accepted Manuscript Version of Record

Publisher platform Preprint Server Institutional Repository 

Preprint 
reviews

Open Peer Review

Post –
publication 

review

Discovery, Access and metrics for evaluation

Citations
Usage -

Downloads
Usage – Other 

altmetrics
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The preprint revolution - Implications for bibliographic databases

https://upstream.force11.org/the-preprint-revolution-implications-for-bibliographic-databases/
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Implications

• Changing roles –
• What Custodial Responsibilities should libraries play? At what levels of aggregation 

(e.g. National, institutional?)
• Should other players collect these new objects? eg Publishers? Funders?
• How should these different research objects be connected and made discoverable?
• What business model should we adopt for these new research objects?

• Increased complexity - Librarians need to have the knowledge to be on the 
forefront of changes to the research communication workflow.
• How do you discover such objects?
• Are you familiar with citation standards and practices beyond for articles?
• What tools do you recommend ?
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Trend 2 –
Push to 
Open

Open Access

Open Research Data

Open Educational Resources (OER)

Open Science

Open Citations/Metadata

Open infrastructure
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Open Access

https://musingsaboutlibrarianship.blogspot.com/2014/08/how-academic-libraries-may-change-when.html

How academic libraries may change when Open Access 
becomes the norm (2014)
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Open Access developmentsRise of transformative deals (ESAC Transformative Agreement Registry)

“Transformative agreement” is an 
umbrella term describing those 
agreements negotiated between 
institutions (libraries, national and 
regional consortia) and publishers 
in which former subscription 
expenditures are repurposed to 
support open access publishing of 
the negotiating institutions’ 
authors, thus transforming the 
business model underlying 
scholarly journal publishing.."

https://esac-initiative.org/about/transformative-agreements/agreement-registry/


SMU Classification: Restricted

https://publishingperspectives.com/2023/02/cambridge-university-
press-aims-for-full-open-access-by-2025/

"It passed the 50-percent 
threshold in 2022, with some 
10,000 articles being “fully open,” 
and now has a goal of seeing “the 
vast majority of its research papers 
published fully open access by 
2025.... transformative 
agreements now cover more than 
2,000 institutions … its success 
with in the open-access arena is 
particularly of note because some 
60 percent of its research 
publications are in the areas of 
humanities and social sciences"
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Journals are flipping to Open Access

https://ras.ac.uk/news-and-press/news/royal-astronomical-society-
announces-all-journals-publish-open-access-2024
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Open Science and Open Data 
Developments

OSTP memo (2022)

UNESCO Recommendation on Open Science adopted (Nov 2021)

Research Data & Software as first class entity (Standards & metrics)

Google Dataset Search launched in 2018 and out of beta 2020

https://en.unesco.org/science-sustainable-future/open-science/recommendation
https://zenodo.org/record/3525349
https://datasetsearch.research.google.com/
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Open metadata & infrastructure (2018-)

Initative for Open Citations -
successfully hits 90% open citations in Crossref records (Jan 2021)

Initative for Open Abstract launches (Sept 2020)

Formal adoption of The Principles of Open 
Scholarly Infrastructure by Crossref, 
Datacite, ROR, OurResearch etc in 2020

https://openscholarlyinfrastructure.org/posse/
https://openscholarlyinfrastructure.org/posse/
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Some sources of Open Scholarly Metadata + Applications

23
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Science mapping tools (for bibliometrics researchers)

25
VOSviewer, Citespace, Bibliometrix , CitNetExplorer, Sci2, HistCite, Hazing 
Publish or Perish

https://www.vosviewer.com/
http://cluster.cis.drexel.edu/~cchen/citespace/
https://www.bibliometrix.org/
https://www.citnetexplorer.nl/
https://sci2.cns.iu.edu/user/index.php
https://harzing.com/resources/publish-or-perish
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Science mapping tools can now accept data from more 
inclusive sources e.g. MAG, COCI,

26

Some options in Vosviewer
Vosviewer (co-authorship network using-MAG)
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Citation based Literature mapping services (for researchers)

27

See list of emerging tools

https://musingsaboutlibrarianship.blogspot.com/p/list-of-innovative-literature-mapping.html
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New innovative tools by startups, hobbyist etc

28

Research Rabbit
ConnectedPapers

https://researchrabbitapp.com/
http://connectedpapers.com
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Implications

• Similar to trend 1, librarians will need to gain expertise in these areas 
to help support user services
• New roles – Reproducibility librarian -> Support of Open 

Science/Reproducibility

• What is the endgame for some of these open trends? E.g. Journals flipping to 
open = ?

• Institutions can help support open infrastructure? E.g. process Open 
citations for rare and non-English items
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Trend 3 –Rapid 
Improvement 
and uptake in 

technology 
trends in 
research

Linked Data/Knowledge 
Graphs

Machine learning/ Deep 
learning/ NLP
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The progress of ML/DL/AI

https://xkcd.com/1425

Image recognition was considered Phd level work in 
2014.....
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Some mature AI advancements & consumer tech 
that use it

Image recognition Speech to Text 
recognition

Games – Go, Starcraft 
II, Altair games

Generative AI, Q&A , 
NLP in general
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"Generative AI"

https://twitter.com/aaronsiim/status/1586412346817187840/photo/1

• Text-to-Text

• Text-to-Image

• Text-to-code

• Text-to-video

• Image-to-Text

• Audio-to-Text
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Generative AI – Text to 
images e.g. DALLE2, 
Stable Diffusion 
(opensource)

• Prompt - Aaron Tay giving a 
keynote speech to academic 
librarians at Zayed University 
Conference Centre
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Switching the prompt to 
a female name

• Prompt - Adeline Tay giving a 
keynote speech to academic 
librarians at Zayed University 
Conference Centre
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Switching the prompt to 
describe clothing

• Prompt - Aaron Tay dressed in a 
blue jacket giving a keynote speech 
to academic librarians at Zayed 
University Conference Centre
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The power and creativity of ChatGPT
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The power and creativity of ChatGPT
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The power and creativity of ChatGPT
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There are other capable LLMs – try Poe.com
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Large Language Models(LLMs) - Based on 
Transformers

https://arxiv.org/abs/1706.03762

Encoder models
• BERT
• RoBERTa
• DistilBERT

Decoder models 
(autoregressive)
• GPT (open)
• GPT2 (open)
• GPT3
• ChatGPT
• OPT (open)
• Galactica (open)
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Transformer based models achieve - State of 
art results

https://paperswithcode.com/area/natural-language-processing
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LLMs getting bigger
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GPT2 was 
initially 

considered 
too dangerous 

to release

• June 2018 - OpenAI releases GPT

• Feb 2019 – GPT2 released ."Due to our concerns about malicious applications of the technology, we are not 
releasing the trained model. As an experiment in responsible disclosure, we are instead releasing a 
much smaller model for researchers to experiment with, as well as a technical paper." (OpenAI, 2019)

• Nov 2019 – Full version of GPT2 was released Open Source.

• June 2020 – GPT3 released via API

• Nov 2022 – ChatGPT launched

https://openai.com/research/better-language-models

https://github.com/openai/gpt-2
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
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Fake news....
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Auto-generation of fake news using GPT-3 –
an attempt
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How Nature 
readers are 

using 
ChatGPT

https://www.nature.com/articles/d41586-023-00500-8
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https://arxiv.org/abs/2302.03495

https://arxiv.org/abs/2302.03495
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How good is ChatGPT for research?

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4322651
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ChatGPT and 
it's cousins can 

do most NLP 
tasks with few 

shot 
prompting
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Some other 
uses

OCR Correction – e.g. Trove

Formulate emails

Brainstorm ideas

Code

https://nbviewer.org/github/wragge/gpt3-experiments/blob/main/testing-ocr-correction.ipynb​
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Problem ChatGPT – hallucinates

"Next, we asked ChatGPT to summarize a systematic review that two of 
us authored in JAMA Psychiatry5 on the effectiveness of cognitive 
behavioural therapy (CBT) for anxiety-related disorders. ChatGPT
fabricated a convincing response that contained several factual 
errors, misrepresentations and wrong data (see Supplementary 
information, Fig. S3). For example, it said the review was based on 46 
studies (it was actually based on 69) and, more worryingly, it 
exaggerated the effectiveness of CBT."

https://www.nature.com/articles/d41586-023-00288-7

https://www.nature.com/articles/d41586-023-00288-7#ref-CR5
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Users need education in use of such tools

https://twitter.com/bekkhilde/status/1628376973306212352
https://twitter.com/NoetheMatt/status/1629156551217782786?t=xVskqKqSzyXUzEq
hie4ZoA&s

https://twitter.com/bekkhilde/status/1628376973306212352
https://twitter.com/NoetheMatt/status/1629156551217782786?t=xVskqKqSzyXUzEqhie4ZoA&s=09
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Galactica.org

Galactica: A Large Language Model for Science

https://galactica.org/static/paper.pdf
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Galactica.org
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Galactica.org

"A fundamental problem with Galactica is that it is not able to distinguish truth from 
falsehood, a basic requirement for a language model designed to generate scientific 
text. People found that it made up fake papers (sometimes attributing them to real 
authors), and generated wiki articles about the history of bears in space as readily as 
ones about protein complexes and the speed of light."

https://www.technologyreview.com/2022/11/18/1063487/meta-large-language-model-ai-
only-survived-three-days-gpt-3-science/

Web demo pulled down in 3 
days!
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ChatGPT (alone) is not the future at least for 
info retrieval...

Search

Large Language 
Models 

(conversational 
bots)
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https://www.nature.com/articles/d41586-023-00423-4

Large language models can improve 
search in two ways

1. Better interpretation of search 
query and relevancy matching 
(e.g. BERT)

2. Conversational answer, partly 
from extraction of 
documents(new!)
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You.com

New Bing + Chatbot Perplexity.ai

General web 
search 
enhanced by 
Large 
Language 
Models (rel
eased)

http://perplexity.ai
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ChatGPT - What is the size of Google Scholar?
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Perplexity - What is the size of Google 
Scholar?

How Perplexity works (roughly)

• Step 1 – Finds relevant documents

• Step 2 – Extracts the most likely relevant passages

• Step 3 – Sends the extracted passages + prompt to 
language model (e.g. ChatGPT) with the instruction to 
answer the query using extracted passages
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Bing+chat is a decent chatbot
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Bing+chat is a decent chatbot
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Bing is a decent chatbot
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Importance of getting your info indexed
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Importance of getting your info indexed
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It can answer research questions
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Follow ups
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I can ask results to be from a given domain
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Restricting to OA papers!

https://core.ac.uk/
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Compare and contrast methods!



SMU Classification: Restricted

Academic Search enhanced by Large 
Language Models

https://typeset.io/

https://elicit.org/

https://consensus.app/search/

https://scite.ai/

https://musingsaboutlibrarianship.blogspot.com/2022/11/q-academic-
systems-elicitorg-scispace.html
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Scite- beta –Answer a question
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Scite- beta –Answer a question
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Elicit – answers 
the question

• https://elicit.org/search?q
=can+you+use+google+scho
lar+alone+for+systematic+re
views%3F
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Elicit extracts characteristics of papers
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You can use the preset columns or add your 
own
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You can check the passage it uses to answer 
the question
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Before After

Search engine 
retrieves documents

User "reads" the top 
ranked document

User finds the 
answer and stops

User enters query User enters query

Search engine 
retrieves documents

LLM extracts the 
answer+ generate 

answer

User reads 
generated answer 

and stop

Convenience 
gap
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Will people bother to verify citations?

Ranking of results in search engines are even more important?

Open or Die?

Will over-reliance on summarises lead to superficial learning

Importance of deep expertise

Some questions & speculations
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Will people bother to verify citations?

Some questions & speculations
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Ranking of results in search engines are even more important?

Some questions & speculations

WebGPT: Browser-assisted question-answering with human feedback

"Our approach also raises a challenging problem with societal implications: how 
should factual accuracy be evaluated when training AI systems? Evans et al. [2021, 
Section 2] propose a number of desiderata, but a substantial gap remains between 
these and the highly specific criteria needed to train current AI systems with 
reasonable data efficiency. We made a number of difficult judgment calls, such as 
how to rate the trustworthiness of sources (see Appendix C), which we do not 
expect universal agreement with. While WebGPT did not seem to take on much of 
this nuance, we expect these decisions to become increasingly important as AI 
systems improve, and think that cross-disciplinary research is needed to develop 
criteria that are both practical and epistemically sound"

https://arxiv.org/pdf/2112.09332.pdf
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Ranking of results in search engines are even more important?

Some questions & speculations

How do you ask to see results from the next top ranked results?
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Some questions & speculations

Will publishers allow search engines to index their full-text behind paywall

Open or Die? 

• Open Access Citation advantage becomes stronger?

• Will publishers allow search engines like google scholar to index their full text 
behind paywalls?
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Some questions & speculations

Will over-reliance on summarises lead to superficial learning

Importance of deep expertise
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Further Implications
• User education

• Users should be aware of the weaknesses of generative AI

• Do such tools increase the efficiency and effectiveness of fake news?

• Long term effects on the use of such technology

• Reference work
• Will such technologies further reduce the need for reference desks?

• Are competent, easily maintained chatbots as first tier support now in sight?

• Others
• Should we value Open Access, OER, Open Science etc more?
• Are there roles we can play in supporting the development of open source 

LLMs? Supply of quality data?
• Training of such bots for assessment of creditability?
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Should we double down on "Open"

https://medium.com/a-academic-librarians-thoughts-on-open-access/are-
we-undervaluing-open-access-by-not-correctly-evaluating-the-potentially-
huge-impacts-of-e93af1de9414
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Questions for researchers – from Nature

https://www.nature.com/articles/d4158
6-023-00288-7
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Questions for academic librarians 
• Which library tasks should or should not be out-sourced to Large Language 

Models (LLMs)

• Which Library skills remain essential to Librarians? 

• What steps in a AI-assisted library process require Librarian Verification?

• How can libraries aid the development of independent Open-Source? (LLMs)

• What legal implications do LLMs have for laws and regulations related to 
patents, copyright?

• How should librarians keep up?
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Collection of new 
inputs, processes, 

outputs –

Education on 
workflow & new 

technologies

Discovering & 
facilitating use

• Mgt of CRIS, Institutional 
& data repositories

• Managing OA / OER
• Curation of DH, DS 

projects
• Processing of open 

citations

• Discovery & use of 
open resources (e.g., 
OER, Wikidata, TDM 
sources)

• Processing/Manipulatio
n (e.g. Digital 
Scholarship/Humanities 
e.g. TDM , GIS)

• Data carpentry

• Advice on the 
various “open”
• Open Access
• Open Data
• Open Citations
• Open Science

• Fake news**
• Impact of Algo**

A tentative reorganization of roles – Proposed 2018?

Technical Service? Reference? Information Literacy?

Building Supporting Library & Scholarly Infrastructure – Analytics & ML (Library IT)
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Let me end in the words of ChatGPT....
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Thank you

Aaron Tay

Aarontay@gmail.com

@aarontay

https://musingsaboutlibrarianship.blogspot.com


