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Abstract

Purpose – Phishing attacks are the most common cyber threats targeted at users. Digital nudging in the form
of framing and priming may reduce user susceptibility to phishing. This research focuses on two types of
digital nudging, framing and priming, and examines the impact of framing and priming on users’ behavior (i.e.
action) in a cybersecurity setting. It draws on prospect theory, instance-based learning theory and dual-process
theory to generate the research hypotheses.
Design/methodology/approach – A 33 2 experimental study was carried out to test the hypotheses. The
experiment consisted of three levels for framing (i.e. no framing, negative framing and positive framing) and
two levels for priming (i.e. with and without priming).
Findings – The findings suggest that priming users to information security risks reduces their risk-taking
behavior, whereas positive and negative framing of information security messages regarding potential
consequences of the available choices do not change users’ behavior. The results also indicate that risk-averse
cybersecurity behavior is associated with greater confidence with the action, greater perceived severity of
cybersecurity risks, lower perceived susceptibility to cybersecurity risks resulting from the action and lower
trust in the download link.
Originality/value – This research shows that digital nudging in the form of priming is an effective way to
reduce users’ exposure to cybersecurity risks.

Keywords Cybersecurity, Framing, Priming, Digital nudging, Information security, User behavior

Paper type Research paper

1. Introduction
Information security risks are on the rise and social engineering attacks such as phishing are
rapidly increasing (Carpenter, 2020; Thibodeaux, 2021). These risks and attacks pose
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significant challenges to organizations in keeping their data safe (Stephanidis et al., 2019). IBM
has reported that more than 95% of their security incidents were attributed to human errors
(IBM Corporation, 2014). Similarly, data breaches at companies such as Equifax and Capital
One were caused primarily by human errors (Bernard and Cowley, 2017; Yakencheck, 2019).
Users play a critical role in identifying cybersecurity threats and preventing cybersecurity
incidents (Stanton et al., 2004) such as those associated with downloading documents or
software from anonymous or unknown sources. Phishing attacks are the most common cyber
threats to users and organizations. Phishing messages typically entice users to take risky
cybersecurity actions by downloading uncertified software or visiting amaliciouswebsite. For
example, a watering hole phishing attack takes place by infecting websites frequent by
targeted users such that user information could be compromisedwhen software is downloaded
from thesewebsites. Phishing attacks can also take place through othermeans, such as emails,
tweets, phone calls or SMS. Therefore, it is critical to explore factors that can safeguard users’
behavior and investigate ways to minimize users’ exposure to cybersecurity risks.

The information systems (IS) security literature has examined user vulnerability to
cyberattacks and explored individual differences and psychological factors, including
cognitive limitations, personality traits, identity and other demographic factors (Shropshire
et al., 2015; Halevi et al., 2013). Past research has also investigated the structural features of
security warnings, suggesting that security behavior is influenced by active warnings
(Akhawe and Felt, 2013), security cues (Smith et al., 2016) and security messages (Chen et al.,
2015; Chong et al., 2018; Rosoff et al., 2013). User behavior plays a vital role in cybersecurity
(McNeese et al., 2012) and is affected by the decision environment and context (Wang
et al., 2019).

Nudge theory has been used to understand how people make decisions and, more
importantly, how to improve people’s thinking and decisions by the design of choices (Thaler
and Sunstein, 2009). Human-computer interaction researchers further defined “digital
nudging” as the use of specific information to “nudge” users into behaving in a predictable
way (Schneider et al. 2018; Weinmann et al., 2016). However, users’ decision-making
associated with digital nudging in the cybersecurity context is still largely unexplored.
Hence, more research is warranted to overcome human factors and social engineering as the
means leading to cybersecurity attacks. Specifically, in this paper, we examine the impact of
two types of digital nudging, framing and priming, on users’ information security behavior in
a software download context. Thus, our research questions are:

RQ1. Does priming users to known instances of information security risks reduce their
risk-taking behavior?

RQ2. Do positive and negative framing of information security messages regarding
potential consequences of choices reduce users’ risk-taking behavior?

This paper is organized as follows: Section 2 reviews the literature on digital nudging,
framing, priming and user behavior in the cybersecurity context. Section 3 provides the
theoretical foundation for the research by covering dual-process theory, prospect theory and
instance-based learning theory, as well as presents the research hypotheses. Section 4
presents the research methodology. The data analysis and discussions of findings are
presented in section 5 and section 6, respectively. Finally, section 7 concludes the paper with
theoretical and practical implications as well as limitations and future research directions.

2. Literature review
2.1 Nudges in cybersecurity
Nudges are powerful and straight-forward strategies that change the architecture of choices
to improve human decision-making. Nudges have been shown to be beneficial to
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decision-making in a variety of areas, including finance (Castleman and Page, 2016;Marx and
Turner, 2019), healthcare (Dubov and Phung, 2015), education (Damgaard and Nielsen, 2018)
and e-commerce (Dennis et al., 2020). A nudge is any aspect of the choice architecture that
alters people’s behavior (Thaler and Sunstein, 2009). For example, in an e-commerce study, it
was found that the price of a similar product available elsewhere can influence people’s
willingness to buy that product from an e-commerce site (Krishna et al., 2006). Dennis et al.
(2020) termed this phenomenon as semantic priming, which refers to people’s tendency to use
a related product as an initial anchor in the purchase decision-making process.

Researchers in the security and privacy area have been exploring ways to nudge users to
better their security decisions (Renaud and Zimmermann, 2018; Cooper et al., 2020). For
instance, Peer et al. (2020) developed a personalized approach that analyzed individual
differences in decision-making to encourage users to choose stronger and safer passwords.
An imperative question relates to how users retort to goal-framed nudging that is intended to
influence their actions associated with information security (Hong, 2012). Message framing
has intermittently been recognized as a prime factor influencing user behavior (Rosoff et al.,
2013; Shropshire et al., 2010). Similarly, contextual priming has been identified as a
mechanism that can warn users of potential cybersecurity threats (Wright et al., 2010).
Digital nudging has been applied in a warning system to alert users to phishing emails
(Cooper et al., 2020).

2.2 User behavior in cybersecurity
Users are the weakest link or target toward cybersecurity-related threats (Siponen, 2000), and
hence, more studies are needed to understand users’ security responses and behavior
(Lebek et al., 2013). Self-efficacy has been shown to influence information security behavior
(LaRose et al., 2008). A survey study by Woon et al. (2005) has also demonstrated that
perceived severity, response cost, perceived susceptibility and self-efficacy influence users’
cybersecurity actions. Pahnila et al. (2007) found information quality of IS security policies to
influence compliance. Their results also show that attitude, normative beliefs and habits have
positive effects on intentions to complywith IS security policies, whereas threat appraisal and
facilitating conditions have positive impact on attitude.

Efficacy of coping response positively influences behavioral intentions of users in
implementing compliance behavior (Maddux and Rogers, 1983). Fear appeals can reduce
cybersecurity threats by changing the security behavior of users in high-risk environments
(Johnson and Warkentin, 2010). Although fear appeals are helpful in persuading users to
comply with recommendations to mitigate cybersecurity risks, their effect is not consistent
among users but is dependent on self-efficacy, response efficacy, threat severity and social
influence (Johnson and Warkentin, 2010).

Several studies in IS security suggest that even though prior knowledge of risks is
required to improve user security-related behavior, a multiplicity of other factors will also
need to be examined along with the interaction effects of these factors (Lee and Kozar,
2005; Stanton et al., 2005; Sasse et al., 2001; Sharma, 2017). Organizational cybersecurity
continues to be adversely affected by human errors associated with information security
behavior.

2.3 Framing and priming in cybersecurity
Researchers have utilized prospect theory to evaluate the impact of positively versus
negatively framed messages on user behavior (e.g. Aaker and Lee, 2001; Anderson and
Agarwal, 2010; Pechmann et al., 2003; Rodriguez-Priego et al., 2020; Rosoff et al., 2013;
Sharma, 2017; Shiv et al., 2004; Zhan et al., 2020). In the cybersecurity context, Anderson and
Agarwal (2010) found that users exhibit greater risk-averse behavior when presented with
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messages that focus on the benefits of following recommended secure online behaviors than
the negative consequences of not following them. In contrast, an experimental study by
Rodriguez-Priego et al. (2020) found that negative (loss) framing of security risks is more
effective in influencing users toward taking more secure behavior than its positive (gain)
framing counterpart. Another experimental study by Rosoff et al. (2013) did not find any
difference in positive versus negative (gain-loss) framing of information security messages.
Hence, the effect of positive versus negative framing on users’ cybersecurity behavior is
unclear or inconsistent in the literature.

Priming refers to a phenomenon, whereby the introduction of a stimulus affects how
people respond to a subsequent stimulus (Weingarten et al., 2016). Priming plays an
important role in decision-making and can be presented as past instances along with their
consequences. When past instances of experiences with security threats and their
consequences are presented to users, they can change the users’ information security
behaviors. Safety-related priming has been shown to influence users’ mobile app selection
(Chong et al., 2018). Priming in the form of a near-miss manipulation rather than as a purely
negative event, which is the interest of this research, has resulted in users choosing safer
actions. However, priming has been shown to be ineffective in preventing social engineering
attacks to disclose personal information (Junger et al., 2017).

3. Theoretical foundation and hypothesis development
In this section, we will review the dual-process theory, prospect theory and instance-based
learning theory. These theories are then used to generate the research hypotheses.

3.1 Dual-process theory
The dual-process theory of controlled and automatic processing was first proposed by
Shiffrin and Schneider (1977) and was later popularized by Kahneman (2011) in his book
entitled “Thinking, Fast and Slow.” In any decision-making context, we utilize one or two
different information processing systems: (1) the automatic reactive system that is based on
intuition or gut-feeling (system 1) where information processing is fast, emotional and
unconscious and (2) the conscious cognitive system (system 2) where information processing
is slow, controlled and deliberate. Our process of thinking or decision-making is
conceptualized as an interaction between system 1 and system 2 (De Neys and Pennycook,
2019). System 1 uses automatic and effortless processing that typically occurs with routine
tasks or familiar operations, whereas system 2 requires time and conscious effort to complete
the task or activity. When using system 1, the decision can often be made in less than one
second (Kahneman, 2011). In contrast, system 2 uses more time to generate a response or
make a decision. Given that more than 90% of human decision-making utilizes system 1
thinking (Kahneman, 2011) and people tend to use system 1 when dealing with routine
computer tasks, such as checking emails and opening websites, Goel et al. (2017) argued that
social engineering attacks take place frequently because users are often using the automatic
and nonconscious thinking process in system 1 when facing cybersecurity threats. Similarly,
past research has raised concerns about the drawback of the automatic cognitive process of
system 1 in responding to cybersecurity threats (Wang et al., 2012). Social engineering attacks
take advantage of people’s tendency to pay more attention to visceral triggers (i.e. messages
stressing the urgency of response) than to phishing deception indicators (i.e. errors or
discrepancies in grammar, spelling or the sender’s email address presented in a phishing
email or message) (Wang et al., 2012). Visceral triggers induce system 1 cognition which
reduces information processing, whereas phishing deception indicators require system 2
cognition to recognize and process the deceptive nature and content. Because users tend to
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utilize system 1 thinking more than system 2 thinking, social engineering attacks are very
common.

In principle, system 1 works continuously and creates judgments and assessments based
on our past experiences and desires. During the decision-making process, system 1 runs
automatically and systems 2 kicks in and gets activated when a new situation is encountered
or if attention and conscious effort are required to complete the task at hand. Even when
system 2 is activated, it tends to adopt the results of system 1 without modification, and
hence, system 1 tends to have a strong impact on system 2.

Digital nudging can play an important role in information security decision-making by
disrupting system 1 when the need arises. Nudging can be used to prompt users to reason
through their choices in a more conscious and deliberate manner. However, it may also be
used to prompt users to follow the default choice (e.g. click a link) that could be associated
with a social engineering attack. In the latter case, digital nudging can reinforce the default
option on the interface and facilitate system 1 thinking. Given that digital nudging has the
potential to reinforce or disrupt the automatic reactive process of system 1, designers need to
be mindful of the choices provided on an interface to either nudge the users to opt for a safe
(i.e. risk-averse) action or disrupt system 1 thinking and trigger system 2’s deliberation when
users are facing potential cybersecurity threats. Digital nudging such as framing and priming
can remind users about the potential consequences of such threats and thus, prompt them to
carry out a careful and conscious thought process before selecting an appropriate choice. By
utilizing system 2 thinking process, the degree of cybersecurity threats such as phishing can
be minimized (Goel et al., 2017).

3.2 Prospect theory
We draw upon the prospect theory to explain the effect of framing on user behavior (Tversky
and Kahneman, 1986). Depending on the way information is presented, people can view
message framing in cybersecurity communication as positive or negative. Framing can take
one of two forms: (1) equivalence frames, where two logically equivalent options are
presented in different ways or (2) emphasis frames, where two subsets of a situation are
portrayed (Druckman, 2001). To comprehend decision-making, it is important to consider the
kind of data or information (i.e. framing) that the user possesses or has access to in forming
the basis of a decision (Sharma, 2017). In other words, both the data and the framing of the
data can influence user judgments and decisions.

Prospect theory explains one’s choices among alternatives that involve risk and
uncertainty (Tversky and Kahneman, 1986; Lehto and Nah, 2006; Lehto et al., 2012). The key
concepts of prospect theory can be broken down into two phases. First, users make decisions
by assessing the risks relative to a reference point (i.e. baseline) rather than based on the final
consequence. The impact of this subjective assessment is known as framing, which refers to
the way a prospect is subjectively estimated as either a gain or a loss, or whether a prospect is
presented in a positive or negative way (Sharma, 2017). Hence, all the possible options are
reformulated relative to the reference point to simplify the resulting evaluation (Tversky and
Kahneman, 1984).With all the possible alternatives framed in a similar way, the user assesses
each of the alternatives as either a gain or a loss and selects the one with the greatest
valuation. Second, judgments are loss-aversive, which means that damages or losses are
perceived as comparatively stronger than gains or benefits (Verendel, 2009).

The framing effect posits that the way options are displayed, such as whether options are
presented as positively or negatively framedmessages, affects individuals’ responses to them
(Plous, 1993). Individuals tend to avoid or stay away from threats when a positive message is
displayed and identify or relate to the threats when a negativemessage is displayed (Tversky
and Kahneman, 1984). Risk appraisal involves an assessment of the vulnerability of the
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threats (Rogers, 1975). Loss aversion in prospect theory posits that a loss is perceived to be
more substantial than a gain of the same quantity. Messages that highlight the adverse
consequences of an option are viewed as possible damages (losses) towhich users are likely to
react more strongly to as compared to messages that underline benefits (gains) (Tversky and
Kahneman, 1984). Hence, negative framing is perceived as a loss of a greater magnitude than
positive framing of the same magnitude.

3.3 Instance-based learning theory
We draw upon the instance-based learning theory to explain the effect of priming on user
behavior (Gonzalez et al., 2003). Instance-based learning theory explains how individuals
make decisions based on their knowledge of similar instances. It suggests that when making
decisions, individuals learn by accumulation, identification and refinement of instances or
occurrences (Kanaparthi et al., 2013).

According to instance-based learning theory, two cognitive factors, recency and inertia,
impact users’ learning and decision-making. Recency refers to relying on recent similar
encounters to make choices, and inertia refers to using previous choices to make current
choices. Based on instance-based learning theory, the first (acknowledgment) stage of
decision-making involves scanning for choices to characterize relevant incidents. In the next
(judgment) stage, knowledge or information is utilized to assess whether the present incident
that is being assessed is seen as a risk or not. A decision is made among the choices based on
inertia or recency recommended by the model (Gonzalez and Dutt, 2011).

When encountering an imminent risk, individuals evaluate the risk to determine the
likelihood of the occurrence of the incident and the amount of damage that the incident could
cause (Kaplan and Garrick, 1981). Prior knowledge or information about the incident is used
to assess the risk (Fishbein and Ajzen, 2010; Krizan andWindschitl, 2007), where individuals
recall related information frommemory to carry out an assessment of the danger of the threat
using the subjective expected utility model to decide on an action to take (Kahneman and
Miller, 1986). Hence, information recall of related incidents plays an important role in
influencing the action.

3.4 Hypotheses
This research will examine the impact of priming and framing of information security
messages on users’ behavior (i.e. action). The effect of priming will be hypothesized using
the dual-process theory (Kahneman, 2011; Shiffrin and Schneider, 1977) and the
instance-based learning theory (Gonzalez et al., 2003; Gonzalez and Dutt, 2011). The effect
of positive and negative framing will be hypothesized using the dual-process theory
(Kahneman, 2011; Shiffrin and Schneider, 1977) and the prospect theory (Tversky and
Kahneman, 1984, 1986).

Based on the dual-process theory, digital nudging in the form of priming (e.g. by posting
specific past events or instances that remind users of a negative consequence) can disrupt or
interrupt users’ automatic processing of choices (system 1) associated with cybersecurity
threats and nudged them to make a conscious effort in evaluating the choices presented to
them (system 2). Based on instance-based learning theory, priming of past events that
prompts users regarding potential harmful effects of available choices can create upsurge
feelings of helplessness and drive individuals to opt for a safer option. When experiencing a
similar encounter or instance to the primed message, the recognition process is activated due
to the similarity of the primed instance and the instance that users are facing, resulting in
users taking a deliberate and more cautious effort to evaluate their choices (system 2) in the
context of the primed instance that highlights the unfavorable consequence of a previous
event. As such, users are primed towardmaking a risk-averse decision. Hence, based on dual-
process theory and instance-based learning theory, we hypothesize that:
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H1. Priming users on cybersecurity risks reduces their risk-taking behavior associated
with their cybersecurity action.

As mentioned earlier, the dual-process theory posits a dichotomy of two different systems of
thinking in our cognitive system (Shiffrin and Schneider, 1977; Kahneman, 2011): System 1
(i.e. fast, automatic and instinctive way of making decisions) versus systems 2 (i.e. slow,
deliberate and logical way of processing information to derive at a decision). Similar to the
discussion earlier, digital nudging in the form of positive or negative framing can disrupt
automatic processing (system 1) of choices presented to the users and spur a more deliberate
and conscious effort to evaluate those choices (system 2). Thus, digital nudging in the form of
negatively or positively framed messages works as the trigger to arouse system 2 from the
automatic and default working of system 1. Hence, questions such as “What will happen if I
open it?”, “What will happen if I download it?”, “Will I encounter a cyber-attack?” and “Do I
need to be concerned about threats to my personal information privacy?” will be deliberated
more carefully before a decision is reached. Hence, a “nudge” in the form of a positively or
negatively framedmessage on cybersecurity threats is more likely to trigger the engagement
of system 2 such that users reflect on and process the potential consequences of the choices
given to them before making a decision. Hence, we propose that:

H2a. Providing users with negatively framed security messages reduces their risk-
taking behavior associated with their cybersecurity action.

H2b. Providing users with positively framed security messages reduces their risk-taking
behavior associated with their cybersecurity action.

The way in which information is presented or framed can influence decision-making
(McDermott, 1991). Prospect theory can be used to explain the outcomes of framing. Decision-
making based on prospect theory involves two phases. In the first phase, people assess the
possible levels of risks involved in their given choices relative to a reference point (Tversky
andKahneman, 1984). In the second phase, each of these choices is assessed based onwhether
they are perceived as a gain or a loss. In line with prospect theory, decision-making in the
second phase is loss aversive, which means people are more concerned about losses than
gains and will react more strongly to negatively framed messages than positively framed
messages. Hence, messages that highlight the adverse consequences of an option through
negative framing are more likely to trigger risk-averse decisions as compared to similar
messages framed positively. We, therefore, propose that:

H3. Negatively framed security messages will lead users to take a more risk-averse
cybersecurity-related action than positively framed security messages.

4. Research methodology
4.1 Experimental design
A33 2 experimental studywas conducted to test the hypotheses. The experiment consisted
of three levels for framing (i.e. no framing, negative framing and positive framing) and two
levels for priming (i.e. with and without priming). The no framing and no priming condition
served as the control condition. Hence, participants were randomly assigned to one of the six
experimental conditions: (1) no framing and no priming, (2) no framing with priming,
(3) negative framingwith no priming, (4) negative framingwith priming, (5) positive framing
with no priming and (6) positive framing with priming. They were provided with a
cybersecurity online scenario that included the respective manipulation discussed
above and were asked to make a decision between downloading or not downloading
software.
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4.2 Research task and procedures
This research study was conducted in a university’s computer laboratory. The research task
and procedures are described as follows: The cybersecurity scenario involved security threats
related to downloading a media player from a site for online training purposes (see Figure 1).
After clicking “Begin” (as shown in Figure 1), the download screen for a media player
application was shown (see Figure 2). After clicking on “Download here”, the next screen
that appeared depends on the condition the participant was assigned to (see Appendix 1
for the snapshots of this screen). The operationalizations are further explained next.

The negatively framed securitymessages emphasized the outcomes of not taking security
safety measures and, accordingly, focused on the seriousness and likelihood of the dangers
associated with the security threats. The positively framed security messages emphasized
the advantages of executing security safeguards, for example, dependability, consistency
and mental peace for both the users and their associations. Priming was operationalized by
providing a user story about a similar security scenario containing the consequences of a
known cybersecurity threat. The control condition did not display any security message (no
framing) or user story (no priming).

Figure 1.
Experiment scenario

Figure 2.
Download screen
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The participants were asked to select one of two options: a safe (No – do not download) option
or a risky (Yes – download) option, which serves as the dependent variable. This dependent
variable, which we termed user action (or action for short), captured the outcomes of users’
evaluation in dealing with the cybersecurity incident presented to them. After completing the
cybersecurity online scenario bymaking a decision to download or not to download themedia
player, the participants completed a post-study questionnaire (see section 4.3 for more
information).

In summary, each participant was provided with a negatively framed security message or
a positively framed security message or no security message as well as presented with or
without a user story depicting a prior cyber security-related incident. The scenarios
presented to the participantswere completely simulated by a software application, and hence,
there was no real risk involved in the study.

Participants were provided with a consent form before the beginning of the study. The
consent form indicated that their participation in the research study is voluntary. It also
stated that they could choose not to participate or to withdraw their consent to participate at
any time. The consent form indicated that they would not be penalized in any way should
they decide not to participate or to withdraw from the study.

4.3 Measurement
The dependent variable for the study, Action, refers to the users’ decision to download or not
download the media player. After the participants have selected and indicated their action, a
post-study questionnaire was used to capture the following five perceptions using the seven-
point Likert scale (15 strongly disagree to 75 strongly agree): (1) confidence with the action
(or selection), (2) perceived severity of the threat, (3) perceived susceptibility of the threat, (4)
perceived trust in the download link and (5) fear associated with the action (or selection). The
post-study questionnaire also included manipulation check questions to assess framing and
priming. Appendix 2 presents the measurement items for the perceptual variables and the
manipulation check questions.

We used four items to assess confidence with action (self-developed), four items to assess
perceived severity of the threat (adapted from Johnson and Warkentin, 2010), three items to
assess perceived susceptibility of the threat (adapted from Johnson andWarkentin, 2010), three
items to capture trust associated with the download link (adapted from Freed, 2014) and three
items to assess fear associated with the action (adapted from Freed, 2014). Confidence with
actionwas used to assess users’ confidence in the action taken; perceived severity of the threat
captured the perceived severity of the cyber threat associatedwith downloading the software;
perceived susceptibility of the threat captured the perceived susceptibility of the cyber threat
associated with downloading the software; trust captured trust in the download link and fear
captured fear associated with the action taken.

We also captured the participants’ demographic information, Internet usage, software
download frequency and cybersecurity awareness. Appendix 3 shows these
questionnaire items.

5. Results
The total number of participants in the study is 130. However, one participant experienced a
computer crash in the middle of the experiment, and hence, 129 participants successfully
completed the experiment. The final sample of 129 participants consisted of both male (65%)
and female (35%) participants of which 93% of themwere between 18–24 years old, 6%were
between 25–34 years old and 1% were between 35–44 years old. The participants were
students enrolled in technology-oriented business or information science and technology
classes at a mid-western technological research university. The Internet usage, software
download frequency and cybersecurity awareness of the participants are presented in
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Table 1. As shown in Table 1, the participants are heavy or moderately heavy users of the
Internet, where more than 80% of them have downloaded software at least once every few
months and around 85% of them indicated that they are knowledgeable about phishing
attacks. Hence, our sample is representative of tech-savvy young adults.

The framingmanipulation check item (i.e. did the website provide awarningmessage that
informed you about protecting your private information?) indicated a significant difference
across the three framing conditions, i.e. no framing, positive framing and negative framing
(p5 0.002 < 0.05). The priming manipulation check item (i.e. did the website provide a user
story that assisted you in guiding your security action?) also showed a significant difference
between priming and no priming conditions (p 5 0.001 < 0.05).

The number of participants that was assigned to each of the conditions along with the
number of participants that chose each option (safe or risky) is presented in Table 2.

Binary logistic regression is used for the data analysis because the dependent variable,
action (i.e. safe or risky choice), is a binary variable that takes only two values (i.e. Yes [i.e.
download – risky option] or No [i.e. do not download – safe option]). Binary logistic regression
is used for analyzing the effects on a dichotomous dependent variable – as in this case where
we are interested to assess whether the two independent variables, priming and framing,
have an impact on the action taken by the users.

The results of the binary logistic regression are shown in Table 3. Because gender is
insignificant when included as a covariate, we excluded it as a covariate in the data analysis.
The parameter B is a logit coefficient that indicates the association between the independent

Distribution (percentage)

Internet usage (hours per week)
1–5 3.1%
6–10 12.4%
11–15 26.4%
16–20 20.9%
20þ 37.2%

Software Download Frequency
Once or more per week 13.9%
Two to three times per month 24.8%
Once per month 20.9%
Every few months 22.6%
Rarely or never 17.8%

Cybersecurity awareness questions Percentage of “Yes” responses

Downloading and installing unlicensed software 50.4%
Use of common passwords across different settings 36.4%
Sharing passwords with others 38.8%
Knowledge of phishing attacks 84.5%

No priming Priming
Safe option Risky option Total Safe option Risky option Total

No framed message 5 16 21 12 9 21
Negative framing 10 12 22 15 7 22
Positive framing 10 11 21 11 11 22
Total 25 39 64 38 27 65

Table 1.
Internet usage,
software download
frequency and
cybersecurity
awareness of
participants

Table 2.
Descriptive statistics of
download decisions
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variables, framing and priming, and the dependent variable, action (Yes or No response to the
download question). The standard error (S.E.) is used to compute the confidence interval,
which is denoted as “C.I.” in Table 3. The Wald chi-square values and two-tailed p-values
provide the results of hypothesis testing. The degree of freedom (df) is also provided. The
odds ratio, Exp(B), signifies the strength of the association between two events or the
possibility of a particular event happening with respect to the independent variables.
Specifically, the odds ratio refers to the odds that an outcome will occur given a particular
exposure compared to the odds of the outcome occurring in the absence of that exposure.
Hence, a value of 1 signifies that there is no relationship.

As shown in Table 3, priming has a significant effect on the user action. In general,
priming using a user story that depicts security threats is more likely to result in the safe
action of not downloading the software (B5 0.802, Wald5 4.876, p5 0.027 < 0.05). Hence,
hypothesis 1 is supported.

We compared the effect of providing a negatively framed message on cybersecurity
threats versus the lack or absence of it. As shown in Table 3, the comparison of the negative
framing condition and the control condition (no framing message) does not yield any
significant difference (B 5 0.343, Wald 5 0.590, p 5 0.442). Hence, hypothesis 2a is not
supported. Similarly, a comparison of the positive framing condition versus the control
condition (no framingmessage) also yields no significant difference (B5 0.687,Wald5 2.362,
p 5 0.124). Hence, hypothesis 2b is not supported.

As shown in Table 4, a comparison of the negative framed and positive framed conditions
also yields no significant difference (B5 0.321;Wald: 0.555; p5 0.456). Hence, hypothesis 3 is
also not supported.

In addition to analyzing H1, H2a, H2b and H3, we also captured user perceptions (see
measurement items in Appendix 2) resulting from the experimental manipulations and the
action taken by the user. All the measurement items loaded onto their target factors with
loadings above 0.7 except itemTHSV4. ItemTHSV4 did not loadwell; hence, we ran the factor
analysis again after dropping item THSV4. Table 5 presents the factor analysis results
without item THSV4. As shown in Table 5, the measurement exhibits high convergent and
discriminant validity, suggesting good construct validity (Cook and Campbell, 1979).

The Cronbach’s alpha coefficient (Cronbach, 1951) was used to assess the reliability of the
measurement. The Cronbach’s alpha coefficients for all five factors are reported in Table 6,

B S.E. Wald df Sig Exp(B)

95% C.I. for
EXP(B)

Lower Upper

Framing 2.363 2 0.307
Negative framing 0.343 0.447 0.590 1 0.442 1.409 0.587 3.383
Positive framing 0.687 0.447 2.362 1 0.124 1.987 0.828 4.770
Priming 0.802 0.363 4.876 1 0.027 2.229 1.094 4.542
Constant �0.802 0.375 4.562 1 0.033 0.448

B S.E. Wald df Sig Exp(B)
95%C.I. for EXP(B)
Lower Upper

Framing 0.321 0.431 0.555 1 0.456 1.378 0.592 3.208
Constant �0.047 0.305 0.023 1 0.879 0.955

Table 3.
Results of binary
logistic regression

Table 4.
Results of binary

logistic regression for
negative versus
positive framing
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and they are all well above 0.7 (i.e. at least 0.87, as shown in Table 6). A value of 0.7 indicates
adequate reliability (Nunnally et al., 1967). Given that the Cronbach’s alpha coefficients are
0.87 and higher, we conclude that the measurement items have high reliability and internal
consistency.

As a secondary analysis, we examined the relationship between user decision (or action)
and the perceptual variables – confidence with action, perceived severity, perceived
susceptibility, trust and fear. The descriptive statistics are shown in Table 7.

We conducted multivariate ANOVA (MANOVA) to analyze whether the user download
decision or action has significant effects on the perceptual variables. We found that gender is
not a significant covariate and hence, excluded it from the analysis. The results of MANOVA
are presented in Table 8. Based on the MANOVA results, confidence with action differed
across action (i.e. choices made by the users) (p < 0.01). Participants who selected the safe
option exhibited greater confidence associated with their action than participants who chose
the risky option. Perceived severity (p 5 0.020 < 0.05) and perceived susceptibility
(p5 0.016 < 0.05) also differed across action. Hence, participants who chose the safe option
(i.e. not to download the software) perceived greater severity and lower susceptibility
associated with the cybersecurity threat than participants who chose to download the
software. Moreover, we found a significant effect of trust across action (p < 0.001).
Participants who chose not to download the software perceived lower trust in the download
link than participants who chose to download the software. Interestingly, the level of fear did
not differ across action (p 5 0.101).

Component
1 2 3 4 5

CONF4 0.873 �0.066 �0.035 �0.16 �0.136
CONF3 0.843 0.132 �0.03 �0.038 �0.148
CONF2 0.84 0.005 �0.003 �0.211 �0.208
CONF1 0.757 �0.059 0.156 �0.066 �0.234
TRUST2 �0.014 0.929 �0.042 0.093 0.048
TRUST1 0.038 0.925 �0.075 �0.009 0.065
TRUST3 �0.007 0.92 �0.105 0.058 0.022
THSV1 �0.063 �0.052 0.898 0.034 0.116
THSV2 0.028 0.013 0.895 �0.027 0.052
THSV3 0.112 �0.214 0.847 0.105 0.122
THSP3 �0.132 0.055 �0.021 0.893 0.153
THSP1 �0.093 0.02 0.003 0.877 0.165
THSP2 �0.221 0.088 0.165 0.787 0.324
FEAR2 �0.197 0.033 0.088 0.228 0.842
FEAR1 �0.295 0.021 0.1 0.179 0.828
FEAR3 �0.225 0.098 0.146 0.221 0.787

Note(s): Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization

Construct Cronbach’s alpha coefficient

Confidence with action 0.88
Threat severity 0.87
Threat susceptibility 0.88
Trust 0.92
Fear 0.87

Table 5.
Results of factor
analysis (without
item THSV4)

Table 6.
Cronbach’s alpha
coefficients for
perceptual variables
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6. Discussions of findings
We investigated the effect of framing and priming on users’ cybersecurity behavior. Our
study provides support that digital nudging in the form of priming can play an important role
in the context of cybersecurity. The use of instance-based information to prime tech-savvy
young adult users on potential security risks can lead them into taking safer security actions.

This research also explores the impact of positively and negatively framed security
messages on users’ behavior in the cybersecurity decision-making context. Drawing on
prospect theory, we proposed that negatively framed messages could create fear sentiment
by emphasizing the potential loss and hence, lead users to take safer security measures when
compared to positively framed messages. However, our findings suggest that the framing of
messages associatedwith cybersecurity risks does not have a significant effect on tech-savvy
young adult users’ behavior, or more specifically, their decision to download software or not.
We believe that our framing of warning messages to users did not produce any effects
because the warnings were generic and may not add any new information to the users. In
other words, our operationalization of positive framing was presented in the form of
reminders to users that their informationwould be protected by choosing not to download the
software, which may not be surprising to the participants. Given that our participants are
tech-savvy, the operationalization of negative framing in the form of warnings about
exposure of private informationmay also not be surprising to them. It is also possible that the
warning messages in the study were not framed strongly enough.

A secondary analysis was conducted to assess whether user perceptions measured after
the action was selected differed across users who took different actions. The findings suggest
that confidence with action, perceived severity, perceived susceptibility and trust differed
across users who selected different actions, but fear appeals did not differ. Participants who
had taken a risk-averse cybersecurity action showed greater confidence associated with their
action, perceived greater severity associated with cybersecurity risks, perceived lower
susceptibility to cybersecurity risks and perceived lower trust in the download link.

Action N Mean Std. dev Std. error mean

Confidence with action Yes 66 5.133 1.093 0.135
No 63 5.754 0.923 0.116

Perceived severity Yes 66 5.05 1.359 0.167
No 63 5.524 1.031 0.130

Perceived susceptibility Yes 66 4.217 1.340 0.165
No 63 3.567 1.636 0.206

Trust Yes 66 4.429 1.275 0.157
No 63 2.712 1.160 0.146

Fear Yes 66 3.470 1.392 0.171
No 63 3.085 1.446 0.182

Source Type III sum of squares df Mean square F Sig

Action Confidence with action 11.238 1 11.238 10.811 0.001
Perceived severity 8.045 1 8.045 5.573 0.020
Perceived susceptibility 13.393 1 13.393 6.015 0.016
Trust 88.628 1 88.628 58.774 0.000
Fear 5.456 1 5.456 2.728 0.101

Table 7.
Descriptive statistics of

perceptual variables

Table 8.
MANOVA results
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We also believe that a difference in fear appeals was not observed because there was no stake
for the participants in this simulated study.

7. Conclusions and implications
Digital nudging can play an important role in reducing users’ exposure to cybersecurity
threats. In the context of this research, instance-based priming can nudge tech-savvy young
adult users into taking risk-averse actions, but positive and negative framing of the available
choices does not seem to influence their choices. Our study has implications for theory,
practice and future studies.

We have demonstrated that instance-based learning theory can be applied in priming
users toward taking risk-averse actions associated with cybersecurity threats. By using
similar instances of cybersecurity threats for priming, it is easier for users to relate directly to
the instance presented and evaluate the risks of the cybersecurity threat that they face. Hence,
this research provides a theory-driven understanding of how information security messages
in the form of priming can lead to safer cybersecurity actions.

Our findings show that digital nudging in the IS literature can be applied and
generalized to the information security context. Weinmann et al. (2016) defined the term
“digital nudging” and believe that it is an effective way to influence people’s decisions by
changing their decision environment, or more specifically, by modifying or making minor
changes to the interface. Our study suggests that tech-savvy young adult users are less
likely to engage in risky cybersecurity actions when they are primed using similar
instances regarding security risks. In other words, digital nudging in the form of priming
could reduce exposure to cybersecurity risks. Designers of information systems and
security systems can use these results to make subtle design changes to their interface.
Priming users with similar instances of cybersecurity attacks can increase their risk-averse
behavior. We hope that designers can introduce instance-based priming in the applications
they develop.

Our study also has implications for future research on the framing effect of security
warning messages. We draw on the prospect theory to understand whether negatively
framed messages would lead users to take safe security measures as compared to positively
framed messages. Our findings suggest that positive and negative framing has no effect on
user behavior. The results are not consistent with some of the existing literature. Future
research can replicate this study and explore different types of framing manipulations in the
information security context.

This study was conducted in a university lab using lab computers. Future studies can
overcome this limitation by having participants use their laptops. In this way, it is possible to
analyze whether participants would respond differently while encountering a security threat
on their personal computers versus public computers or work computers.

The participants of the study were students enrolled in technology-oriented business or
information science and technology classes at a mid-western technological research
university. Replications of this study can be carried out to extend its generalizability or
external validity. In future research, we could carry out this research as an online field
experiment (e.g. through crowdsourcing sites such as Mechanical Turk or online panels/
communities) to reach out to a more diverse sample that is more representative of the US
population.

More research is warranted to reduce the vulnerability of users to cybersecurity threats. In
this research, we found that instance-based priming can increase risk-averse decisions or
decrease risk-taking behavior of tech-savvy young adults. However, we did not find any
effect of framing of information security messages on decisions or actions involving
cybersecurity threats. Some possible reasons for not finding any framing effect could be due
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to the lack of new information presented in the message (due to familiarity with standard
download choices and expected consequences) or the lack of stake in decision-making in the
simulated study. Future research can examine framing of unfamiliar rather than familiar
choices and/or introducing a stake or penalty as part of the study.

Finally, framing should be studied from multiple perspectives. Levin et al. (1998)
conceptualized three types of framing, goal framing, attribute framing and risky choice
framing. Our study focuses on goal framing and emphasizes decisions to download or not
download software. Goal framing refers to nudging users by emphasizing either the goal of
obtaining the positive consequence (i.e. gain) or avoiding the negative consequence (i.e. loss).
Attribute framing refers to framing the same attribute inmultiple ways. Risky choice framing
involves nudging users toward a specific choice. Framing needs to be studied in a variety of
cybersecurity contexts to gain a complete understanding of its impact and effectiveness in
influencing user decision-making and behavior. Hence, future research should study all three
types of framing to fully understand the effects of framing on cybersecurity behaviors.
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Appendix 1
Snapshots of experimental conditions

(1) Control condition (no framed message and no priming)

(2) No framed message and priming
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(3) Negative framing with no priming

(4) Negative framing with priming
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(5) Positive framing with no priming

(6) Positive framing with priming
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Appendix 2

Measurement items and manipulation checks

Appendix 3
Questionnaire on demographics, Internet usage, software download frequency
and cybersecurity awareness

(1) Gender - What is your gender? (Male, Female)

(2) Age - How old are you? (18–24, 25–34, 35–44, 45–54, 55–64, 65–74 and, 75 or older)

(3) Online Internet usage - Approximately how many hours do you spend online per week? (1–5,
6–10, 11–15, 16–20, 20þ)

(4) Software download frequency - Approximately how often do you download software from the
Internet? (Once or more per month, two to three times per month, once per month, every few
months, rarely or never)

(5) Cybersecurity awareness - Do you download and install unlicensed software? (Yes, No)

(6) Cybersecurity awareness - Do you use the same passwords for your school accounts as you do
for your personal accounts at home, such as Facebook, Twitter or your personal email accounts?
(Yes, No)

(7) Cybersecurity awareness - Have you ever shared your passwords with others? (Yes, No)

(8) Cybersecurity awareness - Do you know what a phishing attack is? (Yes, No)
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For instructions on how to order reprints of this article, please visit our website:
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Measurement items (7-point Likert scale)

Confidence with action (developed by the
authors)

(CONF1) I am confident about the action I took
(CONF2) I would choose the same action again
(CONF3) I believe I had taken the right action
(CONF4) I am confident about my action

Perceived severity (Johnston and
Warkentin, 2010)

(THSV1) If malware would infect my computer, it would be severe
(THSV2) If malware would infect my computer, it would be serious
(THSV3) If malware would infect my computer, it would be significant
(THSV4) Having my identity stolen is a serious problem for me

Perceived susceptibility (Johnston and
Warkentin, 2010)

(THSP1) My computer is at risk of becoming infected with malware
(THSP2) It is likely that my computer has been infected with malware
(THSP3) It is possible that my computer has been infected with malware

Trust (Freed, 2014) (TRUST1) I believe that the download link is trustworthy
(TRUST2) I trust the vendor of the download link
(TRUST3) I trust the download link

Fear (Freed, 2014) (FEAR1) I was worried about the action I took
(FEAR2) I was concerned about the action I took
(FEAR3) I experienced fear in the action I took

Measurement items (Yes/No scale)
Framing (developed by the authors) (FRM) Did the website provide a warning message that informed you about

protecting your private information?
Priming (developed by the authors) (PRM) Did the website provide a user story that assisted you in guiding your

security action?
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