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Abstract
Conventional machine learning methods are pre-
dominantly designed to predict outcomes based
on a single data type. However, practical applica-
tions may encompass data of diverse types, such as
text, images, and audio. We introduce interpretable
tensor fusion (InTense), a multimodal learning
method for training neural networks to simulta-
neously learn multimodal data representations and
their interpretable fusion. InTense can separately
capture both linear combinations and multiplica-
tive interactions of diverse data types, thereby dis-
entangling higher-order interactions from the indi-
vidual effects of each modality. InTense provides
interpretability out of the box by assigning rele-
vance scores to modalities and their associations.
The approach is theoretically grounded and yields
meaningful relevance scores on multiple synthetic
and real-world datasets. Experiments on six real-
world datasets show that InTense outperforms ex-
isting state-of-the-art multimodal interpretable ap-
proaches in terms of accuracy and interpretability.

1 Introduction
The vast majority of machine learning systems are designed
to predict outcomes based on a single datatype or “modality”.
However, in various applications—spanning fields from biol-
ogy and medicine to engineering and multimedia—multiple
modalities are frequently in play [He et al., 2020; Lunghi et
al., 2019]. The main challenge in multimodal learning is how
to effectively fuse these diverse modalities. The most com-
mon approach is to combine the modalities in an additive
way [Poria et al., 2015; Chagas et al., 2020]. Such linear com-
binations suffice in some cases. However, numerous appli-
cations necessitate capturing non-linear interactions between
modalities. One such instance is sarcasm detection, described
in Figure 1 [Hessel and Lee, 2020]. The arguably most pop-
ular approach to capture non-linear interactions of modali-
ties is “Tensor fusion” [Zadeh et al., 2017; Tsai et al., 2019;

Full paper with technical appendix and code is available at:
https://arxiv.org/abs/2405.04671

Video Audio

"Oh my god! You
almost gave me a

heart attack"

suggests anxietysmirk, no anxiety

Text

animated tone

linear
combinations

non-linear
combinations

no sarcasm
detected

sarcasm
detected

individual modalities

modality interactions

–

–

Figure 1: Left is an excerpt of the MUStARD dataset on sarcasm de-
tection, where the proposed InTense method sets a new state-of-the-
art. (See Section 4 for details.) A linear combination of modalities
fails here because the expressions of happiness and anxiety com-
bine to something neutral rather than sarcasm. To detect sarcasm,
the interactions among modalities are crucial. InTense captures these
interactions and assigns them with interpretable relevance scores,
shown in the pie chart. Scores for individual modalities and their in-
teractions are colored green and blue, respectively. InTense reveals
that interactions are crucial for successful sarcasm detection.

Liang et al., 2021]. The main idea in tensor fusion is to con-
catenate modalities via tensor products in a neural network.

A substantial drawback of tensor fusion is its inherent lack
of interpretability, which can significantly hinder its applica-
tion in real-world scenarios. Interpretable multimodal models
may reveal the relative importance of modalities [Büchel et
al., 1998; Hessel and Lee, 2020], unveiling spurious modal-
ities and social biases in the data. Identifying interactions
among modalities is the main goal in several application do-
mains. For instance, in statistical genetics, it is crucial to iden-
tify the interactions among Single Nucleotide Polymorphisms
(SNPs) that contribute to the inheritance of a disease [Behra-
van et al., 2018; Elgart et al., 2022]. Although some inter-
pretable multimodal methods exist, they are limited to lin-
ear combinations or require resource-intensive post hoc algo-
rithms for interpretation.

In this paper, we introduce interpretable tensor fusion (In-
Tense), which jointly learns multimodal neural representa-
tions and their interpretable fusion. InTense provides out-of-
the-box interpretability by assigning relevance scores to all
modalities and their interactions. Our approach is inspired by
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multiple kernel learning [Kloft et al., 2011], a classic kernel-
based approach to interpretable multimodal learning, which
we generalize to deep neural networks and term Multiple
Neural Learning (MNL). While both MNL and InTense pro-
vide relevance scores for the modalities, InTense additionally
produces scores for the interactions of modalities. These in-
teraction scores are made possible through a novel interpreta-
tion of neural network weight matrices: We show that neural
networks tend to favor higher-order tensor products, leading
to spurious interpretations (i.e., overstating high-order inter-
actions between modalities). We resolve this issue by deriving
a theoretically well-founded normalization approach. In the
theoretical analysis, we prove that this produces genuine rel-
evance scores, avoiding spurious interpretations. In extensive
experiments, we empirically validate the relevance scores on
data and show that InTense outperforms existing state-of-the-
art multimodal interpretable approaches in terms of accuracy
and interpretability.

In summary, our contributions are:
• We introduce Multiple Neural Learning (MNL), a the-

oretically guided adaptation of the established Multiple
Kernel Learning algorithm to deep learning.

• We introduce InTense, an extension of MNL and ten-
sor fusion designed to capture non-linear interactions
among modalities in an interpretable manner.

• We provide a rigorous theoretical analysis that provides
evidence of the correct disentanglement within our fu-
sion framework.

• We validate our approach through extensive experi-
ments, where we meet the state-of-the-art classification
accuracy while providing robust interpretability.

2 Related Work
We now review existing multimodal learning methods that
produce interpretability scores for the modalities.
Interpretable Methods for Learning Linear Combina-
tions of Modalities. The vast majority of interpretable mul-
timodal learning methods consider linear combinations of
modalities. The arguably most popular instance is Multiple
Kernel Learning (MKL), where kernels from different modal-
ities are combined linearly. Here, a weight is learned for each
kernel determining its importance in the resulting linear com-
bination of kernels [Kloft et al., 2011; Rakotomamonjy et
al., 2008]. However, the performance of MKL is limited by
the quality of the kernels. Finding adequate kernels can be
especially problematic for structured high-dimensional data,
such as text or images. Addressing this, several authors have
studied combining multiple modalities using neural networks
in a linear manner [Poria et al., 2015; Chen et al., 2014;
Arabacı et al., 2021]. However, these representations are in-
dependently learned to form basis kernels and later combined
in a second step through an SVM or another shallow learning
method. Such independently learned representations cannot
properly capture modality interactions.
Methods for Learning Non-linear Combinations of
Modalities. Hessel and Lee [2020] map neural represen-
tations to a space defined by a linear combination of the

modalities. While they quantify the overall importance of
non-linear interactions, they do not provide scores for indi-
vidual modality interactions. Tsai et al. [2020] introduce mul-
timodal routing, which is based on dynamic routing [Sabour
et al., 2017], to calculate scores for the modality interactions.
These scores depend on the similarity of a modality’s repre-
sentation to so-called concept vectors, where one such vec-
tor is defined for each label. However, routing does not dis-
tinguish between linear and non-linear combinations and is
thus misled by partially redundant information in the com-
binations. Indeed, we show through experiments (see Sec-
tion 4) that the non-linear combinations learned by routing
are incorrectly overestimated. Gat et al. [2021] propose a
method to obtain modality relevances by computing differ-
ences of accuracies on a test set and a permuted test set.
However, this method has limited interpretability and requires
multiple forward passes through the trained network to ob-
tain relevance scores. Wörtwein et al. [2022] learn an aggre-
gated representation for unimodal, bimodal, and trimodal in-
teractions, respectively. However, their method does not learn
fine-grained relevance scores for the various combinations of
modalities. Alongside methods offering limited interpretabil-
ity, there exist methods that non-linearly combine modali-
ties without adding any interpretability [Zhang et al., 2023;
Liang et al., 2021; Tan and Bansal, 2019].

In summary, none of these methods learns proper relevance
scores of interactions between modalities.

Post-hoc Explanation Methods. There exist several meth-
ods for post-hoc explanation of multimodal learning meth-
ods [Gat et al., 2021; Chandrasekaran et al., 2018; Park et
al., 2018; Kanehira et al., 2019; Cao et al., 2020; Frank et
al., 2021]. These methods consist of two steps: first, train-
ing a multimodal model that is not inherently interpretable,
followed by the calculation of relevance scores in hindsight.
However, their two-step nature makes these methods chal-
lenging to analyze theoretically. Moreover, since the initial
model disregards interpretability, it may lead to inherent lim-
itations in the explanatory process. Additionally, these meth-
ods come with the added computational burden of produc-
ing relevance scores. Another limitation is their applicability,
which is confined to specific types of modalities.

3 Methodology
In the following sections, we introduce several components
comprising our approach. First, we review the classical Lp-
norm Multiple Kernel Learning (MKL) framework [Kloft et
al., 2011], which we extend to Multiple Neural Learning.
Subsequently, we propose Interpretable Tensor Fusion (In-
Tense), which captures non-linear modality interactions. Fur-
thermore, we show how InTense learns disentangled neural
representations, thereby computing correct relevance scores.

3.1 Preliminaries
We consider a dataset {(xi, yi)}ni=1 with labels yi ∈ {−1, 1}.
The inputs have M modalities, where xm

i ∈ Xm for m ∈
{1, . . . ,M} denotes the mth modality of the datapoint xi,
and Xm is the input space associated with the modality m. In
MKL, one considers kernel mixtures of the form k(u, v) =
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∑M
m=1 βmkm(u, v), where km(u, v) is a base kernel and

βm ≥ 0 for all m. Imposing an Lp-norm constraint on the
vector β ∈ RM gives rise to the following classic optimiza-
tion problem:

minimize
w1,w2,··· ,wL,β

β∈RM ,β≥0,∥β∥p≤1

(
n∑

i=1

ℓ
( M∑

m=1

√
βm⟨wm,Ψm(xm

i )⟩Hm

+ b, yi

)
+

λ

2

M∑
m=1

∥wm∥2L2(Hm)

)
, (1)

where ℓ is a loss function, and Ψm : Xm → Hm are feature
maps from the input space Xm to the Hilbert space Hm asso-
ciated with kernel km such that for each m ∈ {1, 2, . . . ,M}
and u, v ∈ Xm, km(u, v) = ⟨Ψm(u),Ψm(v)⟩Hm , where
⟨·, ·⟩mH denotes the inner-product associated with the Hilbert
space Hm. The base kernels km are assumed to be fixed func-
tions. This is in sharp contrast to Multiple Neural Learning
(MNL) introduced in the next section, where each feature
map Ψm(x) is learned from the data.

3.2 Multiple Neural Learning
In this section, we propose Multiple Neural Learning (MNL),
an interpretable method for linear combination of modal-
ities. In MNL, we train a neural network composed of two
components: 1) modality subnetworks that output a neural
representation for each modality and 2) a linear fusion layer
that combines the representations in an interpretable manner.
We define the optimization problem as:

minimize
w1

L,··· ,wM
L ,β,

W 1,W 2,··· ,WM ,

β∈RM ,β≥0,∥β∥p≤1

(
n∑

i=1

ℓ
( M∑

m=1

√
βm⟨wm

L , fm(xm
i )⟩

+ b, yi

)
+ Λ

L∑
l=1

M∑
m=1

∥wm
l ∥22

)
, (2)

where fm is the mth modality’s subnetwork composed of
L − 1 layers with weights Wm = {wm

1 , . . . , wm
L−1}. A rep-

resentation for the ith data point’s mth modality is obtained
by fm(xm

i ). The fusion layer L with weights w1
L, . . . , w

M
L

learns a linear combination of the modality representations.
Λ and p (1 ≤ p < ∞) are hyperparameters and ℓ(t, y) =

− log
(

exp(ty)
1+exp(ty)

)
is the cross-entropy loss function. This

setup can also be seen as additive fusion because it represents
a linear combination of the modalities with weights

√
βm.

Notably,
√
βm is a positive weight for the m’th modal-

ity, indicating its relevance score. The vector β is simulta-
neously optimized with the network weights. However, the
constraints on β introduce an increased difficulty in optimiz-
ing equation 2. The following theorem presents a simplified
optimization problem by eliminating β from equation 2 along
with a method to retrieve β from the learned weights.

Theorem 1. The optimization problem in equation 2 is equiv-
alent to the following problem, where the parameters β are no
longer present:

minimize
w1

L,w2
L,...,wM

L ,

W 1,W 2,··· ,WM

n∑
i=1

ℓ

(
M∑

m=1

⟨wm
L , fm(xm

i )⟩+ b, yi

)

+Λ
L−1∑
l=1

M∑
m=1

∥wm
l ∥22 + Λ

(
M∑

m=1

∥wm
L ∥q2

) 2
q

, (3)

where q = 2p
p+1 (and therefore 1 ≤ q ≤ 2). The correspond-

ing values of relevance score β can be recovered after the
optimization as:

βm =
∥wm

L ∥
2

p+1

2(∑M
m̃=1 ∥wm̃

L ∥
2p

p+1

2

) 1
p

. (4)

The theorem states that the relevance of a modality in our
jointly trained network can be obtained by applying a suit-
able p−norm over the weights of the fusion layer L. A de-
tailed proof of the theorem can be found in Appendix A. The
central idea is observing that the parameters β can be ab-
sorbed into the weights wm

L , pushing β into the regularization
term. Subsequently, by showing that β can be minimized in-
dependently from the weights, the optimal value is attained
through equation 4. Absorbing β in fusion weights in turn
introduces the additional block Lq norm regularization term
Λ(
∑M

m=1 ∥wm
L ∥q2)

2
q .

Correct Relevance Scores Through Normalization. In
pre-experiments (see Appendix F.1) we found that the rel-
evance scores can be misleading, especially when the net-
work outputs high activation values for some modalities.
We address this issue with proper normalization techniques.
We propose an adaptation of the standard Batch Normaliza-
tion (batch norm) [Ioffe and Szegedy, 2015], which we call
Vector-wise Batch Normalization (VBN). VBN ensures that
the L2-norm of the activation values, averaged over a mini-
batch, is constant. Let B be a mini-batch of datapoints’ in-
dices. We define VBN as:

f̃m(xm
i ) =

fm(xm
i )− µB,m

σB,m
,where (5)

µB,m =

∑
i∈B fm(xm

i )

|B|
, and (6)

σ2
B,m =

∑
i∈B ∥fm(xm

i )− µB,m∥22
|B|

. (7)

The mean µB,m is computed element-wise as in the stan-
dard batch norm. However, in equation 7, instead of com-
puting the variance element-wise, we calculate the average
of the squared L2−norm of a modality representation across
the mini-batch. Unlike batch norm, we do not shift and scale
the representations element-wise after the normalization step.
Using VBN, the loss in equation 3 changes to:

n∑
i=1

ℓ

(
M∑

m=1

〈
wm

L , f̃m(xm
i )
〉
+ b, yi

)
.
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Note that VBN is applied after the activation function to ob-
tain f̃m(xm). We found empirically that proper normaliza-
tion is crucial for MNL to achieve competitive performance.

3.3 Interpretable Tensor Fusion
In this section, we propose Interpretable Tensor Fusion (In-
Tense), an extension of MNL that additionally produces
scores for interactions (non-linear combinations) of modal-
ities. InTense is based on tensor fusion, which captures
multiplicative interactions among modalities by computing
a tensor product over the individual modality representa-
tions [Zadeh et al., 2017]. InTense operates as follows. For
a dataset with M modalities, we consider interactions up to
a given order of D, where D ≤ M . An order of D im-
plies interaction among D modalities. A multiplicative in-
teraction of modalities is defined by a subset I ∈ I, where
I = {J ⊂ {1, . . . ,M} : |J | ≤ D}, and a tensor product
f I(x) := f I1 ⊗ f I2 ⊗ . . . f I|I| , where f Im is the representa-
tion of modality Im, and ⊗ denotes the tensor product opera-
tor. Analogously to equation 2, we obtain a new objective:

minimize
wI

L,βI :I∈I,
∥β∥p≤1,βI≥0

W 1,W 2,··· ,WM

(
n∑

i=1

ℓ
(∑

I⊂I

√
βI⟨wI

L, f
I(x)⟩+ b, yi

)
+ Λ

L∑
l=1

M∑
m=1

∥wm
l ∥22

)
(8)

This optimization problem can be seen as a special case of
MNL, where the multiplicative interactions are treated as sep-
arate modalities. Therefore, in combination with equation 8,
Theorem 1 computes the relevance scores for all modalities
and their interactions.

What Can Go Wrong?
In our experiments with synthetic multimodal datasets (Sec-
tion 4.1), we found that relevance scores of higher-order in-
teractions are greatly overestimated. Scores can be high even
when no true interactions exist in the data. We call this phe-
nomenon higher-order interaction bias. The bias is caused
by higher-order tensor products corresponding to very large
function classes, which approximately include the function
classes corresponding to lower-order tensors as subsets.

Indeed, it is possible that a linear combination of the com-
ponents of a tensor product learns the same functions as a lin-
ear combination of the individual-modality representations.
For instance, consider two modalities (mu,mv) and their rep-
resentation vectors as u,v ∈ R3. Assume the first compo-
nent of the learned representations is constant (e.g., 1), i.e.,
u = [1, u2, u3]

⊺ and v = [1, v2, v3]
⊺. In such a scenario, the

linear combination α1u2+α2v2 (for α1, α2 ∈ R) can also be
represented as α1(u⊗v)2,1+α2(u⊗v)1,2. Using the MNL
algorithm, the relevance scores for modalities mu and mv

are α1 and α2 respectively. However, the relevance score for
the modality with tensor product (mu⊗v) is

√
(α1)2 + (α2)2.

Here, the Lp-norm regularization with any p < 2 will favor
the representation mu⊗v . Therefore, if the dimensions of the
modality representations u and v are strictly greater than re-
quired to represent the ground truth (which is usually the case

in modern networks), lower-order functions will be prefer-
ably represented inside the higher-order products by learning
a constant in the representations of each modality. Our exper-
iments show that a trained network typically exhibits such be-
havior. We propose a solution to this problem of higher-order
interaction bias in the rest of this section.

Correct Bi-modal Interactions. We now address the prob-
lem of higher-order interaction bias. The key idea is to in-
troduce a normalization scheme that downweights higher-
order interactions. Our normalization scheme is a sophisti-
cated generalization of the Vector-wise Batch Normalization
(VBN) scheme described in equation 5. Let m1 and m2 be
two modalities and define their representations as fm1 and
fm2 . The representation of the bi-modal interaction is defined
as f{m1,m2} = fm1 ⊗ fm2 . In this simple bi-modal case,
our solution can be summarized as follows: we apply VBN
to fm1 and fm2 before taking the product, and finally apply
VBN again to the result. Formally, normalize each modality
representation according to equation 5 as:

f̃m(xi) =
fm(xi)− E(fm(xi))√

E (∥fm(xi)− E(fm(xi))∥22)
,

then compute the tensor-product as:

f̂{m1,m2}(xi) = f̃m1 ⊗ f̃m2 ,

and similarly apply VBN to the tensor-product to obtain
f̃{m1,m2}.

The centering step of normalization is applied element-
wise over a mini-batch. Thus, if a few components were to
be non-zero constants in a mini-batch, they would become
zero after the normalization. This ensures that f̃m1,m2 can-
not easily access lower degree information contained in f̃m1 ,
because elements in f̃m2 cannot be a non-zero constant, and
vice versa. The normalization could seemingly be trivially ex-
tended to more than two modalities by applying the normal-
ization iteratively up to an n-order tensor product. However,
such an extension may still lead to a high-interaction bias.
We illustrate why such a trivial extension may not work for
more than two modalities and later generalize the normaliza-
tion scheme for any number of modalities.

Generalization Over M-modal Interactions. Extending
the aforementioned normalization to cases where D > 2 is
not straightforward. This complexity arises because, when
fusing more than two modalities, potentially, the represen-
tations of a subset of M modalities conspire to produce a
constant even though each individual modality representa-
tion is non-constant. For instance, consider three modali-
ties with one-dimensional representations and apply VBN to
the representations f1, f2, f3, then to f1,2, and finally to
f1,2,3 = f̃1,2 ⊗ f̃3, it is still possible that representation f1

is learned in the higher-order tensor product. For instance, as-
sume the components of f2 and f3 are learned to satisfy the
following for each datapoint: (1) f2 = f3; (2) we have that f2

is a Rademacher variable (P [f2 = 1] = P [f2 = −1] = 0.5);
and (3) f2 is independent of f1. Since f1,2,3 = f1f2f3 and
f2f3 = 1 for all datapoints, we actually have f1,2,3 = f1,
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and this seemingly higher order combination can still recover
the first modality.

We address this issue by carefully normalizing the modali-
ties features. The key is to prevent the combination of features
of one or more modalities from resulting in a constant value.
Similar to the bi-modal scenario, we need to ensure that the
contribution of a subset of modalities to the larger fusion set
is, on average, zero. This guarantees that no constant value,
other than zero, is multiplied by the product of the comple-
ment of that subset within the original fusion set. Formally,
for each I ⊂ {1, 2, . . . ,M}, the centering step of our batch
norm procedure is defined as follows, where we first assume
each modality is one-dimensional to simplify the exposition:

f̂ I =

|I|∑
ℓ=0

(−1)ℓ
∑

∅̸=S1,...,Sℓ⊂I

S1,...,Sℓdisjoint

∏
m∈I\(∪Sk)

fm

∏
k∈{1,2,...,ℓ}

E

 ∏
m∈Sk

fm

 . (9)

When the modalities are multi-dimensional, the above op-
eration is applied independently to each multi-index compo-
nent 1. After preforming the centering step above for each
multi-index component, we perform the generalized normal-
ization step as follows

f̃ I =
f̂ I√

E∥f̂ I∥2Fr
. (10)

While the solution can no longer be easily interpreted as a
composition of standard batch norm operations, it is, in fact,
possible to show that lower-order fusion can not be repre-
sented by a linear combination of their higher-order counter-
parts. Theorem 2 formalizes this result.
Theorem 2. The centering step described in equation 9 can
be represented as the multi variate polynomial:∑

J⊂I

GJ

∏
m∈J

fm,

for some real coefficients GJ . Furthermore, the expected con-
tribution of a subset of modalities J in the fusion of the set of
modalities I , where J ⊊ I is zero. That is, we have for any
J ⊊ I (including the empty set),

E

 ∑
K:J⊂K⊂I

GK

∏
m∈K\J

fm

 = 0. (11)

The theorem states that the expected value of the contribu-
tion of any subset J ⊊ I of modalities is zero in the fusion of

1In particular, the multivariate case could be expressed with a
similar formula as equation 9 with the products replaced by outer
tensor products, but this would require a different reordering of the
components for each term of the sum.

I . Thus, f̃ I (higher-order) can not learn a linear combination
of the f̃J (lower-order). Appendix B contains a comprehen-
sive proof of the theorem.

To make the exposition clearer, we provide as an example
the case I = {1, 2, 3} and the individual representations fm

are standardized using VBN. In this case, we have, using the
notation f1f2 = E(f1f2):

f̂1,2,3 = f1 × f2 × f3 − f1 × f2 × f3 − f1 × f3 × f2

− f2 × f3 × f1 − f1 × f2 × f3.

An elaborated centering step, without normalizing the indi-
vidual modality representations, and strictly following equa-
tion 9 is described in Appendix B.1.

In this section, we introduced Iterative Batch Normal-
ization (IterBN), a normalization scheme addressing higher-
order interaction bias in multimodal learning. In the next sec-
tion, we show the effectiveness of our method on synthetic
and real-world datasets.

4 Experiments
First, we experiment on synthetic data, where we control the
amount of relevant information in the modalities, and com-
pare InTense’s relevance scores to the established ground
truth. Second, we compare the predictive performance of In-
Tense with popular multimodal fusion methods on six real-
world multimodal datasets.

4.1 Evaluating the Relevance Scores
We created a multimodal dataset where each modality of a
datapoint is a sequence of letters chosen randomly from a
predefined set. For each datapoint x and modality m, an in-
formative subsequence is inserted at a random position with
a probability of pm. We call our dataset SYNTHGENE. More
details about it can be found in Appendix C.

We perform two experiments to determine the correctness
of the relevance scores obtained from InTense. First, we con-
struct a binary classification dataset with labels that ensure
the modalities are independent and do not interact. Second,
we generate another set of labels that can only be predicted
using non-linear interactions among the modalities.

InTense Assigns Correct Relevance Scores to
Independent Modalities
In this set of experiments, we create a synthetic dataset with
independent modalities (i.e., without interactions). As a base-

...ACAGCTTATCG... 

...ACGTCGTACGT... 

...TCGGTCTTAGC... 

...ACGTCGTAGCT... 

M1

p1=1.0 

...ACGTCCTACTT... 

...GCGTGGTACGT... 

...CCGTCATACAT... 

...AGGTTGTACCT... 

M3

p3=0.0 

x1

x2

x3

x4

... CCGTCCTATCG.... 

... GCGCCGTACGA.... 

... ACGTTGTACGT.... 

... TAGTCGTAGCT.... 

M2

p2=0.5 

Figure 2: An excerpt of three modalities of SYNTHGENE, our self-
curated binary classification dataset, where each sequence is made
from a set of letters {A,C,G,T}. A positive class-sequence “TCG”
and a negative class-sequence “AGC” is added according to the prob-
ability pm.
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p7=0.5

p4=0.3

p2=0.2

Figure 3: The figure shows a high correlation of InTense’ rele-
vance scores and accuracies of unimodal models on SynthGene. The
modalities M2,M4,M7 achieve high relevance scores and high ac-
curacy as they contain class-specific information. Other modalities
contain no class-specific information, which leads to a very low rel-
evance score and an accuracy of around 50% (equivalent to random
guessing).

line, we train one model for each modality and then compare
the accuracies of those models with the relevance scores of
InTense trained on all modalities together.
Dataset. We create the SYNTHGENE dataset, where for
each modality m, each datapoint with a positive/negative
class label contains a class-specific sequence with a proba-
bility pm independent of other modalities. A high value of
pm indicates that most sequences in the modality m con-
tain a class-specific sequence. Thus, the higher the value of
pm, the more relevant the modality m becomes. The labels
for all datapoints are uniformly distributed between the two
classes. Figure 2 shows how probability pm affects modality
relevance. We use 10 modalities where the informative sub-
sequence is inserted into modalities M2, M4, and M7. There
is no discriminative information present in other modalities.
Results. Figure 3 shows the relevance scores calculated by
InTense on SynthGene. InTense assigns the correct relevance
scores as they align with human intuition. The higher the
probability pm, the more informative signal is contained in
modality m, and the higher the predicted relevance score. We
further validate the correctness of InTense’s interpretability
by comparing it with the accuracies obtained from unimodal
models trained on each modality separately. Again, InTense’s
relevance scores correlate with the unimodal accuracies.

InTense Assigns Correct Relevance Scores to Interacting
Modalities
We now turn to a situation where the label depends on a non-
linear interaction among the modalities by design.
Dataset. We also create the SYNTHGENE-TRI dataset, a tri-
modal version of SYNTHGENE. However, this time, the in-
formative subsequence is not class-specific. Instead, the la-
bel is defined by an exclusive-or (XOR) relationship between
the first two modalities (M1 and M2). The label is 0 if both
modalities contain the subsequence or none of them does, and

Figure 4: Illustration of the relevance scores calculated by the
proposed InTense and the MultiRoute baseline when higher-order
modality interactions are involved in the ground truth. MultiRoute
leads to biased results (blue bars), where the relevance scores are
concentrated toward higher-order interactions M1⊗2⊗3. In contrast,
InTense (orange bars) correctly assigns a high relevance score only
to the interaction M1⊗2, which contains all class-specific signals.

the label is 1 otherwise (i.e., when one of the modalities con-
tains the subsequence). Note that modality M3 does not con-
tain any informative subsequence; thus, it is irrelevant. As be-
fore, we generate a balanced dataset with 50% of the samples
being positive and 50% negative.

Results. Figure 4 shows the results. We observe that the
global relevance scores calculated by the MultiRoute base-
line [Tsai et al., 2020] are biased toward high-order interac-
tions. This occurs even when the interactions do not add any
useful information and thus should have been discarded by
MultiRoute. We further see that the proposed InTense method
does avoid this bias and correctly assigns a high relevance
score solely to the interaction of M1 and M2. This shows that
InTense can ensure the correctness of relevance scores even
when higher-order interactions are involved.

4.2 InTense Performs SOTA in Real-World
Applications

We demonstrate the effectiveness of InTense in providing in-
terpretability without compromising predictive performance
across a range of real-world applications. In order to com-
pare performance and ensure reproducibility, we followed the
experimental setup (e.g., data preprocessing, encodings of
different modalities) of the MultiBench [Liang et al., 2021]
benchmark for all the experiments.

Sentiment analysis. In sentiment analysis, also known as
opinion mining, the target is to identify the emotional tone
or feeling underlying the data. Initially confined to text data,
sentiment analysis has evolved to encompass multiple modal-
ities. The task becomes challenging due to the intricate in-
teractions of modalities, which play a significant role in ex-
pressing sentiments. Understanding sentiments is crucial in
business intelligence, customer feedback analysis, and social
media monitoring. To evaluate InTense in sentiment analysis,
we employed CMU-MOSEI [Bagher Zadeh et al., 2018], the
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Baselines Ours

MultiRoute MRO MNL InTense

MUStARD 65.9 66.5 67.4 69.6
CMU-MOSI 76.8 75.8 80.8 79.7
UR-FUNNY 63.6 63.4 63.4 65.1
CMU-MOSEI 80.2 79.7 80.5 81.5
AV-MNIST 71.8 72.0 72.4 72.8
ENRICO 46.7 49.2 47.1 50.8

Table 1: Accuracies for different baselines on the test fold. Each
experiment is carried out ten times to compute the statistics.

largest dataset of sentence-level sentiment analysis for real-
world online videos, and CMU-MOSI [Zadeh et al., 2016], a
collection of annotated opinion video clips.

Humor and Sarcasm detection. Humor detectors identify
elements that evoke amusement or comedy, while sarcasm de-
tection aims to discern whether a sentence is presented in
a sarcastic or sincere manner. Sarcasm and humor are of-
ten situational. Successfully detecting them requires a com-
prehensive understanding of various information sources, en-
compassing the utterance, contextual intricacies of the con-
versation, and background of the involved entities. As this in-
formation extends beyond textual cues, the challenge lies in
learning the complex interactions among the available modal-
ities. To assess our approach’s effectiveness in these tasks, we
utilized UR-FUNNY [Hasan et al., 2019] for humor detection
and MUStARD [Castro et al., 2019] for sarcasm detection.

Layout Design Categorization. Layout design categoriza-
tion is about classifying graphical user interfaces into prede-
fined categories. Automizing this task can support designers
in optimizing the arrangement of interactive elements, ensur-
ing the creation of interfaces that are not only visually appeal-
ing but also functional and user-centric. Classifiers can, e.g.,
assign semantic captions to elements, enable smart tutorials,
or be the foundation for advanced search engines. For this pa-
per, we considered the ENRICO [Leiva et al., 2020] dataset as
an example for layout design categorization. ENRICO com-
prises 20 design categories and 1460 user interfaces with five
modalities, including screenshots, wireframe images, seman-
tic annotations, DOM-like tree structures, and app metadata.

Digit Recognition. We also include results for
Audiovision-MNIST (AV-MNIST) [Vielzeuf et al., 2018],
a multimodal dataset comprising images of handwritten
and recordings of spoken digits. Despite its apparent lack
of immediate real-world application, the dataset’s signif-
icance lies in its establishment as a standard multimodal
benchmark. It allows us to situate our research within the
broader context of previous research [Pérez-Rúa et al., 2019;
LeCun et al., 1998].

Baselines. We compare the classification performance of
InTense and MNL to the following state-of-the-art inter-
pretable multimodal learning baselines: 1) Multimodal Resid-
ual Optimization (MRO) [Wörtwein et al., 2022] and 2) Mul-
timodal Routing (MultiRoute) [Tsai et al., 2020]. Addition-
ally, we consider three non-interpretable baselines: 1) LF-

0.0
0.1
0.2
0.3
0.4
0.5

MUStARD CMU-MOSI UR-FUNNY CMU-MOSEI

v a t va vt at vat

Figure 5: Relevance scores from InTense for audio (a), vision (v),
text (t), and all their possible interactions.

Concat, 2) TF Network [Zadeh et al., 2017], and 3) multi-
modal transformer (MulT) [Tsai et al., 2019]. These baselines
have been identified as leading in the independent compari-
son conducted by Liang et al. [2021]. The multimodal trans-
former was particularly highlighted for consistently reaching
some of the highest accuracy levels.

Results. The results are shown in Table 1. We observe
that our proposed models, MNL and InTense, surpass all in-
terpretable baselines in terms of classification accuracy. In-
Tense achieves the highest performance across all datasets
except for CMU-MOSI, where MNL excels. CMU-MOSI
is the smallest dataset in our analysis, a factor that may
contribute positively to MNL’s performance. Compared with
non-interpretable multimodal learning methods (see Table 1
in Appendix E), MNL and especially InTense demonstrate
impressive performance, almost meeting the accuracy of the
non-interpretable Multimodal Transformer (MulT). The per-
formance of our proposed models is within a narrow 2% error
margin (and frequently much lower) compared to the MulT
baseline.

Figure 5 shows the interpretable relevance scores that In-
Tense assigns to the various modalities. Notably, in three of
the four datasets analyzed, text emerges as the most signifi-
cant modality. We identify two plausible explanations for this
phenomenon. First, several studies have reported a strong cor-
relation of text with sentiment [Gat et al., 2021]. Second, the
predominance of the text modality may be attributed to the
availability of sophisticated word embeddings obtained from
large pre-trained foundation models. However, we find an ex-
ception in the interpretability scores for the sarcasm detection
dataset (MUStARD). Sarcasm detection requires information
from multiple modalities, making sole reliance on one, espe-
cially text, insufficient for accuracy.

5 Conclusion

We introduced InTense, a novel interpretable approach to
multimodal learning that offers reliable relevance scores for
modalities and their interactions. InTense achieves state-of-
the-art performance in several challenging applications, from
sentiment analysis and humor detection to layout design cat-
egorization and multimedia. We proved theoretically and val-
idated empirically that InTense correctly disentangles higher-
order interactions from the individual effects of each modal-
ity. The full transparency of InTense makes it suitable for fu-
ture application in safety-critical domains.
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Ethical Statement
As an interpretable approach, the proposed methodology nat-
urally aids in making multimodal learning more transpar-
ent. By attributing importance scores to different modalities
and their interactions, InTense may reveal biases in decision-
making and improve trustworthiness. For instance, consider a
system tasked with classifying loan suitability. Our approach
may expose social biases when relevance scores for certain
modalities, such as gender extracted from vision, are dispro-
portionately high. Moreover, unlike existing approaches, In-
Tense has no higher-order interaction bias (see Section 3.3).
That is, it does not incorrectly assign large relevance scores
to higher-order interactions, which can create the false im-
pression of a social bias. The full transparency of InTense
prevents the deployment of a harmful classification model,
contributing to the ethical use of AI in sensitive domains.

Acknowledgements
SV, PL, WM, and MK acknowledge support by the Carl-
Zeiss Foundation, the DFG awards KL 2698/2-1, KL 2698/5-
1, KL 2698/6-1 and KL 2698/7-1, and the BMBF awards
03|B0770E, and 01|S21010C.

References
[Arabacı et al., 2021] Mehmet Ali Arabacı, Fatih Özkan,
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