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Abstract. Industry 4.0, the digitalization of manufacturing promises to
lead to lowered cost, e�cient processes and even discovery of new busi-
ness models. However, many of the enterprises have huge investments in
legacy machines which are not `smart'. In this study, we thus designed
a cost-e�cient solution to retro�t a legacy conveyor belt-based cutlery
washing machine with a commodity web camera. We then applied com-
puter vision (using both traditional image processing and deep learning
techniques) to infer the speed and utilization of the machine. We de-
tailed the algorithms that we designed for computing both speed and
utilization. With the existing operational constraints of our client, fre-
quent re-training of the deep learning model for object detection is not
feasible. Thus, we compared the generalizability of the two techniques
across `unseen' cutleries and found traditional image processing to be
generalizable across `unseen' images. Our proposed �nal solution uses
traditional image processing for computation of utilization but a hybrid
of traditional image processing and deep learning model for speed com-
putation as it is more reliable. Our client has implemented our proposed
solution for one conveyor belt-based cutlery washing machine and will
be planning to scale this to multiple conveyor belt-based cutlery washing
machines.

Keywords: Industry 4.0 · Computer Vision · Deep Learning · Image
Processing.

1 Introduction

Industry 4.0 is characterized by digitalization of manufacturing premised on the
use of technologies such as Internet of Things (IOT), Cloud Computing, Data
Analytics and Arti�cial Intelligence (AI) [12, 11, 17]. With Industry 4.0, the ad-
vent of smarter and more autonomous machines promises to make manufacturing
more e�cient which further leads to optimized processes, lowered cost and even
possible discovery of new business models. Notwithstanding the many bene�ts of
Industry 4.0, the move to Industry 4.0 has been challenging for many companies.

Many of these companies have made substantial investments into the legacy
machines which are not data ready or `smart'. However, these legacy machines
are still functional and continue to ful�l the operational needs of the compa-
nies. The replacement of these legacy machines with smarter ones entails high
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investment in equipment and technology which may not be feasible especially
for small and medium enterprises with tight budgets. Retro�tting or equipping
these legacy machines with sensors to enhance their functionality or perfor-
mance may be a practical solution for these companies to jump on the industry
4.0 bandwagon without huge capital investments [23]. The integration of these
new technologies into the companies' traditional processes in the digitalization
journey in turn o�ers new opportunities for these companies to redesign business
processes and facilitate data driven decision making.

In our study, we used computer vision techniques for enhancing a traditional
conveyor belt-based cutlery washing machine with the capability of tracking
the utilization and running speed of the machine. The original conveyor belt-
based cutlery washing machine is a legacy machine which cleans cutleries. The
various cutleries are �rst placed on the conveyor belt of the machine and when
the machine is switched on, the conveyor belt then moves at three di�erent
levels of pre-set speeds (controlled via a knob) to transport the cutleries into
a steam cleaning compartment. The actual speed of the conveyor belt varies
though with the weight of the cutleries placed on it i.e. the conveyor belt slows
to a speed lower than the preset one when heavier cutleries are placed on it.
Sensing the actual speed of the conveyor belt however, is secondary as our client
wanted instead to monitor prolonged instances of waste and careless usage. These
are situations where the cutlery washing machine is running but only some or
no cutleries were actually placed on it (waste usage) or where cutleries were
placed on the conveyor belt but the machine was intermittently stopped (careless
usage). The intermittent starting and stopping of the cutlery washing machine,
according to the client, will result in higher incidences of machine failure and
thus undesirable. With the use of a commodity web camera, we managed to
retro�t the conveyor belt-based cutlery washing machine not only to be data
ready but also to accomplish the above stated objectives of our client at a low
cost.

Our client wanted to track the utilization as well as the running speed of each
of their conveyor belt-based cutlery washing machines to optimize their use and
lower the running cost but this cannot be achieved without the installation of
additional sensors. Our proposed solution is to use computer vision techniques to
process images captured through a web camera installed on top of the conveyor
belt of the machine for computing the utilization and speed of the machine. With
real-time tracking of utilization and speed of the conveyor belt-based cutlery
washing machines, our client would be able to visualize and better optimize
both the operations and running cost of the machines.

2 Related Studies

Li et al. [13] adapted the You Only Look Once (YOLO) network [19] for detection
of six types of surface defects on steel strips. Using the improved network, they
were able to achieve 97.55% mAP and 95.86% recall rate for the six types of
defects at a detection speed of 83 FPS.
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Pham et al. [18] proposed a real-time packaging defect detection system also
based on YOLO network for detecting defects on package boxes moved using
conveyor belts. In their study, the authors were able to achieve 78.6% mAP
when evaluating the YOLO network over a test set of 40 images.

In another study by Li et al. [14], a traditional digital image processing
technique was proposed to recognize congestion on conveyor belts. The authors
used a static-edge detection method and then applied statistical techniques to
analyse the extracted features of packages for determining whether a congestion
had occurred. The authors contended that deep learning techniques would not
be adequate for industrial parks with thousands of cameras due to the need
for massive computing resources to train the models and the requirement for a
massive set of training images. Their results also showed that they were able
to achieve higher precision and recall as compared to the performance of deep
learning models such as Inception [22] and YOLO.

The study by Liu and Qu [16] compared the use of traditional digital image
processing technique against a deep learning based convolutional neural network
for the defect classi�cation of PCB boards. The authors compared a traditional
classi�cation algorithm based on digital image processing against one using Con-
volutional Neural Network [7] on a set of 1818 PCB defect images. The results
indicated that the algorithm based on convolutional neural network achieved
a higher classi�cation accuracy of 95.7% which is higher than the traditional
method.

The above studies demonstrated the feasibility of both traditional image pro-
cessing techniques and deep learning algorithms for object detection in a factory
environment. In recent years, deep learning algorithms notably are gaining pop-
ularity for use in industrial defect detection due to their ability to achieve higher
accuracy. However, as highlighted by Li et al. [14], albeit the higher accuracy
achieved by deep learning algorithm, deep learning algorithms may not be ade-
quate in all industrial contexts due to their need for re-training, massive image
data sets and high computing resource requirements for training of the models.

In our study, we thus compare between the use of traditional image processing
technique versus deep learning algorithm in terms of their generalizability. With
higher generalizability of the detection algorithm, we postulate that re-training
(arising from new and unseen objects) will not need to be frequent. Finally, we
also adapted and formulated algorithms to compute both utilization and running
speed of the conveyor belt-based cutlery washing machine from the detected
objects on the conveyor belt in this study.

3 Methodology

3.1 Hardware Setup

A commodity web camera is mounted on the ceiling on top of the conveyor belt-
based cutlery washing machine. The web camera is con�gured to record video
with resolution of 1920 by 1080 pixels covering the entire conveyor belt of the
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Fig. 1: Web camera mounted on ceiling to capture top-down video of conveyor
belt-based cutlery washing machine

conveyor belt-based cutlery washing machine at a rate of 30 frames per second.
The web camera is in turn connected via USB to a mini-PC running Windows
11. The mini-PC is equipped with an Intel i7-1260P processor, 32 GB of RAM
and a 500GB SSD drive.

The cutlery washing machine has a steam compartment within it which uses
water and steam for cleaning and sterilizing the cutleries. The web camera cannot
be placed on or within close proximity to the cutlery washing machine due
to moisture and temperature conditions. The high temperature of steam also
causes potential fogging of the camera lens due to condensation. Due to these
constraints, both the web camera and mini-PC thus have to be placed a safe
distance away from the cutlery washing machine and this explains our placement
of the web camera and mini-PC. A picture of the mounting of the web camera
is shown in Figure 1. The mini-PC is residing within the ceiling and thus hidden
from view.
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Our client runs several conveyor belt-based cutlery washing machines and
intends to deploy this solution for all the machines. The cutlery washing machines
are distributed far apart on the factory �oor and connecting the web cameras
mounted on top of each cutlery washing machines using usb cables to a single
mini-PC is not feasible due to the distance. On top of this, the factory �oor is
not provisioned with adequate wireless infrastructure which rules out wireless
connectivity between the cameras and mini-PCs. We thus intend to retro�t each
cutlery washing machine with their own individual set of mini-PC and web
camera for the �nal deployment.

3.2 Object Detection

The main objectives for this study are to compute the utilization of the conveyor
belt-based cutlery washing machine and the speed of movement of the machine's
conveyor belt. We postulate to evaluate both computer vision and deep learning
objection detection techniques for the detection of the cutleries. Speci�cally,
with the localization of the objects by bounding boxes, the utilization can be
computed from the sum of areas of the predicted bounding boxes that enclose the
cutleries while the speed can be derived from tracking the di�erence in distance
in pixels (for the detected objects) across a �xed number of frames of captured
video.

In recent years, deep learning has been widely adopted for object detection.
Most state-of-the-art object detectors utilize deep learning networks as their
backbone and detection network to extract features automatically from images
for classi�cation and localization [24, 10]. One of the popular deep learning-
based object detector is YOLO [8, 1, 2]. In YOLO, convolutional layers are used
to extract image features which are in turn used to predict both the bounding
boxes (for locating the object) and learn the class probabilities. YOLO divides
every image into a grid of S x S and every grid predicts N bounding boxes
and con�dence. The con�dence denotes the precision of the bounding box and
whether the bounding box contains an object or not. YOLO is one of the fastest
detector with the capability to process images in real-time at 45 frames per
second and inference of up to 300 times faster as compared to other detectors
[5]. In addition, YOLO also outperforms other detectors in terms of its ability to
generalize from natural images to images in other domains [19]. As the cutleries
are placed on a moving conveyor belt, the speed of detecting and recognizing
the objects is instrumental to the accurate calculation of utilization and speed.
The real-time detection speed of YOLO is thus one of the key consideration for
its use in this study.

The Faster-RCNN [20] is another popular architecture that is used for object
detection. Faster-RCNN uses a backbone network for learning a convolutional
feature map before using a separate network to predict the region proposals. The
predicted region proposals are then reshaped using a Region of Interest (RoI)
pooling layer used for both classifying the image within the proposed region and
predicting the o�set values for the bounding boxes.
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Fig. 2: Processing and evaluation work�ow of videos using pre-trained YOLOv5
model

We will compare between the use and accuracies of YOLO and Faster-RCNN
for the detection of the cutleries in our context.

3.3 YOLOv5 and Faster-RCNN

We �rst captured videos of di�erent cutleries being cleaned on the conveyor belt-
based cutlery washing machine. The processing and evaluation work�ow for the
videos using YOLOv5 is shown in Figure 2.

We recorded videos of various cutleries placed on the conveyor belt-based
cutlery washing conveyor belt for washing. A total of 6 videos were recorded
with each recording di�erent sets of cutleries. The videos vary in lengths from 2
to 5 minutes. The videos were split into 2 sets with the second set reserved for
evaluating the generalizability of the YOLOv5 model.

Using the �rst set of the recorded videos, we split the videos into image
frames using Python OpenCV library and then manually labelled the bounding
boxes in each image as the ground truth. 80% of the images were randomly
selected as training image to be used for �ne-tuning the model while 20% of the
images (validation images) were used for evaluating the performance of the �ne-
tuned model. Fine-tuning or transfer learning [3] is a technique where a model
pre-trained for one task is tuned or tweaked to perform a second similar task.
We used pre-trained weights for YOLOv5s model from Ultralytics [9] and �ne-
tuned the model using our training images. YOLOv5s were pre-trained using
the Microsoft Common Objects in Context (COCO) [15] dataset. We selected
YOLOv5 out of the many object detection models as it o�ers fast inference speed
of about 100 ms running on a CPU.
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Using the training images, we �ne-tuned the pre-trained YOLOv5s model
by running the training loop for a total of 100 epochs with Stochastic Gradient
Descent (SGD) as optimizer, a batch size of 64 and evaluated its performance
on the validation images with early stopping. After training for 100 epochs, we
were able to achieve a mean Average Precision (mAP) of 0.9655 on the validation
images at an intersection-over-union (IOU) threshold of 0.5. The mAP is a metric
that is commonly used for evaluating object detection models.

Using similar protocol, we �ne-tuned Faster-RCNN by using MobileNet v2
[21] as the model backbone (with pre-loaded weights). The Faster-RCNN model
which is trained for 100 epochs with SGD as optimizer, achieved a mAP of 0.899
for an IOU threshold of 0.5 with early stopping on the validation images. We
thus selected YOLOv5 as the object detection model for our study.

In this study, we further evaluated YOLOv5 against a traditional image pro-
cessing technique - Colour Image Segmentation [4, 6] for the detection of cutleries
on the conveyor belt-based cutlery washing machine. The generalizability of the
object detection techniques is important as the set of cutleries to be cleaned is
not �xed and new collections of cutleries may be introduced from time to time.
Due to operational requirements, our client would also prefer minimizing down
time and e�ort to re-train the object detection model.

3.4 Color Image Segmentation (CIS)

We converted a sample set of 10 images from Red, Green and Blue (RGB) to Hue,
Saturation and Value (HSV) colour space. Using the OpenSegment Streamlit ap-
plication (https://kxborg-open-segment-hsv-segment-idubxp.streamlit.app), we
�rst establish the HSV lower and upper boundaries color range for masking out
the conveyor belt background. Having masked out the pixels within the HSV
color range, the masked image is further converted to a binary image and then
inverted so that the objects on the conveyor belt will be white while the conveyor
belt is black. Selecting only the white pixels will then give us the boundaries or
segments of the objects.

This technique works in this context as the conveyor belt is uniformly light
yellow and can be di�erentiated in colour from the objects to be detected i.e.
the cutleries. In addition, the conveyor belt-based cutlery washing machine is
also deployed by our client in a large industrial kitchen �oor with good lighting
conditions. We recognize that the detection will deteriorate for cutleries that

Table 1: No. of objects missing detection by YOLOv5 and Color Image Segmen-
tation

Type No. of images No. of Objects
YOLOv5 Color Image Segmentation (CIS)
No. missed No. missed

'Unseen' images 28 152 70 (46.05%) 11 (7.24%)

'Seen' images 22 155 10 (6.45%) 14 (9.03%)
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are similar in colour to the conveyor belt or in poorly lit conditions. Notwith-
standing the 2 constraints, an advantage of this over the deep learning technique
(YOLOv5) is elimination of the need to re-train the deployed model with addi-
tional images should there be a need to detect new sets of cutleries.

4 Results and Discussion

4.1 Generalizability

To evaluate the generalizability of both techniques, we selected 50 images ran-
domly from the second set of videos. We consider that if the object's bounding
box (as detected by the algorithm) has an overlap of more than 50% with the
ground truth bounding box, the object is considered as detected. It will be con-
sidered as missed detection otherwise. These images contain a mix of cutleries
that were `seen' (used in the training of the model) and `unseen' (not used in
the training of the model) by the YOLOv5s model. The generalizability results
for the 2 techniques is shown in Table 1

From Table 1, we can see that for the `unseen' images, YOLOv5 did not
manage to detect 46.05% of the 152 objects while CIS only missed out 7.24%
of the 152 objects. YOLOv5 performed slightly better for the `seen' images by
missing out 6.45% of the 155 objects as compared to CIS missing out 9.03% of
the 155 objects. Thus, we surmise that CIS performs better in terms of general-
izability and will be the preferred technique used for computation of utilization
of conveyor belt-based cutlery washing machine.

Fig. 3: Computation of utilization
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4.2 Utilization and speed computation

The utilization of the conveyor belt-based cutlery washing machine which can
be derived from the areas of the boundaries for each detected object using the
CIS technique is given by.

Utilization =

∑
Areasboundaries −

∑
Areasoverlapped

Widthimage.Heightimage
(1)

The overlapped areas are the gray shaded areas while the boundary areas are
the areas of the whole rectangles (both shaded and unshaded) as depicted in
Figure 3.

To detect the running speed of the conveyor belt-based cutlery washing ma-
chine, we employ the centroid tracker for tracking the objects.

The centroid tracker algorithm is detailed in Algorithm 1.

Algorithm 1 Centroid tracker algorithm

Input: currImageFrame
Output: storedObjects

1: Detect objects for currImageFrame as currObjects
2: Compute centroids of currObjects as currCentroids
3: while inputCentroid in currCentroids do
4: if trackedObjects is empty then

5: Add 1 to objectId
6: Insert objectId and inputCentroid as trackedObj into trackedObjects
7: else

8: Compute euclidean distance between inputCentroid and centroid of
trackedObjects as distDiff

9:
10: if min(distDiff) <threshold then

11: Update centroid coordinates of object corresponding to min(distDiff) in
trackedObjects

12: else

13: Assign new object id to object
14: Add new object with centroid coordinate to trackedObjects
15: end if

16: end if

17: end while

We employ the centroid tracking algorithm for object tracking as it runs fast
and works well in our context. The accuracy of object tracking is however in
turn dependent on accurate detection of the objects.

With the identi�cation and tracking of the objects, we proceed to compute
the speed for every 30 frames. The distances moved by objects is calculated as
the Euclidean distance between the coordinates of the tracked objects for frame
1 and frame 30 for every 30 frames of images. The speed is then computed as
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median of the computed distances over the 30 frames. As the webcam is set to
record at 30 frames per second, the unit of measurement for computed speed will
be the number of pixels moved per second. The algorithm for speed computation
is detailed in Algorithm 2.

Algorithm 2 Speed computation algorithm

Input: prevStoredObjects, currStoredObjects
Output: speed

1: while currObject in currStoredObjects do
2: while prevObject in prevStoredObjects do
3: Compute euclidean distance between prevObject and currObject as dist
4: if dist <minDist then
5: minDist = dist
6: end if

7: end while

8: Insert minDist into distances
9: end while

10: Compute median(distances) as speed
11: return speed

As one of the primary objective of our client is to monitor instances of careless
usage (intermittent starting and stopping of the machine), we further evaluated
that our proposed speed computation algorithm is able to detect all instances
where the speed is zero (where the conveyor belt slowed from a running state
to a complete stop) and where the conveyor belt starts moving from a stopped
state albeit with the constraint that there is at least a cutlery that is 'seen' by
the camera. When combined with the utilization measure, the proposed speed
algorithm is also able to detect instances of low or waste usage where speed
is non-zero but utilization is low. This would be a situation where the cutlery
washing machine is running but only few cutleries are placed on the conveyor
belt.

4.3 Constraints

One shortcoming of the CIS detection technique is that for objects that are
placed closed to one another, it tends to detect the multiple objects as a single
joint object. An example of this is shown in Figure 4. The lower row of 3 baskets
in Figure 4 is detected as a single object which spans the entire width of the image
as opposed to YOLOv5 which managed to detect the individual baskets. This
will a�ect the speed computation as across the image frames, the coordinates of
the centroid of the tracked object will be the same and the computed speed will
thus be zero. Thus, for speed computation, we switched to the YOLOv5 detection
model for situations when CIS detects an object which spans the entire width of
the image (within a tolerance of 5 pixels). However, we recognize that there will
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(a) Detection of objects as one by CIS (b) Detection of same objects by YOLOv5

Fig. 4: Multiple objects detected as one by CIS as compared to YOLOv5

still be situations when YOLOv5 cannot detect the objects and CIS detects the
objects as spanning the entire width of the image. In such situations, the speed
computed by our proposed algorithm will unfortunately still be zero.

Another constraint of the CIS detection technique is for objects that are
similar in color to the conveyor belt or objects that are translucent in color,
either part or all of the object may not be detected. This will result in inaccurate
calculation of utilization.

The �nal constraint is with the use of computer vision techniques for infer-
rring the speed of the conveyor belt-based cutlery washing machine. When no
objects are placed on a moving conveyor belt, both the utilization and speed will
be zero as computed using the proposed techniques. The reason for this is that
no objects will be detected thus resulting in zero computed distance or speed
between frames. A possible solution that we proposed to our client to tackle this
issue is to install an energy socket power monitoring sensor to monitor the en-
ergy usage of the power socket that the cutlery washing machine is plugged into.
For situations when the cutlery washing machine is operating but no objects are
placed on the conveyor belt, the energy consumption sensor will detect that the
machine is running and yet no objects are on it.

5 Conclusion

We have retro�tted the legacy conveyor belt-based cutlery washing machine us-
ing commodity web-camera and computer vision techniques to equip it with
additional capabilities of tracking both utilization and speed of the machine.
We proposed object detection using both traditional image processing and deep-
learning techniques for the computation of utilization and speed. With the exist-
ing operational constraints of our client, frequent re-training of the deep learning
model for object detection is not feasible. Thus, we also evaluated the generaliz-
ability of both object detection techniques and found colour image segmentation
to be more generalizable and thus adequate for use in utilization computation.
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For speed computation however, a hybrid of both colour image segmentation
and YOLOv5 object detection was adopted.

With the enhanced data capability, our client will be able to visualize the
automatically collected real-time utilization and speed data and optimize its
operations in a data driven manner. Our client can collate and compare the uti-
lization rate of individual conveyor belt-based cutlery washing machines across
di�erent times of the day and across the di�erent locations for optimizing the
operations of the conveyor belt-based cutlery washing machines. With the capa-
bility of detecting the speed of the machines, our client is also able to monitor
instances of waste (where the machine is running but underutilized) or care-
less usage of the cutlery washing machine (where the machine is intermittently
turned on and o�) and thus minimize wastage, down-time and reduce the main-
tenance costs of the machines. A commodity camera was used in this proof of
concept application as we were constrained by client's budget. We recognize that
a higher end industrial grade camera would likely achieve better performance.
Another possible future extension of this work is the investigation of newer and
faster deep learning models that is more generalizable across 'unseen' images.
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