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Highlights

Triadic Temporal-Semantic Alignment for Weakly Supervised Video Moment
Retrieval

Jin Liu, JiaLong Xie, Fengyu Zhou, Shengfeng He

• A weakly supervised video moment retrieval framework to overcome the language bias
and relieve data burden.

• Leveraging both fine-grained and coarse-grained features for addressing the multi-modal
semantic alignment.

• The method can achieve state-of-the-art performance on out-of-distribution datasets.
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Triadic Temporal-Semantic Alignment for Weakly Supervised Video

Moment Retrieval

Jin Liua, JiaLong Xiea, Fengyu Zhoua, Shengfeng Heb

aShandong University, JiNan, China
bSingapore Management University, Singapore

Abstract

Video Moment Retrieval (VMR) aims to identify specific event moments within untrimmed
videos based on natural language queries. Existing VMR methods have been criticized for
relying heavily on moment annotation bias rather than true multi-modal alignment reason-
ing. Weakly supervised VMR approaches inherently overcome this issue by training without
precise temporal location information. However, they struggle with fine-grained semantic
alignment and often yield multiple speculative predictions with prolonged video spans. In
this paper, we take a step forward in the context of weakly supervised VMR by proposing
a triadic temporal-semantic alignment model. Our proposed approach augments weak su-
pervision by comprehensively addressing the multi-modal semantic alignment between query
sentences and videos from both fine-grained and coarse-grained perspectives. To capture fine-
grained cross-modal semantic correlations, we introduce a concept-aspect alignment strategy
that leverages nouns to select relevant video clips. Additionally, an action-aspect alignment
strategy with verbs is employed to capture temporal information. Furthermore, we propose an
event-aspect alignment strategy that focuses on event information within coarse-grained video
clips, thus mitigating the tendency towards long video span predictions during coarse-grained
cross-modal semantic alignment. Extensive experiments conducted on the Charades-CD and
ActivityNet-CD datasets demonstrate the superior performance of our proposed method.

Keywords: Weakly supervised Learning, video moment retrieval, temporal-semantic
alignment.

1. Introduction

Video moment retrieval (VMR) aims to detect the temporal location in an untrimmed

video based on a given sentence query [1], as depicted in Fig. 1(a), has garnered significant

Email addresses: 202120638@mail.sdu.edu.cn (Jin Liu), 202220703@sdu.edu.cn (JiaLong Xie),
zhoufengyu@sdu.edu.cn (Fengyu Zhou), shengfenghe@smu.edu.sg (Shengfeng He)
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attention in the field of video understanding [2]. Efficiently identifying the relevant video

moment allows users to focus on the most pertinent portion of the video, opening up numerous

possibilities for applications in multi-modal tasks such as video summarization [3, 4] and

visual question answering [5, 6]. While fully supervised video moment retrieval has achieved

impressive results, it is still plagued by temporal bias [7, 8] and the high cost of labor-intensive

manual annotations [9], impeding its practicality and progress in real-world applications.

The temporal bias problem refers to the tendency of current VMR models to rely heav-

ily on moment annotation biases present in the training set for retrieving target temporal

segments, rather than reasoning based on semantic multi-modal alignment between visual in-

formation and textual queries. As illustrated in Fig. 1(a), the VMR model directly infers the

inaccurate location of the target video moment based on the memorized biases from the given

query “person runs to the window to look out”, without fully considering the visual modal

information. Recent studies have highlighted that many state-of-the-art models [10] suffer

from such temporal bias problems and fail to generalize well on out-of-distribution sets with

different moment distributions [11]. Several approaches [12, 13] have attempted to reduce

excessive dependence on temporal bias by extra data augmentations. However, they still face

the challenge of substantial annotation costs, and these annotations may be accompanied

by significant temporal biases. Benefiting from their inherent bias-agnostic nature and low

annotation cost, weakly supervised VMR models [14, 15] have garnered significant attention

and emerged as optimal solutions. These models operate under weak supervision, where

only the video and its corresponding natural language query are provided during training.

Compared with unsupervised approaches [16], they have more potential information to uti-

lize and generate more reliable predictions. Weakly supervised VMR models can be broadly

classified into two categories: reconstruction-based solutions and multiple instance learning

(MIL) based solutions. Reconstruction-based models [17, 18] assume that the video segment

2
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Query: person runs to the window to watch out something.

Prediction: 

GT: 9.3s 20.4s 

20.4s 4.4s 

(b) Weakly supervised  video moment retrieval

0.1s Prediction: 25.3s 

(a) Fully supervised video moment retrieval

Query: person runs to the window to watch out something.

Figure 1: (a) An Illustration of fully supervised video moment retrieval methods, where ground-truth moments
are utilized to supervise the training process. However, they easily tend to make predictions by using the
memorized temporal bias in the training datasets [8]. (b) An example of weakly supervised video moment
retrieval approaches, where the ground-truth moments are not available during the training process. Current
models often suffer from a temporal ambiguity problem where they tend to predict start or end time points
or prolonged segments of the video and fail to take full advantage of the video and query inputs.

that best matches the query can effectively reconstruct the entire query when jointly trained

with the words. On the other hand, MIL-based models [19, 20] aim to maximize the match-

ing scores between paired statements and videos while suppressing the scores of unpaired

instances, thereby facilitating the learning of visual-text semantic alignment at the video

level.

Notwithstanding their demonstrated success, weakly supervised VMR models that lack

ground-truth moment supervision often face challenges in achieving fine-grained semantic

alignment. These models tend to produce multiple speculative predictions, even prolonged

video segments [8] (see Fig. 1(b)). As a consequence, their performance remains lower than

that of current fully supervised models and falls short of expectations.

3
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To address these challenges, our aim is to disambiguate the weak supervision by incor-

porating a triadic temporal-semantic alignment approach that considers both fine-grained

and coarse-grained multi-modal semantic alignment perspectives. For the former, we pro-

pose aligning the content through concept-aspect and action-aspect alignment to mine fine-

grained cross-modal semantic correlations. The concept-aspect alignment involves recon-

structing masked noun-concepts using original video clip proposals and minimizing correla-

tions between masked noun-concepts and irrelevant video clip proposals from other videos.

This allows the model to leverage clip-level context effectively. Conversely, the action-aspect

alignment focuses on reconstructing masked verb-concepts using original video clip propos-

als while suppressing correlations with shuffled video clip proposals from the same video.

This enables the model to capture reliable temporal information from motion-level context.

Furthermore, we introduce event-aspect alignment to emphasize coarse-grained cross-modal

semantic alignment. We use three different combinations of video clips from the original

and irrelevant videos in event-aspect alignment, allowing the model to determine the correct

time segment of events rather than predicting specific start or end timestamps. This reduces

reliance on the entire video and enhances the model’s focus on event information within video

clips at the video-level context.

Extensive experiments conducted on the challenging Charades-CD and ActivityNet-CD

datasets demonstrate that our proposed strategy achieves superior performance compared

to state-of-the-art approaches. Specifically, our model surpasses the current state-of-the-art

methods by 2.08% and 2.89% on the Charades-CD and ActivityNet-CD datasets, respectively.

These results serve as strong evidence of the effectiveness and generalization capability of our

model on both datasets. Moreover, the concept of triadic-grained alignment introduced in

our work can serve as valuable insights for addressing various weakly-supervised multi-modal

analysis tasks.

4
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2. Related Work

2.1. Video Moment Retrieval

Given an untrimmed video clip and its corresponding natural language query, the task of

video moment retrieval (VMR) requires the model to accurately predict the start and end

time points that best match the paired video and query. This entails identifying the specific

temporal location within the video that corresponds to the query [21].

Existing fully supervised VMR models can be categorized into three groups: two-stage

methods, single-stage methods, and reinforcement learning-based methods. Two-stage meth-

ods involve pre-segmented moment candidates and the query as inputs, generating proposals

offline. Gao et al. [22] propose a multi-scale sliding window sampling approach for candidate

proposal generation. In contrast, single-stage methods perform one-pass retrieval of the best

matching moment for the given query. Chen et al. [23] propose a novel semantic-aware graph

calibration network from global and local multi-modal fusion perspective to make accurate

predictions in an end-to-end manner. Sun et al. [24] first treat video moment retrieval as one

video reading comprehension task and propose a comprehensive relation-aware network to

perceive comprehensive relations and conduct coarse-and-fine cross-modal interaction. Sun

et al. [25] propose an end-to-end framework that efficiently retrieves video at segment gran-

ularity with two branches, where one branch is for stand-alone ranking and another one for

text-video modal alignment.

RL-based methods view proposal generation as a sequential decision-making process.

Wu et al. [26] present an iterative coarse-to-fine decision-making process for regulating

the temporal boundary. However, these methods are limited by the high annotation costs

and temporal biases associated with moments, restricting their practicality in real-world

applications.

5
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Different from fully supervised VMR, weakly supervised VMR aims to predict accurate

moment timestamps without access to precise temporal locations during training, thereby

being free from temporal biases and saving annotation costs. As discussed in Sec. 1, existing

weakly supervised methods can be categorized into multiple instance learning (MIL) based

models and reconstruction-based models. For the former, Wang et al. [27] propose a context-

aware multiple instance learning module that considers adjacent contexts and enhances multi-

modal context alignment. For the latter, Lin et al. [28] introduce a semantic completion

module that measures semantic similarity between proposals and masked queries, selecting

the best matching predicted timestamps with low reconstruction loss. However, these models

often align multi-modal context at a coarse granularity and tend to predict specific time

points, resulting in their performance being inferior to most state-of-the-art fully supervised

models.

2.2. Temporal Bias in Video Moment Retrieval

The problem of temporal moment annotation bias in VMR models has been investigated

in recent works [8, 7]. This bias refers to the models’ tendency to rely on temporal biases in

the training dataset rather than reasoning based on semantic alignment between visual and

textual information to determine the target moment timestamp. For example, Yuan et al. [8]

address this issue by re-splitting the original Charades-STA [22] and ActivityNet Captions

[29] datasets to create debiasing datasets, Charades-CD, and ActivityNet-CD, to evaluate

the models’ reasoning ability. Their findings indicate that weakly supervised VMR models,

benefiting from the bias-agnostic nature of weak supervision, outperform some fully super-

vised methods. However, these models lack fine-grained multi-modal alignments, leading to

multiple speculative predictions on out-of-distribution datasets. In this paper, we propose a

triadic temporal-semantic alignment model that addresses these limitations by considering

6
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both fine-grained and coarse-grained semantic alignments in weakly supervised VMR.

3. Triadic Temporal-Semantic Alignment

In this section, we begin by providing an overview of the weakly supervised video moment

retrieval task in Sec. 3.1. Then, we describe the procedure for extracting visual and textual

features in Sec. 3.2. Next, we present our proposed triadic temporal-semantic alignment

model, which comprises a main prediction branch and three alignment modules at both

fine-grained and coarse-grained levels, namely, concept-aspect alignment and action-aspect

alignment at the fine-grained level, and event-alignment at the coarse-grained level. Finally,

we discuss the process of obtaining accurate temporal moments using a well-trained model

during the inference stage.

3.1. Task Overview

Given an unmodified video V and a natural language query Q, the weakly supervised video

moment retrieval task aims to predict the accurate time locations τ = {ts, te} of the specific

video moment corresponding to the query, where ts and te represent the start and end time

points, respectively. The video is denoted as V = {vi}
nf

i=1, where vi is the i-th video frame

and nf is the number of frames. The natural language query is represented as Q = {qi}nw
i=1,

where qi is the i-th word in the query and nw is the number of words. Importantly, the

temporal moment annotation is unavailable during the training process, and it is only utilized

for evaluation purposes. In the context of weakly supervised setting, we further propose a

triadic temporal-semantic alignment model to enhance the weak supervision and evaluate

the generalization ability on out-of-distribution datasets [8].

7
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3.2. Visual and Textual Feature Representations

Following previous works [17], we first pre-extract the video and query representations

for the sequential modeling process.

Visual Representation. Given an unmodified video V = {vi}
nf

i=1, we sample it as

images and utilize a pre-trained 3D convolutional network (e.g., I3D [30]) to encode the

frame features. We then use a linear projection network to map these features into the multi-

modal joint modeling space, obtaining the final representations F v = {f v
i }

nf

i=1 ∈ Rnf×Df ,

where f v
i denotes the representation of the i-th frame and Df is the dimension of the video

frame features.

Textual Representation. The natural language query Q = {qi}nw
i=1 is initialized with

pre-trained GloVe embeddings [31]. Additionally, we incorporate positional embeddings [32]

into these embeddings to capture the sequential context of the query. Finally, we project

the word representations into the multi-modal joint modeling space using a linear projection

network, resulting in the final representations F q = {f q
i }

nw
i=1 ∈ Rnw×Dw , where f q

i represents

the representation of the i-th word and Dw is the word feature dimension (which is the same

as Df ).

3.3. Models

As shown in Fig. 2, our proposed triadic temporal-semantic alignment model consists of

two main components: the main prediction branch and the triadic multi-modal alignment

module. The main prediction branch takes the video and a natural language query as inputs

and predicts candidate moment intervals. The multi-modal alignment module, on the other

hand, comprises three different-aspect alignment components. This module aims to enhance

weak supervision by addressing the multi-modal grounding process from both fine-grained

and coarse-grained semantic alignment perspectives.

8
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Figure 2: Overview of the proposed model. The model consists of a main prediction branch responsible for generating candidate proposals,
and a reconstruction-based multi-modal alignment module for moment prediction. Additionally, the model incorporates triadic temporal-
semantic alignment, encompassing both fine-grained (concept-aspect alignment and action-aspect alignment) and coarse-grained (event-
aspect alignment) perspectives.
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3.3.1. Main Prediction Branch

The main prediction branch of our model follows the reconstruction-based approach com-

monly used in weakly supervised video moment retrieval methods [14, 17]. This branch

conditions moment prediction on the assumption that the video segment that best matches

the query should effectively reconstruct the masked parts of the query. It consists of two key

modules: the proposal generation module and moment prediction module:

Proposal Generation Module. In this module, inspired by CPL [14], we introduce an

additional learnable token v∗ with the same feature dimension as the video representations

F v. This token is appended to the video representations, resulting in a modified video

representation F̂ v = {v1, v2, · · · , vnf , v∗}. We then perform multi-modal fusion between the

query representation F q and the modified video representation F̂ v using a transformer-based

approach [14, 32]. This fusion process produces the hidden interaction representations H, as

shown in Eq. (1).

H = MD(ME(F q, F̂ v)), H ∈ RK×Df , K = nf + nw + 1, (1)

where ME denotes the transformer encoder. MD denotes the transformer decoder.

After obtaining the hidden representations, we adopt a fully-connected layer to project the

learnable token representation h∗ to obtain predicted time points T = {(t̂s1, t̂e1), (t̂s2, t̂e2), · · · , (t̂sN , t̂eN)},

where N is the number of proposals. Given the predicted time intervals, we generated the

temporal mask M = {mi}Ni=1 ∈ RN×nf to promote the calculation of multi-modal fusion,

which is generated from time points. Considering that the predicted time points are not

differentiable, we employ a Gaussian shape to approximate the mask [14, 33]. After that, we

obtain the candidate proposal representations P f = {pfi }Ni=1 by fusing the temporal mask M

and video representations F v, i.e., P f = M ⊙ F v.

10

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=4726553

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

w
ed



Moment Prediction Module. We first randomly mask a part of words (e.g., 1/3)

with [MASK] tokens, and require the model to predict the masked word given the proposal

representation P f and the masked query representation F qm by the reconstruction module.

The module is transformer-based and formed in Eq. (2).

W = FC(MD(F qm, P f )), W ∈ Rnw×Dw , (2)

where FC denotes a fully-connected layer. W denotes the final predicted word logits.

To ensure better alignment between visual proposals and sentence queries and high-quality

predictions, we employ a cross-entropy loss for the reconstructed query and the original query,

which is shown in Eq. (3).

Lk
rec = −

nw−1∑
i=1

log p(qi+1|wk
i ), k ∈ 1, v2, · · · , N, (3)

where Lk
rec represents the reconstruction loss. wk

i denotes the i−th predicted logit of k-th

proposal.

After obtaining the loss, we select the optimal matching moment with the following Eq. 4.

k∗ = arg min(Lrec), k∗ ∈ 1, 2, · · · , N

(t̂s, t̂e) = T [k∗], T = {(t̂s1, t̂e1), · · · , (t̂sN , t̂eN)},
(4)

where k∗ is the index of the best proposal with the smallest reconstruction loss.

Nevertheless, the above main prediction branch suffers from coarse-grained multi-modal

semantic alignment in the moment prediction module. As a result, the models are unable

to comprehensively understand the paired video context and query information, resulting in

their performance still being lower than that of current fully supervised models. To address

11
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this challenge, we align visual and textual information through concept-aspect alignment

manner, action-aspect alignment manner, and event-aspect alignment manner from fine-

grained and coarse-grained perspectives.

a person walks in [MASK] 
drinking some coffee.

Other Video

Proposal from Other Video

Proposal from Itself
R

ec
on

st
ru

ct
io

n 
M

od
ul

e
Original Video

Masked Query (Noun)

Reconstruction 
Loss

Reconstruction 
Loss

Margin Loss Lcon

a person walks in doorway 
drinking some coffee.

Target Query

Text Encoder

Text Encoder

Figure 3: Architecture of the concept-aspect alignment procedure.

3.3.2. Concept-Aspect Alignment

To enhance the alignment between the concept information from a query and proposal

context (i.e., clip-level) from the video, and encourage the model to capture more salient

concept context from concept-specific proposals, we propose concept-aspect alignment in

addition to the main prediction branch, shown in Fig. 3. This module facilitates the recon-

struction of masked noun-concepts using original video clip proposals, while simultaneously

minimizing correlations between masked noun-concepts and irrelevant video clip proposals

from other videos.

Specifically, we first randomly mask a noun (i.e., concept) in the sentence query and

obtain the masked query representations. Subsequently, an irrelevant proposal context from

12
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other videos is selected and paired with the masked query to form the negative sample,

while the original proposal representation and the masked query form the positive sample.

Next, we feed both positive and negative samples into the reconstruction module and utilize

Eq. (3) to obtain the positive reconstruction loss Lc
p and negative reconstruction loss Lc

n. To

ensure that the better reconstruction of the concept is achieved only through positive proposal

information, we introduce one margin loss, shown in Eq. (5), to supervise the training process.

Lcon = max(Lc
p − Lc

n + α1, 0), (5)

where α1 denotes the margin parameter.

3.3.3. Action-Aspect Alignment

Current weakly supervised video moment retrieval approaches typically focus on continual

video clips and sentence queries to implement the multi-modal alignment [14, 34]. However,

these approaches often overlook the rich temporal information available in the video from

a fine-grained alignment perspective. To this end, we propose the action-aspect alignment

shown in Fig. 4, which facilitates the capturing of more temporal context from sequential

clips (i.e., motion-level). This approach involves the reconstruction of masked verb-concepts

using original video clip proposals, while suppressing correlations with shuffled video clip

proposals from the same video.

Particularly, we first randomly mask a verb (i.e., action) in the sentence query and obtain

the masked query representations. Subsequently, a shuffled proposal context from the original

videos is selected and paired with the masked query to form the negative sample, while the

original proposal representation and the masked query form the positive sample. Next, we

feed both positive and negative samples into the reconstruction module and utilize Eq. (3) to

obtain the positive reconstruction loss La
p and negative reconstruction loss La

n. To ensure that

13
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Figure 4: Architecture of the action-aspect alignment procedure.

the better reconstruction of the action is achieved only through positive proposal information,

we introduce one margin loss to supervise the training process, as shown in Eq. (6).

Lact = max(La
p − La

n + α2, 0), (6)

where α2 denotes the margin parameter.

3.3.4. Event-Aspect Alignment

Video-level content typically involves event-level context [35, 36], existing approaches that

solely focus on aligning a completely irrelevant video with a sentence query tend to predict

prolonged video segments. To encourage the model to focus on coarse-grained cross-modal

semantic alignment at the video event level and mitigate the temporal bias problem, we

introduce an event-aspect alignment module shown in Fig. 5.

In Specific, we first randomly mask several words in the sentence query and obtain the
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Other Video

Proposal from Itself

Original Video

a person walks in doorway 
drinking some coffee.

Target Query

CLIPs 
Generation

Combined Videos

Selection 
Module

Proposal 
Selection

a person [MASK] in doorway 
drinking some [MASK].

Masked Query
Text Encoder

Text Encoder

Reconstruction 
Module

Reconstruction Loss Reconstruction Loss

Margin Loss Leve

Figure 5: Architecture of the event-aspect alignment procedure.

masked query representations. Then, we randomly select a certain length of proposal rep-

resentation (e.g., 10 clips) from other irrelevant videos and concatenate it with the original

video proposal. Here, we propose three video combination strategies towards the temporal

bias conditioned on the relative position of irrelevant video clips from other videos and the

original video: head-first, tail-first, and side-first. Subsequently, the combined videos form

a new proposal representation through a selection gate 1, and pair with a masked query to

generate negative samples. In contrast, the original proposal representation and the masked

query form the positive samples. Next, we feed both positive and negative samples into

the reconstruction module and utilize Eq. (3) to obtain the positive reconstruction loss Le
p

and negative reconstruction loss Le
n. To ensure that the better reconstruction of the ac-

tion is achieved only through positive proposal information, we introduce one margin loss to

1We employ the random module in Python to select the combined videos. Note that in our preliminary
experiments, we observed that the model achieves superior performance when employing three strategies.
Therefore, in this paper, we continue to adhere to this paradigm.
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supervise the training process, as shown in Eq. (7).

Leve = max(Le
p − Le

n + α3, 0), (7)

where α3 denotes the margin parameter.

3.4. Training and Inference

Our model comprises four loss components, namely the reconstruction loss Lrec in Eq. (3)

of the main prediction branch for masked query completion, concept-aspect alignment loss

Lrec in Eq. (5) for enhancing the alignment between the concept information from a query

and proposal context from the video clip, action-aspect alignment loss Lact in Eq. (6) for

facilitating the model to capture more temporal context from sequential motion clips, and

event-aspect alignment loss Leve in Eq. (7) for encouraging the model to focus on coarse-

grained cross-modal semantic alignment at the video event level and mitigate the temporal

bias problem. After that, we utilize a multi-task loss L in the following Eq. (8) to optimize

the whole model.

L = Lrec + Lcon + Lact + Leve, (8)

During Inference, we only utilize the main prediction branch and select the optimal match-

ing time proposal by the Eq. (4).

4. Experiments

4.1. Datasets

Charades-CD [8] is a re-splitted dataset based on Charades-STA [22], primarily focused

on indoor activities and their corresponding language descriptions. It comprises a total of
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Table 1: The detailed statistics of the number of videos and video-query pairs in Charades-CD and
ActivityNet-CD datasets and different splits.

Split
Charades-CD ActivityNet-CD

Videos Pairs Videos Pairs

training 4564 11071 10984 51415
validation 333 859 746 3521

test-iid 333 823 746 3443
test-ood 1442 3375 2450 13578

16,128 video-query pairs, with 11,071 pairs used for training. The remaining pairs are divided

into a validation set (859 pairs), a test-iid set (823 pairs), and a test-ood set (3,375 pairs).

ActivityNet-CD [8] is another re-splitted dataset, built upon largest VMR dataset

ActivityNet Captions [29], which consists of human activities extracted from YouTube videos.

The dataset contains a total of 71,957 video-query pairs, with 51,415 pairs used for training.

The remaining pairs are divided into a validation set (3,521 pairs), a test-iid set (3,443 pairs),

and a test-ood set (13,578 pairs).

The detailed statistics of Charades-CD and ActivityNet-CD are reported in Table 1.

4.2. Evaluation Metrics

Following previous works [8], we adopt the calibrated evaluation metric dR@n, IoU@m to

assess the performance of our model. This metric takes into account the “temporal distance”

between the predicted moments and the ground truths. The metric is defined as:

dR@n, IoU@m =
1

Nq

∑
i

r(n,m, qi) · αs
i · αe

i , (9)

where α∗
i = 1− abs(p∗i -g

∗
i ), and abs(p∗i − g∗i ) denotes absolute distance between the predicted

starting timestamp psi (or end timestamp pei ) and ground-truth starting timestamp gsi (or

ground-truth end timestamp gei ).
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Table 2: Comparison on the test-ood set of Charades-CD and ActivityNet-CD. We use n = 1 and m ∈
0.1, 0.3, 0.5, 0.7 for dR@n, IoU@m.

Methods Supervision
Charades-CD ActivityNet-CD

m=0.1 m=0.3 m=0.5 m=0.7 m=0.1 m=0.3 m=0.5 m=0.7

Biased-based [8] - 14.75 9.30 5.04 2.21 21.89 9.21 0.26 0.11
PredictAll [8] - 37.43 27.13 0.06 0.00 21.87 9.01 0.00 0.00

CTRL [22]
Full

52.80 44.97 30.73 11.97 26.23 15.68 7.89 2.53
2D-TAN [10] 50.87 43.45 30.77 11.75 44.37 30.86 18.38 9.11
SCDM [38] 59.08 52.38 41.60 22.22 45.08 31.56 19.14 9.31

WSSL [39]

Weak

49.92 35.86 23.67 8.27 30.71 17.00 7.17 1.82
CNM [17] 52.66 38.50 23.56 8.96 32.08 16.50 5.05 0.76
CPL [14] 60.41 53.88 36.36 18.41 33.28 17.68 6.01 1.01

Our 62.49 55.31 37.01 19.10 36.17 22.23 11.42 4.57

4.3. Implementation Details

For the video features, we employ a pre-trained I3D model [30] to extract representations

for Charades-CD, and a C3D model [37] for ActivityNet-CD. As for the natural language,

we utilize 300d GloVe embeddings [31] as the initial word representations. Regarding the

model architecture, the multi-modal fusion Transformer consists of 3 layers with 4 attention

heads for both the encoder and decoder modules. To ensure a fair comparison with existing

methods [14], we set the number of proposals N to 8 for Charades-CD and 7 for ActivityNet-

CD. Additionally, the margin parameters are determined through grid search: for Charades-

CD, α1 = 0.15 in Eq. (5), α2 = 0.12 in Eq. (6), and α3 = 0.11 in Eq. (7); for ActivityNet-CD,

α1 = 0.11, α2 = 0.1, and α3 = 0.11.

During training, the model is optimized on a single RTX 3090 GPU using PyTorch. We

employ the Adam optimizer with a learning rate of 4e-4, 15 epochs, and a batch size of 32

for all datasets.

4.4. Comparison with State-of-the-arts

We compare our model with various state-of-the-art (SOTA) on the out-of-distribution

Charades-CD and ActivityNet-CD [8] datasets. In Tab. 2, we present the results of our model
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alongside fully supervised VMR methods (CTRL [22], 2D-TAN [10], SCDM [38]), weakly

supervised VMR methods (WSSL [39], CNM [17], CPL [14]), and two biased prediction

methods [8] (Biased-based and PredictAll).

Our model consistently achieves the best performance on both datasets compared to

the SOTA weakly supervised VMR methods, indicating its ability to alleviate temporal bias.

Even on the challenging ActivityNet-CD dataset, which features longer videos, longer queries,

and complex content, our model outperforms the current SOTA weakly supervised VMR

model CPL [14] by a significant margin. For example, our model exhibits improvements of

4.55% in m=0.3 and 5.41% in m=0.5.

Furthermore, our model consistently outperforms the heuristic algorithm model in the

first column, demonstrating its effectiveness in learning and leveraging modal alignment fea-

tures for accurate moment predictions. Notably, our model achieves promising performance

on the Charades-CD dataset even when compared to fully supervised VMR models. It even

outperforms the SOTA model SCDM [38] with significant improvements in m=0.1 (62.49%

vs. 59.08%) and m=0.3 (55.31% vs. 52.38%). However, our model still exhibits a perfor-

mance gap when compared to fully supervised VMR models on the ActivityNet-CD dataset.

Nonetheless, our model offers significant advantages in terms of practical usability and low

annotation costs.

4.5. Ablation Study

To demonstrate the effectiveness of different model variants, we conducted ablation studies

on the Charades-CD dataset and obtained the results reported in Tab. 3 above the dashed

line. From the results, we observed that compared to the baseline model that only preserves

the main prediction branch, our model exhibited significant improvements in performance

with the continuous introduction of different aspect alignment modules, including concept-
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Table 3: Ablation study of different aspect multi-modal alignments on the Charades-CD dataset. We use
n = 1 and m ∈ 0.1, 0.3, 0.5, 0.7 for dR@n, IoU@m.

Alignment Terms
m=0.1 m=0.3 m=0.5 m=0.7

concept action event

- - - 46.65 38.34 24.21 9.29
✓ - - 59.94 52.25 36.17 17.49
✓ ✓ - 61.13 53.99 37.45 17.30
✓ ✓ ✓ 62.49 55.31 37.01 19.10

Table 4: Ablation study of different combinations for different aspect multi-modal alignments on the
Charades-CD dataset. We use n = 1 and m ∈ 0.1, 0.3, 0.5, 0.7 for dR@n, IoU@m.

Alignment Terms
m=0.1 m=0.3 m=0.5 m=0.7

concept action event

✓ ✓ - 61.13 53.99 37.45 17.30
✓ - ✓ 61.83 54.39 36.79 18.83
- ✓ ✓ 61.47 54.47 36.50 18.88

aspect alignment, action-aspect alignment, and event-aspect alignment. The model with all

these alignment modules achieved the best performance, indicating the significance of each

designed module.

As discussed in the model design section, our model can align multi-modal information

at both fine-grained (concept-aspect alignment and action-aspect alignment) and coarse-

grained levels (event-aspect alignment). To further explore the impact of combining modules

with different granularities on model performance, we performed additional ablation exper-

iments with the following combinations: (1) only fine-grained combination: concept-aspect

alignment and action-aspect alignment, and (2) mixed-grained combination: concept-aspect

alignment and event-aspect alignment, action-aspect alignment and event-aspect alignment.

The results reported in Table 4 revealed that solely using the fine-grained combination was

not sufficient for achieving effective performance and yielded inferior results compared to
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Table 5: Ablation study of different selection methods in the event-aspect alignment module on the Charades-
CD dataset. We use n = 1 and m ∈ 0.1, 0.3, 0.5, 0.7 for dR@n, IoU@m.

Method m=0.1 m=0.3 0.5 0.7

Full Model 62.49 55.31 37.01 19.10
only head-first 61.67 54.57 37.83 18.42
only tail-first 61.12 54.28 37.53 18.89
only mid-first 60.98 53.86 37.39 19.22

the mixed-grained combination. Importantly, the two different mixed-grained combinations

achieved comparable performance, but there was still a notable performance gap compared

to the full model. We speculate that this is mainly because each aspect alignment can con-

tribute to the multi-modal grounding process, and these combinations do not fully account

for the diverse distribution of temporal bias cases, thereby limiting the model’s generalization

capacity. These findings further underscore the importance of the different aspect alignment

modules in our model.

Notably, there exist three video combination strategies in event-aspect alignment module.

To investigate the effectiveness of these strategies, we implement extra ablation experiments

and obtain the results reported in Table 5. The results shown that solely using the fine-grained

combination was not sufficient for achieving effective performance and yielded inferior results

compared to the mixed-grained combination. Importantly, the two different mixed-grained

combinations achieved comparable performance, but there was still a notable performance

gap compared to the full model. We speculate that this is mainly because each aspect

alignment can contribute to the multimodal grounding process, and these combinations do

not fully account for the diverse distribution of temporal bias cases, thereby limiting the

model’s generalization capacity.

To gain further insights into our model, we conducted additional ablation experiments

to address the following questions: (1) Can our model maintain its performance on the
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Table 6: Comparison on the test-iid set of Charades-CD and ActivityNet-CD. We use n = 1 and m ∈
0.1, 0.3, 0.5, 0.7 for dR@n, IoU@m.

Methods
Charades-CD ActivityNet-CD

m=0.1 m=0.3 m=0.5 m=0.7 m=0.1 m=0.3 m=0.5 m=0.7

WSSL [39] 45.90 34.99 14.06 4.27 36.67 26.06 17.20 6.16
CNM [17] 48.44 35.28 17.37 7.58 36.28 35.62 24.86 13.51
CPL [14] 66.53 61.39 50.49 22.91 43.93 34.68 24.80 13.62

Our 67.57 62.29 51.30 23.02 44.73 35.27 25.39 14.11

independent and identically distributed (IID) split? (2) Does the choice of n in the top-n

retrieval have an impact on model performance? (3) How does the number of proposals affect

our model’s performance?

Q1: Can our model maintain its performance on the independent and identically dis-

tributed (IID) split? To assess the performance of our model on the IID split, we conducted

additional comparison experiments with existing weakly supervised video moment retrieval

methods on the test-iid sets of Charades-CD and ActivityNet-CD datasets. The detailed re-

sults are presented in Tab. 6. Our model consistently outperformed other weakly supervised

video moment retrieval methods on both datasets, indicating its ability to maintain strong

generalization performance on test-iid datasets.

Q2: Does the choice of n in the top-n retrieval have an impact on model performance? To

investigate the impact of different retrieval numbers n in Eq. (9) on our model’s performance,

we conducted an extensive analysis comparing n = 3 and n = 5 with the baseline model

(utilizing only the main prediction branch) on the test-ood set of Charades-CD. The results

are presented in Fig. 6. Our model consistently outperformed the baseline models with

increasing margins as the evaluation metrics became more challenging. For example, our

model achieved relative improvements of 22.45% for R@3, IoU=0.7, and 13.51% for R@3,

IoU=0.1. These findings indicate that our model can achieve superior performance as the
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Figure 6: Comparison results for different top-n retrieval predictions with the baseline model (only utilize
the main prediction branch) on the test-ood set of Charades-CD.

value of n increases, benefiting from the designed alignment modules.

Q3: How does the number of proposals affect our model’s performance? To further

explore the impact of the number of proposals on our model’s performance, we conducted

an additional ablation study on the test-ood set of Charades-CD by varying the number of

proposals. The results are presented in Fig. 7. It can be observed that our proposed model

achieves optimal performance on Charades-CD and ActivityNet-CD when the number of

proposals is set to 8 and 7, respectively, for both R@1, IoU=0.1 and R@1, IoU=0.3 cases. In

all our experiments, we consistently set the number of proposals to 8 and 7 for Charades-CD

and ActivityNet-CD, respectively.

4.6. Qualitative Results

To qualitatively demonstrate the effectiveness of our proposed model, we present two

examples along with an additional failure case from the Charades-CD dataset in Fig. 8.

Each example consists of a query and the corresponding ground-truth temporal locations

denoted as ‘GT’. We compare our model with the state-of-the-art weakly supervised video
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Figure 7: Results of different numbers of proposals on the test-ood set of Charades-CD and ActivityNet-CD.
We use n = 1 and m ∈ 0.1, 0.3 for dR@n, IoU@m. Red stars denote the best performance.

moment retrieval models and the baseline method that only preserves the main prediction

branch.

From Fig. 8(a) and (b), it can be observed that the baseline model tends to predict either

the start timestamp (e.g., 0.0s in Fig. 8(a)) or the end timestamp (e.g., 36.6s in Fig. 8).

The SOTA model CPL [14] fails to capture more fine-grained details about the video context

and thus makes inaccurate predictions (e.g., CPL fails to capture the state change between

the action “putting”). However, our model successfully predicts precise temporal moments,

encompassing essential concepts, actions, and events. This demonstrates the effectiveness

of our three alignment modules: concept-aspect alignment, action-aspect alignment, and

event-aspect alignment.

Nevertheless, our model also exhibits failure, as shown in Fig. 8(c). We observe that

although our model captures a reasonable temporal moment, it fails to cover the overall

query-specific moment. This failure can be attributed to the ambiguity between the visual

content in the video and the textual query. Specifically, the query contains the concept

“chair”, which is not present in the video, leading the model to struggle in inferring the
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GT: 

Baseline: 

CPL: 

Our: 25.2s 41.5s 

19.1s 35.2s 

0s 45.3s 

25.9s 39.3s 25.9s 39.3s 

(a) Query: the person drinks the glass of water. 

GT: 

Baseline: 

CPL: 

Our: 19.1s 31.4s 

27.1s 36.6s 

21.5s 36.6s 

19.1s 32.4s 

(b) Query: person putting things on a shelf. 

GT: 

Our: 0.0s 7.5s 

0.0s 12.4s 

(c) A failure case. Query: a person is sitting in a chair. 

Figure 8: Three qualitative examples from the test-ood split of the Charades-CD dataset, including one
failure case. Our model is compared with the state-of-the-art method CPL [14] and the baseline method that
only preserves the main prediction branch. The ground-truth moment is denoted as GT and plotted in green.
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human posture and subsequently producing incorrect predictions.

5. Conclusion

In this paper, we propose a novel triadic temporal-semantic alignment model for weakly

supervised video moment retrieval. Our model enhances weak supervision by incorporat-

ing both fine-grained and coarse-grained multi-modal semantic alignments. We introduce

concept-aspect alignment and action-aspect alignment to facilitate fine-grained cross-modal

grounding, aligning visual context with nouns and verbs in the query. Additionally, we incor-

porate event-aspect alignment, encompassing three video combinations (head-first, tail-first,

and side-first), to promote coarse-grained multi-modal semantic alignment at the video event

level and mitigate temporal bias. Our extensive quantitative and qualitative experiments

on Charades-CD and ActivityNet-CD datasets demonstrate that our model achieves new

state-of-the-art performance.

In the future, we plan to extend our model to handle compositional video moment retrieval

cases, enabling the model to effectively generalize a combination of novel concepts.
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