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ABSTRACT

Recently, Graph Neural Network (GNN)-based vulnerability de-
tection systems have achieved remarkable success. However, the
lack of explainability poses a critical challenge to deploy black-
box models in security-related domains. For this reason, several
approaches have been proposed to explain the decision logic of the
detection model by providing a set of crucial statements positively
contributing to its predictions. Unfortunately, due to the weakly-
robust detection models and suboptimal explanation strategy, they
have the danger of revealing spurious correlations and redundancy
issue.

In this paper, we propose Coca, a general framework aiming
to 1) enhance the robustness of existing GNN-based vulnerabil-
ity detection models to avoid spurious explanations; and 2) pro-
vide both concise and effective explanations to reason about the
detected vulnerabilities. Coca consists of two core parts referred
to as Trainer and Explainer. The former aims to train a detection
model which is robust to random perturbation based on combina-
torial contrastive learning, while the latter builds an explainer to
derive crucial code statements that are most decisive to the detected
vulnerability via dual-view causal inference as explanations. We

*Xiaobing Sun is the corresponding author.
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apply Coca over three typical GNN-based vulnerability detectors.
Experimental results show that Coca can effectively mitigate the
spurious correlation issue, and provide more useful high-quality
explanations.
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1 INTRODUCTION

Software vulnerabilities, sometimes called security bugs, are weak-
nesses in an information system, security procedures, internal con-
trols, or implementations that could be exploited by a threat actor
for a variety of malicious ends [36]. As such weaknesses are un-
avoidable during the design and implementation of the software,
and detecting vulnerabilities in the early stages of the software life
cycle is critically important [60, 70].

Benefiting from the great success of Deep Learning (DL) in
code-centric software engineering tasks, an increasing number
of learning-based vulnerability detection approaches [6, 21, 42, 43]
have been proposed. Compared to conventional approaches [5, 9,
12, 26] that heavily rely on hand-crafted vulnerability specifica-
tions, DL-based approaches focus on constructing complex Neural
Network (NN) models to automatically learn implicit vulnerability
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patterns from source code without human intervention. Recently,
inspired by the ability to effectively capture structured semantic
information (e.g., control- and data-flow) of source code, Graph Neu-
ral Networks (GNN) have been widely adopted by state-of-the-art
neural vulnerability detectors [11, 40, 67, 80].

While demonstrated superior performance, due to the black-box
nature of NN models, GNN-based approaches fall short in the ca-
pability to explain why a given code is predicted as vulnerable
[11, 59]. Such a lack of explainability could hinder their adop-
tion when applied to real-world usage as substitutes for traditional
source code analyzers [20]. To reveal the decision logic behind the
binary detection results (vulnerable or not), several approaches
have been proposed to provide additional explanatory informa-
tion. These efforts can be broadly cast into two categories, namely
Global Explainability and Local Explainability. Global explanation
approaches leverage the explainability built in specific architectures
to understand what features that influence the predictions of the
models. A common self-explaining approach is attention mechanism
[66], which uses weights of attention layers inside the network to
determine the importance of each input token. For example, LineVul
[28] leverages the self-attention mechanism inside the Transformer
architecture to locate vulnerable statements for explanation. How-
ever, the global explanation is derived from the training data and
thus it may not be accurate for a particular decision of an instance
[55]. A more popular approach is local explanation [31, 83], which
adopts perturbation-based mechanisms such as LEMNA [30] to
provide justifications for individual predictions. The high-level idea
behind this approach is to search for important features positively
contributing to the model’s prediction by removing or replacing a
subset of the features in the input space. IVDetect [40] leverages
GNNExplainer [75] to simplify the target instance to a minimal
PDG sub-graph consisting of a set of crucial statements along with
program dependencies while retaining the initial model prediction.

However, these approaches face two challenges that limit their
potentials. Firstly, perturbation-based explanation techniques as-
sume that the detection model is quite robust, i.e., these removed/p-
reserved statements are consistent with the ground truth. Unfortu-
nately, as reported in recent works [56, 74], simple code edits (e.g.,
variable renaming) can easily mislead NN models to alter their pre-
dictions. As a result, the weak robustness of detection models could
lead to spurious explanations even if the vulnerable code is cor-
rectly identified. Secondly, most prior methods focus on generating
explanations from the perspective of factual reasoning [40, 56, 61],
i.e., providing a subset of the input program for which models make
the same prediction as they do for the original one. However, such
extracted explanations may not be concise enough, covering many
redundant statements which are benign but highly relevant to the
model’s prediction. Therefore, it still requires extensive manpower
to analyze and inspect numerous explanation results.
Our Work. To tackle these challenges, we propose Coca, a novel
framework to improve and explain GNN-based vulnerability detec-
tion systems via combinatorial Contrastive learning and dual-view
Causal inference. The key insights underlying our approach in-
clude (❶) enhancing the robustness of existing neural vulnerability
detection models to avoid spurious explanations, as well as (❷)
providing both concise (preserving a small fragment of code for
manual review) and effective (covering as many truly vulnerable

statements as possible) explanations. To this end, we develop two
core parts in Coca referred to as Trainer (abbreviated as Coca𝑇𝑟𝑎)
and Explainer (Coca𝐸𝑥𝑝 for short).
Coca Design. In the model construction phase, Coca𝑇𝑟𝑎 first
applies six kinds of semantic-preserving transformations as data
augmentation operators to generate diverse functionally equivalent
variants for each code sample in the dataset. Then, given an off-the-
shelf GNN-based vulnerability detection model, Coca𝑇𝑟𝑎 combines
self-supervised with supervised contrastive learning to learn robust
feature representations by grouping similar samples while pushing
away the dissimilar samples. These robust feature representations
will be fed into the classifier to train a robustness-enhanced vul-
nerability detection model. In the vulnerability explanation phase,
we propose a model-agnostic extension based on dual-view causal
inference called Coca𝐸𝑥𝑝 , which integrates factual with counter-
factual reasoning to derive crucial code statements that are most
decisive to the detected vulnerability as explanations.
Implementation and Evaluations. We provide the prototype
implementation of Coca over three state-of-the-art GNN-based
vulnerability detection approaches (Devign [80], ReVeal [11], and
DeepWuKong [16]). We extensively evaluate our approach with rep-
resentative baselines on a large-scale vulnerability dataset compris-
ing well-labeled programs extracted from real-world mainstream
projects. Experimental results show that Coca can effectively im-
prove the vulnerability detection performance of existing NN mod-
els and provide high-quality explanations.
Contributions. This paper makes the following contributions:
• We uncover the spurious correlations and redundancy problems
in existing GNN-based explainable vulnerability detectors, and
point out that these two issues need to be treated together.

• We propose Coca1, a novel framework for improving and ex-
plaining GNN-based vulnerability detection systems, in which
Coca𝑇𝑟𝑎 improves the robustness of detection models based on
combinatorial contrastive learning to avoid spurious explana-
tions, while Coca𝐸𝑥𝑝 derives both concise and effective code
statements as explanations via dual-view causal inference.

• We provide prototype implementations of Coca over three state-
of-the-art GNN-based vulnerability detection approaches. The
extensive experiments show substantial improvements Coca
brings in terms of the detection capacity and explainability.

2 BACKGROUND

2.1 Problem Formulation

Instead of exploring new models for more effective vulnerability
detection, we focus on a more practical scenario, i.e., explaining the
decision logic of off-the-shelf GNN-based vulnerability detection
models in a post-hoc manner as an input code snippet is predicted
as vulnerable. In particular, following the definition in recent works
[33, 40], our problem is formalized as:

Definition 1 (Vulnerability Explanation). Given an input
program 𝑃 = {𝑠1, · · · , 𝑠𝑚} which is detected as vulnerable, the
explanation is a set of crucial statements {𝑠𝑖 , · · · , 𝑠 𝑗 } (1 ≤ 𝑖 ≤ 𝑗 ≤
𝑚) that are most relevant to the decision of the model, where 𝑠𝑢
(𝑖 ≤ 𝑢 ≤ 𝑗) denotes the 𝑢-th statement in program 𝑃 .

1https://github.com/CocaVul/Coca

https://github.com/CocaVul/Coca
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Figure 1: Contrastive code representation learning pipeline.

In other words, our goal turns to develop an explanation frame-
work applicable to any GNN-based vulnerability detector to provide
not only binary results, but also a few lines of code (i.e., a subset
of the input program) as explanatory information, to help security
practitioners understand why it is detected as vulnerable.

2.2 Contrastive Learning for Code

Due to the limited labeled data in downstream tasks, contrastive
learning (CL) has emerged as a promising method for learning
better feature representation of code without supervision from
labels [22, 34, 46, 79]. The goal of CL is to maximize the agreement
between original data and its positive data (an augmented version of
the same sample) while minimizing the agreement between original
data and its negative data in the vector space. Figure 1 presents
the typical code-oriented CL pipeline. Unlabeled programs are first
transformed into functionally equivalent (FE) variants via data
augmentation. In this work, we apply the following six token- or
statement-level augmentation operators introduced by prior works
[10, 34, 46] to construct FE program variants:

• Function/Variable Renaming (FR/VR) substitutes the function/vari-
able name with a random token extracted from the vocabulary
set constructed on the pre-training dataset.

• Operand Swap (OS) is to swap the operands of binary logical
operations. In particular, the operator will also be changed to
make sure the modified expression is the logical equivalent to
the one before modification when we swap the operands of a
logical operator.

• Statement Permutation (SP) randomly swaps two lines of state-
ments that have no dependency (e.g., two consecutive declaration
statements) on each other in a basic block in a function body.

• Loop Exchange (LX) replaces for loops with while loops or vice
versa.

• Block Swap (BS) swaps the then block of a chosen if state-
ment with the corresponding else block. We negate the original
branching condition to preserve semantic equivalence.

• Switch to If (SI) replaces a switch statement in a function body
with its equivalent if statement.

Then, these augmented variants are fed into the feature encoder
𝑓𝑞 (or 𝑓𝑘 ) with a projection head to produce better global program
embeddings via minimizing the contrastive loss. A widely adopted
contrastive loss in SE tasks is Noise Contrastive Estimate (NCE) [13],

which is computed as:

L𝑁𝐶𝐸 =
1
|B|

∑︁
𝑖∈B

−log
exp(𝑧𝑖 · 𝑧 𝑗 (𝑖 )/𝜏)∑

𝑎∈A(𝑖 )
exp(𝑧𝑖 · 𝑧𝑎/𝜏) (1)

where 𝑧𝑖 = 𝑔(𝑓 (𝑥𝑖 )) represents the low-dimensional embedding of
an arbitrary sample 𝑥𝑖 among augmented variants. 𝑗 (𝑖) is the index
of the other view originating from the same source. 𝜏 ∈ R+ is the
temperature parameter to scale the loss, and A(𝑖) ≡ B\{𝑖}.

2.3 Explanation for GNN-based Models

Although Graph Neural Networks (GNN)-based code models have
achieved remarkable success in a variety of SE tasks (e.g., code re-
trieval [58] and automated program repair [14]), the lack of explain-
ability creates key barriers to their adoption in practice. Recently,
several studies have attempted to explain the decisions of GNNs
via factual reasoning [49, 75] or counterfactual reasoning [45, 47].
Factual Reasoning. Factual reasoning-based approaches focus
on seeking a sub-graph with a sufficient set of edges/features that
produce the same prediction as using the whole graph. Formally,
given an input graph G𝑘 = {V𝑘 , E𝑘 } with its label 𝑦𝑘 predicted
by the trained GNN model, the condition for factual reasoning can
be produced as following:

argmax
ℓ∈L

𝑃 (ℓ | 𝐴𝑘 ⊙ 𝑀𝑘 , 𝑋𝑘 ⊙ 𝐹𝑘 ) = 𝑦𝑘 (2)

where L is the set of graph labels and ⊙ denotes element-wise
multiplication; 𝑀𝑘 ∈ {0, 1}V𝑘×V𝑘 represents the edge mask of
G𝑘 ’s adjacency matrix 𝐴𝑘 ∈ {0, 1}V𝑘×V𝑘 , while 𝐹𝑘 ∈ {0, 1}V𝑘×𝑑

is the feature mask of G𝑘 ’s node feature matrix 𝑋𝑘 ∈ RV𝑘×𝑑 . V𝑘

is the number of nodes in the 𝑘-th graph and 𝑑 is the dimension of
node features.
Counterfactual Reasoning. Counterfactual reasoning-based ap-
proaches seek a necessary set of edges/features that lead to different
predictions once they are removed. Similarly, the condition for
counterfactual reasoning can be formulated as:

argmax
ℓ∈L

𝑃 (ℓ | 𝐴𝑘 −𝐴𝑘 ⊙ 𝑀𝑘 , 𝑋𝑘 − 𝑋𝑘 ⊙ 𝐹𝑘 ) ≠ 𝑦𝑘 (3)

After optimization, the sub-graph G′
𝑘
will be 𝐴𝑘 ⊙ 𝑀𝑘 with the

sub-features 𝑋𝑘 ⊙ 𝐹𝑘 , which is the generated explanations for the
prediction of G𝑘 . In our scenario, the extracted sub-graph G′

𝑘
will

be furthermapped to its corresponding code snippet as explanations
for GNN-based vulnerability detectors.

3 MOTIVATION

3.1 Special Concerns for DL-based Security

Applications

In contrast to other domains, explanations for security systems
should satisfy certain special requirements [25, 69]. In this work,
we primarily focus on two aspects, i.e., effectiveness and conciseness.
Effectiveness. The main goal of an explanation approach is to
uncover the decision logic of black-box models. Thus, the vulner-
ability explainer should be able to capture most relevant features
employed by detection models for prediction. For example, given
a set of detected vulnerable code, it would be perfect if the pro-
vided explanations only cover vulnerability-related context without
additional program statements [15].
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Definition 2 (Effective Explanations). An explanation result
is effective if statements which describe the offending execution
trace/context of the detected vulnerability are covered.
Conciseness. Picking up features/statements highly relevant to
the model’s prediction is a necessary prerequisite for good explana-
tions. However, it may be difficult and time-consuming for security
practitioners to understand and analyze numerous explanation re-
sults. Thus, narrowing down the scope of manual review is also
important in practice.

Definition 3 (Concise Explanations). An explanation result
is concisewhen it only contains a small number of crucial statements
sufficient for security experts to understand the root cause of the
detected vulnerability.

3.2 Why Not Fine-Grained Detectors?

Since the vulnerability explanations are a set of crucial statements
derived from the predictions of DL models, an intuitive solution
is to construct a fine-grained model to locate vulnerability-related
statements, as prior works do [7, 8, 32, 41]. However, the lack of
large-scale and human-labeled datasets create key barriers to the
adoption of these statement-level approaches in practice. By con-
trast, we aim to seek a model-independent (or post-hoc) way to
provide explanations, instead of replacing them.

3.3 Why Not Existing Explainers?

Although the explainability of DL models has been extensively
studied in non-security domains [27, 77], we argue that existing
explanation approaches face two critical challenges when directly
applied to GNN-based vulnerability detection systems.
Weak Robustness. As reported in [11, 33, 59], existing neural
vulnerability detectors focus on picking up dataset nuances for
prediction, as opposed to real vulnerability features. Unfortunately,
the robustness of most explanation approaches (e.g., LIME [57],
SHAP [48]) are weak, and their explanations for the same sample are
easy to be altered due to small perturbations, or even random noise
[25, 69]. As a result, explanations built on top of the detection results
from such weakly-robust models just reveal spurious correlations,
which are hard to be tolerated by security applications.
Hard to Balance Effectiveness and Conciseness. Post-hoc ap-
proaches mostly explain the predictions made by DL models from
the perspective of factual reasoning [29, 40], which favors a suffi-
cient subset which contains enough information to make the same
prediction as they do for the original program. However, such ex-
tracted explanations may produce a large number of false alarms,
posing a barrier to adoption. What’s worse, since the existing post-
hoc explanation approaches mainly leverage perturbation-based
mechanisms (e.g., LEMNA [30]) to track input features that are
highly relevant to the model’s prediction, the explanation perfor-
mance will deteriorate further due to the weak robustness of de-
tection models to random perturbations. On the contrary, coun-
terfactual explanations [18] contain the most crucial information,
which constitutes minimal changes to the input under which the
model changes its mind. However, just because of this, they may
only cover a small subset of the ground truth.
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Figure 2: The workflow of Coca.

3.4 Key Insights Behind Our Design

In this study, we primarily focus on providing both effective and
concise explanations for security practitioners to gain insights into
why a given program was detected as vulnerable. The key insight
of Coca is that the effectiveness and conciseness of explanations
can be improved in a two-stage process. This is inspired by the
observation that the robustness of detection models is a necessary
prerequisite for effective explanations, while the trade-off between the
effectiveness and conciseness mainly depends on the adopted explana-
tion strategy. Therefore, by employing the two-stage process, the
special concerns for effectiveness and conciseness of explanations
in GNN-based vulnerability detection systems can be well satisfied.
Overview. Figure 2 presents the workflow of Coca, including two
core components: Trainer and Explainer. Given a crafted GNN-based
vulnerability detection model M, one major difference between
our framework and existing approaches lies in the training strategy
of the model. Specifically, instead of employing cross-entropy loss,
our Trainer module leverages combinatorial contrastive loss to
train a more robust detector against random perturbations to avoid
spurious explanations. Thus, in the vulnerability detection phase,
we still transform the input program into graphs and leverage
the well-trained model to learn code feature representations for
prediction as previous works do. In the explainable detection phase,
given a vulnerable code detected by the robustness-enhancedmodel,
we propose a model-agnostic extension, called Explainer, to provide
security practitioners with both concise and effective explanations
to understand model decisions via dual-view causal inference.

4 ROBUSTNESS ENHANCEMENT

Figure 3 depicts the architecture of our Coca Trainer (Coca𝑇𝑟𝑎 for
short). In this stage, we aim to train a neural vulnerability detection
model that is robust to random perturbation, which is the core
mechanism used in most explainers, to avoid spurious explanations.
Specifically, given a crafted detection model M, Coca𝑇𝑟𝑎 (❶) aug-
ments the vulnerable (or benign) programs in the dataset into a
set of functionally equivalent variants via semantics-preserving
transformations; and (❷) leverages combinatorial contrastive learn-
ing to force the detection model to focus on critical vulnerability
semantics that are consistent between original vulnerable programs



Coca: Improving and Explaining Graph Neural Network-Based Vulnerability Detection Systems ICSE ’24, April 14–20, 2024, Lisbon, Portugal

2023/10/28 19:25 ASE.svg

file:///C:/Users/CSC/Desktop/ASE.svg 1/1

Phase1: Data Augmentation

Dataset

Functionally
Equivalent 
Variants

Injection Sites 
Localization

Augmentation 
Operator Selection

Transformation 
Application

Phase2: Combinatorial Contrastive Learning

Mini-Batch

Robust 
D

etector
M

odel 
Training

Self-Supervised Contrastive Learning

Supervised Contrastive Learning

Feature 
Encoder

Projector

Sample 1

Sample 1+

Sample k

...

Feature 
Encoder

Projector

Sample 1

Sample 1+

Sample k

...

𝓛 sup
con

𝓛 self
con

Figure 3: The architecture of Coca𝑇𝑟𝑎 .

and their positive pairs (including perturbed variants and other
vulnerable samples), instead of subtle perturbation.

4.1 Data Augmentation

Inspired by the recent works which adopt obfuscation-based adver-
sarial code as robustness-promoting views [3, 35], our core insight is
that the effectiveness of perturbation-based explanation approaches
can also benefit from the robustness-enhanced detection models
via transformed code because 1) existing perturbation approaches
are not suitable for sparse and high-dimensional feature repre-
sentations of source code [55]; and 2) semantics-preserving code
transformations in the discrete token space without changingmodel
predictions can be approximately mapped to the perturbations in
the continuous embedding space.

Specifically, to construct functionally equivalent variants, we
first perform static analysis to parse each source code 𝑐𝑖 into an AST
𝑇𝑐𝑖 and traverse it to search for potential injection locations (i.e.,
AST nodes to which can be applied aforementioned six program
transformations Φ = {𝜙1, 𝜙2, · · · , 𝜙6}). Once an injection location
𝑛𝑘 is found, an applicable augmentation operator 𝜙 𝑗 ∈ Φ will be
randomly selected and applied to get the transformed node 𝑛′

𝑘
.

We then adapt the context of 𝑛𝑘 accordingly, and translate it to
the FE variant 𝑐′

𝑗
. It is noteworthy that different from synthetic

samples [52, 53] used to mitigate the data scarcity issue in classifier
training, our transformed FE variants are regarded as augmented
views of original samples during contrastive learning to train a
robust feature encoder that can capture real vulnerability features.
Subsequently, we arrange original code samples along with their
FE perturbed variants (positives) as inputs in a mini-batch. In this
way, augmented samples originated from one pair are negatively
correlated to any sample from other pairs within a mini-batch
during contrastive learning.

4.2 Combinatorial Contrastive Learning

To train a detection model robust to random perturbations, we
borrow the contrastive learning technique to learn better feature
representations. Despite the similarity in terms of the high-level
design idea [4, 23, 34, 46], i.e., pre-training a self-supervised feature-
acquisition model over a large unlabeled code database, and per-
forming supervised fine-tuning over labeled dataset to transfer it
to a specific downstream SE task, we employ an additional super-
vised contrastive loss term to effectively leverage label information.

Below, we elaborate on each component of our combinatorial con-
trastive learning with more technical details.
Feature Encoder. To extract representations of source code, we
employ three typical GNN-based models (Devign [80], ReVeal [11],
and DeepWuKong [16]) as feature encoders 𝑓 (·). Note that no mat-
ter data augmentation or combinatorial contrastive learning are
architecture-agnostic, our Coca𝑇𝑟𝑎 can be easily extended and inte-
grated into other DL-based SE model for robustness enhancement.
Projection Head. To improve the representation quality of the
feature encoder as well as the convergence of contrastive learning,
we add a projection head𝑔(·) consisting of aMulti-Layer Perceptron
(MLP) [62] with a single hidden layer, to map the embeddings
learned by the feature encoder into a low-dimensional latent space
to minimize the contrastive loss.
Contrastive Loss. Following existing approaches [34, 46], we first
employ the NCE loss defined in Eq. (1) as our self-supervised loss
function L𝑠𝑒𝑙 𝑓

𝑐𝑜𝑛 . Specifically, given a set of 𝑁 randomly sampled
unlabeled code samples {𝑥𝑘 }𝑘=1,· · · ,𝑁 , data augmentation (Section
4.1) is applied once to obtain their corresponding FE variants. These
samples {𝑥𝑖 }, where 𝑥2𝑘−1 and 𝑥2𝑘 are the original and augmented
view of 𝑥𝑘 , respectively, are then arranged in the mini-batch B ≡
{1, · · · , 2𝑁 } to compute L𝑠𝑒𝑙 𝑓

𝑐𝑜𝑛 .
In addition, inspired by a recent finding [35] that the robustness

enhanced in the self-supervised pre-training phase may no longer
hold after supervised fine-tuning, we also adopt the Supervised
Contrastive (SupCon) loss [37] during the training process because
the use of label information encourages the feature encoder to
closely aligns all samples from the same class in the latent space
to learn more robust (in terms of original samples and FE variants)
and accurate (in terms of samples with the same label) cluster
representations. Formally, the SupCon loss L𝑠𝑢𝑝

𝑐𝑜𝑛 is written as:

L𝑠𝑢𝑝
𝑐𝑜𝑛 =

1
|B𝑙 |

∑︁
𝑖∈B𝑙

−1
|Q(𝑖) |

∑︁
𝑞∈Q(𝑖 )

log
exp(𝑧𝑖 · 𝑧𝑞/𝜏)∑

𝑎∈A(𝑖 )
exp(𝑧𝑖 · 𝑧𝑎/𝜏) (4)

where B𝑙 corresponds to the subset (known vulnerable or benign
code) of B, and Q(𝑖) ≡ {𝑞 ∈ A(𝑖) : 𝑦𝑞 = 𝑦𝑖 } is the set of indices
of all other positives that hold the same label as 𝑥𝑖 in B. 1/|Q(𝑖) |
is the positive normalization factor which serves to remove bias
present in multiple positives samples and preserve the summation
over negatives in the denominator to increase performance.

Finally, the total loss used to train a robust feature encoder over
the batch is defined as:

L𝑡𝑜𝑡𝑎𝑙 = (1 − 𝜆)L𝑠𝑒𝑙 𝑓
𝑐𝑜𝑛 + 𝜆L𝑠𝑢𝑝

𝑐𝑜𝑛 (5)

where 𝜆 is a weight coefficient to balance the two loss terms.
At the end of combinatorial contrastive learning, the projection

head𝑔(·) will be discarded and the well-trained feature encoder 𝑓 (·)
is frozen (i.e., containing exactly the same number of parameters
when applied to specific downstream tasks) to produce the vector
representation of a program for vulnerability detection.

5 EXPLAINABLE DETECTION

The explainable detection stage aims to (❶) train a classifier on top
of the robust feature encoder for vulnerability detection; and (❷)
build a explainer to derive crucial statements as explanations.
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5.1 Vulnerability Detection

The goal of this task is to train a binary classifier able to accurately
predict the probability that a given function is vulnerable or not.
In particular, given a popular GNN-based vulnerability detection
model, we only replace its feature encoder with the more robust
one2 (sharing the same NN architecture) which is pre-trained by
Coca𝑇𝑟𝑎 . Thus, any coarse-grained (function- or slice-level) vul-
nerability detector, which receives structural graph representations
of source code (in which code tokens/statements are nodes while
semantic relations between nodes are edges) as inputs and employs
an off-the-shelf or crafted GNN as its feature encoder for vulnera-
bility feature learning, can be easily integrated into our framework.
For example, when ReVeal [11] is selected as the target detection
model, labeled code snippets are parsed into Code Property Graphs
(CPGs) [73] and fed into the robust feature encoder 𝑓 (·) (a vanilla
GGNN [39]) pre-trained by Coca𝑇𝑟𝑎 to produce corresponding
vector representations. Then, these representations and their labels
are used to train a built-in classifier (a convolutional layer with
maxpooling) with the triplet loss function.

In the inference phase, given an input program, the vulnerability
detector first performs static analysis to extract its graph repre-
sentation and maps it as a single vector representation using the
pre-trained feature encoder. Then, the program representation will
be fed into the trained classifier for prediction.

5.2 Vulnerability Explanation

To derive explanations on why the detection model has decide on
the vulnerability, we propose a model-agnostic extension based on
the detection results, referred to as Explainer (Coca𝐸𝑥𝑝 for short).
Overview. Similar to themost relatedwork IVDetect [40], Coca𝐸𝑥𝑝
aims to find a sub-graph G′

𝑘
, which covers the key nodes (tokens/s-

tatements) and edges (program dependencies) that are most decisive
to the prediction label, from the graph representation G𝑘 of the
detected vulnerable code 𝑘 . The main difference lies in that we aim
to seek both concise and effective explanations. Hence, we build
Coca𝐸𝑥𝑝 based on a dual-view causal inference framework [63]
which integrates factual with counterfactual reasoning to make
a trade-off between conciseness and effectiveness. Formally, the
extraction of G′

𝑘
can be formulated as:

minimize 𝐶 (𝑀𝑘 , 𝐹𝑘 )
s.t., 𝑆𝑓 (𝑀𝑘 , 𝐹𝑘 ) > 𝑃 (𝑦𝑘,𝑠 | 𝐴𝑘 ⊙ 𝑀𝑘 , 𝑋𝑘 ⊙ 𝐹𝑘 ),
𝑆𝑐 (𝑀𝑘 , 𝐹𝑘 ) > −𝑃 (𝑦𝑘,𝑠 | 𝐴𝑘 −𝐴𝑘 ⊙ 𝑀𝑘 , 𝑋𝑘 − 𝑋𝑘 ⊙ 𝐹𝑘 )

(6)

where the objective part 𝐶 (𝑀𝑘 , 𝐹𝑘 ) measures how concise the ex-
planation is. It can be defined as the number of edges/features
used to generate the explanation sub-graph G′

𝑘
, and computed

by 𝐶 (𝑀𝑘 , 𝐹𝑘 ) = ∥𝑀𝑘 ∥0 + ∥𝐹𝑘 ∥0, in which ∥𝑀𝑘 ∥0 (/∥𝐹𝑘 ∥0) rep-
resents the number of 1’s in the binary edge mask 𝑀𝑘 (/feature
mask 𝐹𝑘 ) metrices. The constraint part 𝑆𝑓 (𝑀𝑘 , 𝐹𝑘 ) (/𝑆𝑐 (𝑀𝑘 , 𝐹𝑘 )) re-
flects whether the factual (/counterfactual) explanation is effective
enough. Formally, the factual explanation strength 𝑆𝑓 (𝑀𝑘 , 𝐹𝑘 ) is
consistentwith the condition for factual reasoning, i.e., 𝑆𝑓 (𝑀𝑘 , 𝐹𝑘 ) =
𝑃 (𝑦𝑘 | 𝐴𝑘 ⊙ 𝑀𝑘 , 𝑋𝑘 ⊙ 𝐹𝑘 ). Similarly, the counterfactual explana-
tion strength 𝑆𝑐 (𝑀𝑘 , 𝐹𝑘 ) is calculated as 𝑆𝑐 (𝑀𝑘 , 𝐹𝑘 ) = −𝑃 (𝑦𝑘 |

2Note that the feature encoder is fixed during the whole training phase.

𝐴𝑘 −𝐴𝑘 ⊙𝑀𝑘 , 𝑋𝑘 −𝑋𝑘 ⊙ 𝐹𝑘 ). 𝑦𝑘,𝑠 is the label other than 𝑦𝑘 that has
the largest probability score predicted by the GNN-based detection
model.

To solve such a constrained optimization problem, we follow
[63], which optimizes the objective part by relaxing𝑀𝑘 and 𝐹𝑘 to
real values𝑀∗

𝑘
∈ RV𝑘×V𝑘 and 𝐹 ∗

𝑘
∈ RV𝑘×𝑑 , and using 1-norm to

ensure the sparsity of𝑀∗
𝑘
and 𝐹 ∗

𝑘
. For the constraint part, we relax

it as pairwise contrastive loss L𝑓 and L𝑐 :

L𝑓 = ReLU( 1
2
− 𝑆𝑓 (𝑀∗

𝑘
, 𝐹 ∗

𝑘
)

+ 𝑃 (𝑦𝑘,𝑠 | 𝐴𝑘 ⊙ 𝑀∗
𝑘
, 𝑋𝑘 ⊙ 𝐹 ∗

𝑘
))

L𝑐 = ReLU( 1
2
− 𝑆𝑐 (𝑀∗

𝑘
, 𝐹 ∗

𝑘
)

− 𝑃 (𝑦𝑘,𝑠 | 𝐴𝑘 −𝐴𝑘 ⊙ 𝑀∗
𝑘
, 𝑋𝑘 − 𝑋𝑘 ⊙ 𝐹 ∗

𝑘
))

(7)

After that, the explanation sub-graph G′
𝑘
= (𝐴𝑘 ⊙ 𝑀∗

𝑘
, 𝑋𝑘 ⊙ 𝐹 ∗

𝑘
)

is generated by:

minimize ∥𝑀∗
𝑘
∥1 + ∥𝐹 ∗

𝑘
∥1 + 𝛼L𝑓 + (1 − 𝛼)L𝑐 (8)

Where 𝛼 controls the trade-off between the strength of factual and
counterfactual reasoning. By increasing/deceasing 𝛼 , the generated
explanations will focus more on the effectiveness/conciseness.

6 EXPERIMENTS

6.1 Research Questions

In this paper, we seek to answer the following RQs:
RQ1 (Detection Performance): How effective are existing GNN-
based approaches enhanced via Coca on vulnerability detection?

The disconnection between the learned features versus the ac-
tual cause of the vulnerabilities has raised the concerns regarding
the effectiveness of DL-based detection models. Thus, we inves-
tigate whether the enhanced GNN-based vulnerability detectors
outperform their original ones in terms of detection accuracy and
the ability to capture real vulnerability features after robustness
enhancement.
RQ2 (Explanation Performance): Is Coca more concise and
effective than state-of-the-art baselines when applied to generate
explanations for GNN-based vulnerability detectors?

We argue that generating corresponding explanations for detec-
tion results is just the first step and the quality evaluation of them is
also important. With this motivation, we evaluate the performance
of Coca in generating concise and effective explanations.
RQ3 (Ablation Study): How do various factors affect the overall
performance of Coca?

We perform sensitivity analysis to understand the influence of
different components of Coca, including the impact of (RQ3a)
combinatorial contrastive learning, and (RQ3b) dual-view causal
inference.

6.2 Datasets

Since the detection capability of DL-based models benefits from
large-scale and high-quality datasets, we built our evaluation bench-
mark by merging five reliable human-labeled datasets collected
from real-world projects, including Devign [80], ReVeal [11], Big-
Vul [24], CrossVul [51], and CVEFixes [2]. Detailed statistics for
each of the five datasets is shown in Table 1. Column 2 and Column
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Table 1: The statistics of datasets.

Dataset # Vul # Non-vul # Total % Ratio

Devign 11,888 14,149 26,037 45.66
ReVeal 1,664 16,505 18,169 9.16
Big-Vul 11,823 253,096 264,919 4.46
CrossVul 6,884 127,242 134,126 5.13
CVEFixes 8,932 159,157 168,089 5.31
Merged 29,844 305,827 335,671 8.89

3 are the number of vulnerable and non-vulnerable functions, re-
spectively. Column 4 indicates the total number of functions in each
dataset. Column 5 denotes the ratio of vulnerable functions in each
dataset. Note that, for two multi-language datasets CrossVul and
CVEFixes, we only preserve code samples written in C/C++ in our
experiments to unify the whole dataset. In total, our merged dataset
contains 335,671 functions, of which 29,844 (8.89%) are vulnerable.

6.3 Coca Implementation

For Coca𝑇𝑟𝑎 , we parsed all the code snippets in our merged dataset
into ASTs using tree-sitter3 and performed the transformation
based on augmentation operators described in Section 4.1 to gener-
ate perturbed variants. We applied all six transformations with an
equal probability of 0.5, which leads us to an average of three trans-
formations per program. In contrastive learning, any GNN-based
detection model can be served as an feature encoder in our frame-
work and trained on an Ubuntu 18.04 server with 2 NVIDIA Tesla
V100 GPU. Following standard practice in contrastive code repre-
sentation learning [34, 79], we set the size of the projection head
to 128, and used Adam [38] for optimizing with 256 batch size and
1𝑒-5 learning rate. The temperature parameter 𝜏 of contrastive loss
is set to 0.07. For feature encoder training, we randomly sampled
a subset (50%) of vulnerable and benign samples from the merged
dataset, respectively, to construct B, and the remaining samples
are regarded as the unlabeled data B𝑙 . The feature encoder and
classifier of each detection model were trained with 100 maximum
epochs and early stopping. For Coca𝐸𝑥𝑝 , we set 𝛼 to 0.5 to balance
factual and counterfactual reasoning.

7 EXPERIMENTAL RESULTS

7.1 RQ1: Detection Performance

Baselines.We consider three state-of-the-art GNN-based vulnera-
bility detectors: 1) Devign [80] models programs as graphs and
adopts GGNN [39] to capture structured vulnerability semantics; 2)
ReVeal [11] adopts graph embedding with triplet loss function to
learn class-separation vulnerability features; and 3) DeepWuKong

[16] leverages GCN to learn both unstructured and structured vul-
nerability information at the slice-level.

Evaluation Metrics.We apply four widely used metrics [54], in-
cluding Accuracy (Acc), Precision (Pre), Recall (Rec), and F1-

score (F1), for evaluation.
Experiment Setup. For the open-source approaches (ReVeal and

DeepWuKong), we directly use their official implementations. For
Devign, which is not publicly available, we re-implemented it by
3https://tree-sitter.github.io/tree-sitter/

Table 2: Evaluation results on vulnerability detection in per-

centage compared with GNN-based baselines.

Config Loss Approach Acc Pre Rec F1

Default CE
Devign 89.74 32.59 31.40 31.98
ReVeal 86.05 31.43 38.45 34.59
DeepWuKong 87.21 28.55 26.04 27.24

Coca𝑇𝑟𝑎

Ours
Devign 88.15 34.68 37.12 35.86
ReVeal 87.42 35.96 40.61 38.14

DeepWuKong 88.30 30.07 34.79 32.26

InfoNCE
Devign 86.33 28.38 30.11 29.22
ReVeal 84.95 29.64 34.27 31.78
DeepWuKong 86.20 25.99 24.83 25.40

NCE
Devign 83.97 26.15 27.69 26.90
ReVeal 81.52 26.73 31.76 29.03
DeepWuKong 83.06 22.40 21.46 21.92

strictly following its methods elaborated in the original paper. In
addition, to integrate these approaches into Coca, we also employ
tree-sitter to uniformly parse input programs into their expected
graph representations (e.g., PDG, CPG). We randomly split the
benchmark into 80%-10%-10% for training, validation, and testing.
For each approach, we repeated the experiment 10 times to address
the impact of randomness [1, 64].

Results. Table 2 summarizes the experimental results of all the
studied baselines and their corresponding variants enhanced by
Coca𝑇𝑟𝑎 on vulnerability detection. Column "Config" presents the
configuration of GNN-based vulnerability detectors, i.e., construct-
ing detection models with default implementations (supervised
learning with CE loss) or Coca𝑇𝑟𝑎 (contrastive learning with NCE
and SupCon loss). Overall, the average improvements of robustness-
enhanced models over their default ones are positive, ranging from
5.32% (DeepWuKong) to 14.41% (ReVeal) on Precision, from 5.62%
(ReVeal) to 33.60% (DeepWuKong) on Recall, and from 10.26% (Re-
Veal) to 18.43% (DeepWuKong) on F1, respectively. In addition,
Coca𝑇𝑟𝑎 (ReVeal) achieves the overall best performance, with an
Accuracy of 87.42%, the Precision of 35.96%, the Recall of 40.61%,
and the F1 of 38.14%.

All these results demonstrate the effectiveness of Coca𝑇𝑟𝑎 in
improving the vulnerability detection performance of existing GNN-
based code models. It indicates that incorporating structurally per-
turbed samples (e.g., statement permutation, loop exchange) into
contrastive learning is beneficial for the graph-based model to
focus on security-critical structural semantics rather than noise
information. Taking the greatest improved model DeepWuKong
as an example, as shown in the visualizations in Figure 4, the fea-
ture representations learned by Coca𝑇𝑟𝑎 (DeepWuKong) are more
class-discriminative compared to the ones learned with default
cross-entropy loss. We attribute such improvements to robustness-
enhanced models truly capturing discriminative vulnerability pat-
terns from the comparison between vulnerable samples and per-
turbed/benign variants.

Answer to RQ1: Coca𝑇𝑟𝑎 comprehensively improves the per-
formance of existing GNN-based vulnerability detectors in terms
of all evaluation metrics. We attribute the improvements to the
robustness-enhanced models truly picking up real vulnerability
features for prediction.

https://tree-sitter.github.io/tree-sitter/
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(b) DeepWuKong (Coca𝑇𝑟𝑎)

Figure 4: Visualizations of feature representations learned

by DeepWuKong trained with/without Coca𝑇𝑟𝑎 .

7.2 RQ2: Explanation Performance

Baselines.Weadopt three recent vulnerability explanation approaches
as baselines: 1) IVDetect [40] leverages GNNExplainer [75] to pro-
duce the key program dependence sub-graph (i.e., a list of crucial
statements closely related to the detected vulnerability) that affect
the decision of the model as explanations; 2) P2IM [61] borrows
Delta Debugging [76] to reduce a program sample to a minimal
snippet which a model needs to arrive at and stick to its original
vulnerable prediction to uncover the model’s detection logic; and
3) mVulPreter [82] combines the attention weight with the vul-
nerability probability outputted by the multi-granularity detector
to compute the importance score for each code slice.

Evaluation Metrics. As we described in Section 3, an ideal expla-
nation should cover as many truly vulnerable statements (in terms
of effectiveness) as possible within a limited scope (in terms of con-
ciseness). Thus, we use the fine-grained Vulnerability-Triggering
Paths (VTP) [15, 17] metrics to evaluate the quality of explanations,
which are formally defined as follows:
• Mean Statement Precision (MSP): 𝑀𝑆𝑃 = 1

𝑁

∑𝑁
𝑖=1 𝑆𝑃𝑖 where

𝑆𝑃𝑖 = |𝑆𝑒 ∩ 𝑆𝑝 |/|𝑆𝑒 | stands for the proportion of contextual
statements truly related to the detected vulnerability sample 𝑖 in
the explanations.

• Mean Statement Recall (MSR): 𝑀𝑆𝑅 = 1
𝑁

∑𝑁
𝑖=1 𝑆𝑅𝑖 , where

𝑆𝑅𝑖 = |𝑆𝑒 ∩ 𝑆𝑝 |/|𝑆𝑝 | denotes that how many contextual state-
ments in the triggering path of the detected vulnerability sample
𝑖 can be covered in explanations.

• Mean Intersection over Union (MIoU):𝑀𝐼𝑜𝑈 = 1
𝑁

∑𝑁
𝑖=1 𝐼𝑜𝑈𝑖 ,

where 𝐼𝑜𝑈𝑖 = |𝑆𝑒 ∩𝑆𝑝 |/|𝑆𝑒 ∪𝑆𝑝 | reflects the degree of overlap be-
tween the explanatory statements and the contextual statements
on the vulnerability-triggering path.

Here, 𝑆𝑒 denotes the set of explanatory statements provided by ex-
plainers, while 𝑆𝑝 denotes the set of labeled vulnerability-contexts
(ground truth) in the dataset. | · | represents the size of a set.

Experiment Setup.We still employ three aforementioned GNN-
basd vulnerability detectors (with default/robustness-enhanced con-
figurations) to provide prediction labels for IVDetect4, P2IM, and
Coca𝐸𝑥𝑝 . For mVulPreter, we follow the official implementation to
produce explanations because its detection and explanation module
is highly coupled. For two baselines (IVDetect and mVulPreter)
which require a human-selected 𝑘 value to decide the size of the
4Since IVDetect implements its own vulnerability detector based on FA-GCN, we do
not use other detection models as alternatives.

Table 3: Evaluation results on vulnerability explanation in

percentage compared with explainable vulnerability detec-

tion baselines.

Config Approach MSP MSR MIoU

D
ef
au
lt

mVulPreter 25.86 29.01 22.88
IVDetect 32.54 23.79 17.06
P2IM (Devign) 27.99 43.85 22.56
P2IM (ReVeal) 31.04 46.10 28.94
P2IM (DeepWuKong) 26.57 38.12 23.11
Coca𝐸𝑥𝑝 (Devign) 33.84 44.06 30.89
Coca𝐸𝑥𝑝 (ReVeal) 35.61 52.94 34.36
Coca𝐸𝑥𝑝 (DeepWuKong) 29.77 40.16 25.83

Co
ca

𝑇
𝑟
𝑎

IVDetect 39.81 31.64 25.19
P2IM (Devign) 33.01 48.33 29.27
P2IM (ReVeal) 40.62 55.73 36.29
P2IM (DeepWuKong) 32.97 44.85 28.10
Coca𝐸𝑥𝑝 (Devign) 43.61 52.98 39.64
Coca𝐸𝑥𝑝 (ReVeal) 49.52 58.39 44.97

Coca𝐸𝑥𝑝 (DeepWuKong) 40.33 47.61 34.22

explanations, we follow [40, 82] to narrow down the scope of can-
didate statements to 5, while the size of explanations produced by
our approach and P2IM are automatically decided by themselves
via optimization. Following [17, 61], we evaluate these explanation
approaches on another vulnerability dataset D2A [78] because it
is labeled with clearly annotated vulnerability-contexts which are
more reliable than other diff -based ground truths [15]. We ran-
domly select 10,000 vulnerable samples which can be correctly
detected from the D2A dataset to calculate the VTP metrics.

Results. Table 3 shows the performance comparison of Coca𝐸𝑥𝑝
with respect to state-of-the-art explanation approaches. As can be
seen, based on the predictions of popular graph-based vulnerability
detectors (with default implementations), Coca𝐸𝑥𝑝 substantially
outperforms all the compared explanation techniques on all metrics.
Taking the best comparison baseline P2IM (ReVeal) as an example,
Coca𝐸𝑥𝑝 (ReVeal) outperforms it by 14.72% in MSP, 14.84% in MSR,
and 18.73% in MIoU, respectively.

In addition, although there is still a certain gap from our best-
performing Coca𝐸𝑥𝑝 , we find that the performance of each expla-
nation baseline can be improved to varying degrees when applied
to robustness-enhanced detection models. The main reason leading
to this result is that the more robust feature representations gained
by contrastive learning can better reflect the potential vulnerable
behaviour of programs and boost vulnerability semantic compre-
hension. Among them, Coca𝐸𝑥𝑝 (ReVeal) yields the best explana-
tion performances on all metrics (especially MIoU), demonstrating
that our dual-view causal inference makes a great trade-off between
the effectiveness (covering as many truly vulnerable statements
as possible) and conciseness (limiting the number of candidates
for manual review) of explanations. Meanwhile, we notice that the
attention-based explainer mVulPreter performs extremely poorly
on the vulnerability explanation task. The reason is that attention
weights are derived from the training data [81]. Thus, it may not be
accurate for a particular decision of an instance. On the contrary,
Coca𝑇𝑟𝑎 and the other two vulnerability explainers (IVDetect and
P2IM) construct an additional explanation model for an individual
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Figure 5: Qualitative study of our Coca vs. baselines.

instance in a model-independent manner to provide explanatory
information, effectively avoiding the decision bias.

To gain a more intuitive understanding of how effective and
concise our generated explanations are, we perform a qualitative
study to evaluate the quality of explanations generated by Coca
and other explainers. To ensure the fairness, the explanations pro-
vided by two explainers (P2IM and Coca) not dependent on specific
detectors, are generated from the robustness-enhanced model Re-
Veal. Figure 5 shows a correctly detected vulnerable function in the
D2A dataset. Column "GT" denotes the ground truth. It contains
a Buffer Overrun vulnerability in rp (at line 13) when calling the
function bn_mul_words(). Statements at line 7 and line 9 are its
corresponding vulnerability-contexts annotated by D2A. Overall,
all three vulnerable statements are covered by Coca, while mVul-
Preter, IVDetect, and P2IM could only report one, two, and two of
them, respectively. Furthermore, in terms of the conciseness, three
of five explanatory statements provided by Coca are true positives,
with a recall of 60%. By contrast, 87.5%, 71.43%, and 71.43% state-
ments included in the explanations of mVulPreter, IVDetect, and
P2IM are false positives. Therefore, Coca can provide as many truly
vulnerable statements as possible within a limited scope to help
security practitioners understand the detection results provided by
GNN-based vulnerability detection systems.

Answer to RQ2: Coca𝐸𝑥𝑝 is superior to the state-of-the-art
explainers in terms of the effectiveness and conciseness. When
applied to the best detection model Coca𝑇𝑟𝑎 (ReVeal), Coca𝐸𝑥𝑝
improvesMSP, MSR, andMIoU over the best-performing baseline
P2IM by 21.91%, 4.77%, and 23.92%, respectively.

7.3 RQ3: Ablation Study

Baselines. For RQ3a, we compare Coca𝑇𝑟𝑎 with three representa-
tive loss functions: 1)NCE [13] frames contrastive learning as a self-
supervised binary classification problem, which predicts whether a
data point came from the noise distribution or the true data distri-
bution; 2) InfoNCE [65] generalizes NCE loss by computing the
probability of selecting the positive sample across a batch and a
queue of negatives; and 3) Cross-Entropy (CE), the most widely
used supervised loss for deep classification models. For RQ3b, we
compare Coca𝐸𝑥𝑝 with the following GNN-specfic explanation
approaches: 1) GNNExplainer [75] selects a discriminative sub-
graph that retains important edges/node features via maximizing

Table 4: Contributions of different explanation approaches.

Detector Approach MSP MSR MIoU

Devign
GNNExplainer 21.40 43.28 14.68
PGExplainer 25.39 47.86 20.17
CF-GNNExplainer 34.10 29.65 22.79
Coca𝐸𝑥𝑝 43.61 52.98 39.64

ReVeal
GNNExplainer 23.06 47.28 17.11
PGExplainer 26.84 51.34 21.39
CF-GNNExplainer 39.11 34.72 28.66
Coca𝐸𝑥𝑝 49.52 58.39 44.97

DeepWuKong
GNNExplainer 18.40 37.15 16.97
PGExplainer 25.56 46.81 22.64
CF-GNNExplainer 36.79 27.09 23.96
Coca𝐸𝑥𝑝 40.33 47.61 34.22

the mutual information of a prediction; 2) PGExplainer [49] uses
an explanation network on a universal embedding of the graph
edges to provide explanations for multiple instances; and 3) CF-
GNNExplainer extends GNNExplainer by generating explanations
based on counterfactual reasoning.

Experiment Setup. To answer RQ3a, we built three variants of
Coca𝑇𝑟𝑎 by replacing our combinatorial contrastive learning loss
with NCE, InfoNCE, and CE loss, and follow the same training, val-
idation, and testing dataset in RQ1 for evaluation. To answer RQ3b,
we also respectively build three variants of Coca𝐸𝑥𝑝 by replacing
our dual-view causal inference with GNNExplainer, PGExplainer,
and CF-GNNExplainer, and adopt the same evaluation dataset in
RQ2 for evaluation.

Evaluation Metrics. We use the same metrics as in RQ1 and RQ2.

7.3.1 RQ3a: Impact of Combinatorial Contrastive Learning. Table 2
presents the experimental results of Coca𝑇𝑟𝑎 (Ours) and its variants
trained under different loss functions (Column "Loss"). The results
demonstrate the contribution of our combinatorial contrastive learn-
ing to the overall detection performance of Coca𝑇𝑟𝑎 . In particular,
we can observe that detection models which are trained with tra-
ditional cross-entropy loss outperform their variants trained with
self-supervised contrastive loss (InfoNCE and NCE). It is reasonable
because fine-tuning on the labeled vulnerability dataset may signifi-
cantly alter the distribution of learned feature representations. As a
result, the robustness and accuracy of learned deep representations
enhanced by self-supervised pre-training may not longer hold after
supervised fine-tuning. On the contrary, the supervised contrastive
learning allows us to effectively leverage label information, which
groups the samples belonging to the same class as well as the se-
mantically equivalent variants while simultaneously pushing away
the dissimilar samples. Accordingly, the downstream task-specific
generalization and robustness can be retained as much as possible.

7.3.2 RQ3b: Impact of Dual-View Causal Inference. Table 4 shows
the performance of Coca𝐸𝑥𝑝 and its three variants. The results
demonstrate that our dual-view causal inference positively con-
tributes to vulnerability explanation. Taking the best performed
detection model ReVeal as an example, our Coca𝐸𝑥𝑝 improves GN-
NExplainer, PGExplainer, and CF-GNNExplainer by 114.74%, 84.50%,
and 26.62% respectively, in terms of MSP, by 23.50%, 13.73%, and
68.17% respectively, in terms of MSR, and by 162.83%, 110.24%, and
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1   static ssize_t qrtr_tun_write_iter(struct kiocb *iocb, 
                                       struct iov_iter *from)
2   {
3      kbuf = kzalloc(len, GFP_KERNEL);
4      if (!kbuf)
5             return -ENOMEM;
6      if (!copy_from_iter_full(kbuf, len, from))
7              return -EFAULT;
8      ret = qrtr_endpoint_post(&tun->ep, kbuf, len);
9      return ret < 0 ? ret : len;
10  }

File: net/qrtr/tun.c

Commit: https://github.com/torvalds/linux/commit/a21b7f0cff1906a93a0130b74713b15a0b36481d

Vulnerability Type: Missing Release of Memory after Effective Lifetime (CWE-401)
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Figure 6: The PDG sub-graphs (shaded areas) induced by

(a) Coca𝐸𝑥𝑝 , (b) factual reasoning (GNNExplainer), and (c)

counterfactual reasoning (CF-GNNExplainer), respectively.

Ground truths (i.e., vulnerable nodes and edges) are high-

lighted in red.

56.91% respectively, in terms of MIoU. The results demonstrate the
importance of combining factual with counterfactual reasoning for
generating both concise and effective explanations. For a more intu-
itive understanding, we still take the case in qualitative study (Fig-
ure 5) as an example. We employ the DeepWuKong, which adopts
PDGs as input representations, as the vulnerability detector to de-
rive sub-graph explanations. As shown in Figure 6, factual-based
approach GNNExplainer reveals more rich vulnerability-contexts
but also covers redundant nodes and edges, while counterfactual-
based approach CF-GNNExplainer has more precise prediction
but tends to be conservative and low in coverage. By contrast,
Coca presents all potential vulnerable statements within an ac-
cepted scope. In addition, we can find that factual reasoning-based
approaches (GNNExplainer and PGExplainer) are higher in MSR,
while counterfactual reasoning-based approach (CF-GNNExplainer)
is higher in MSP when comparing with each other. This observa-
tion further confirms the necessity of combining the strengths of
factual and counterfactual reasoning while mitigating each others’
weaknesses.

Answer to RQ3: Combinatorial contrastive learning and dual-
view causal inference play different roles in our explanation.
Combining them together can produce significant improvements.

8 DISCUSSION

8.1 Preliminary User Study

To elaborate the practical value of Coca, we further perform a small-
scale user study to investigate whether effective and concise explana-
tions can provide more insights and information to help following
analysis and repair. Considering a practical application pipeline,
we integrated Coca into DeepWuKong, the best-performing model
in RQ1 & RQ2, to generate explanations.

Participants. We invite three MS students with two to five years
of experience in developing medium/large-scale C/C++ projects or
interning in some security companies for a period of time as our
participants. We also invite two security experts from a prominent

IT enterprise with at least five years of experience in software
security to participate in our user study.

Experiment Tasks.We randomly selected 50 vulnerable functions
from testing sets in RQ2, and independently assigned 10 unique
samples to each participant. For each sample, we present its de-
scriptions and vulnerability-contexts annotated by D2A as well as
their corresponding explanations provided by Coca. The partici-
pants are then asked to answer 1) whether the explanation covers
enough information to understand the vulnerability; and 2) whether
the explanation is concise enough to make further decisions. We
use 4-point likert scale [44] (1-disagree; 2-somewhat disagree; 3-
somewhat agree; 4-agree) to measure the difficulties.

Results.Overall, our user study reveals, to some extent, that Coca
presents as many truly vulnerable statements as possible within
an accepted scope to help security practitioners understand the
detected vulnerability. For effectiveness of Coca, 86% of the answers
are positive (i.e., score ≥ 3), 12% are 2 (somewhat disagree), and 2%
are 1 (disagree). For conciseness of Coca, only three (6%) responses
are negative (i.e., score ≤ 2), which means that explanations pro-
vided by Coca can help them intuitively understand the vulnerable
code without checking numerous irrelevant alarms.

8.2 Threats to Validity

Threats to Internal Validity come from the quality of our ex-
perimental datasets. We evaluate the detection and explanation
performance of Coca on five widely-used real-world benchmarks,
and the annotated D2A dataset, respectively. However, existing vul-
nerability datasets have been reported to exhibit varying degrees
of quality issues such as noisy labels and duplication. To reduce
the likelihood of experiment biases, following Croft et al.’s [19]
standard practice, we employ two experienced security experts
to manually confirm the correctness of vulnerability labels, and
leverage a code clone detector to remove duplicate samples.
Threats to External Validity refer to the generalizability of our
approach. We only conduct our experiments on C/C++ datasets,
and thus our experimental results may not generalizable to other
programming languages such as Java and Python. To mitigate the
threat, we employ tree-sitter, which supports a wide range of
languages, to implement Coca and baselines.
Threats to Construct Validity refer to the suitability of evaluation
measures used for quantifying the performance of vulnerability
explanation. We mainly adopt the same metrics following a recent
work regarding DL-based vulnerability detectors assessment [15].
In the future, we plan to employ other metrics, such as Consistency
and Stability [33, 69], for more comprehensive evaluation.

9 RELATEDWORK

9.1 DL-based Vulnerability Detection

Prior works focus on representing source code as sequences and
use LSTM-like models to learn the syntactic and semantic infor-
mation of vulnerabilities [41–43, 72]. Recently, a large number of
works [11, 16, 67, 68, 71, 80] turn to leveraging GNNs to extract rich
and well-defined semantics of the program structure from graph
representations for downstream vulnerability detection tasks. For
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example, AMPLE [71] simplifies the input program graph to allevi-
ate the long-term dependency problems and fuses local and global
heterogeneous node relations for better representation learning.

In contrast to these studies that aim to design novel neural mod-
els for effective vulnerability detection, our goal is to explain their
decision logic in a model-independent manner. Thus, existing GNN-
based approaches are orthogonal to our work and could be adopted
together for developing more practical security systems.

9.2 Explainability on Models of Code

The requirement for explainability is more urgent in security-
related applications [25, 50, 69] because it is hard to establish trust
on the system decision from simple binary (vulnerable or benign)
results without credible evidence. As the most representative at-
tempt, IVDetect [40] builds an additional model based on binary
detection results to derive crucial statements that are most relevant
to the detected vulnerability as explanations. Chakraborty et al. [11]
adopted LEMNA [30] to compute the contribution of each code
token towards the prediction.

Our approach falls into the category of local explainability, more
specifically, perturbation-based approach. A key difference is exist-
ing approaches mostly generate explanations from a single view
(either factual or counterfactual reasoning) and cannot satisfy spe-
cial concerns in security domains. By contrast, Coca proposes
dual-view causal inference, which combines the strengths of fac-
tual and counterfactual reasoning while mitigating each others’
weaknesses, to provide both effective and concise explanations.

10 CONCLUSION AND FUTUREWORK

In this paper, we propose Coca, a general framework to improve
and explain GNN-based vulnerability detection systems. Using a
combinatorial contrastive learning-based training scheme and a
dual-view causal inference-based explanation approach, Coca is
designed to 1) enhance the robustness of existing neural vulnerabil-
ity detection models to avoid spurious explanations, and 2) provide
both concise and effective explanations to reason about the detected
vulnerabilities. By applying and evaluating Coca over three typical
GNN-based vulnerability detection models, we show that Coca can
effectively improve the performance of existing GNN-based vulner-
ability detection models, and provide high-quality explanations.

In the future, we plan to explore a more automated data aug-
mentation approach to further improve the robustness of DL-based
detection models. In addition, we aim to work with our industry
partners to deploy Coca in their proprietary security systems to
test its effectiveness in practice.
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