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ABSTRACT
In this paper, we propose a hierarchical identity-based en-
cryption (HIBE) scheme in the random oracle (RO) model
based on the learning with rounding (LWR) problem over s-
mall modulus q. Compared with the previous HIBE schemes
based on the learning with errors (LWE) problem, the ci-
phertext expansion ratio of our scheme can be decreased to
1/2. Then, we utilize the HIBE scheme to construct a de-
terministic hierarchical identity-based encryption (D-HIBE)
scheme based on the LWR problem over small modulus. Fi-
nally, with the technique of binary tree encryption (BTE) we
can construct HIBE and D-HIBE schemes in the standard
model based on the LWR problem over small modulus.

Keywords
(hierarchical) identity-based encryption; deterministic (hier-
archical) identity-based encryption; learning with rounding

1. INTRODUCTION
Hierarchical identity based encryption (HIBE) is a kind of

identity-based encryption (IBE) scheme where any user at
each level has the ability to delegate private keys for its next
level [9,10]. The constructions of HIBE schemes from lattice
have been studied for several years [1, 2, 7] and all of these
schemes are based on the learning with errors (LWE) prob-
lem [13]. In these LWE-based constructions, the ciphertext
expansion ratios were more than O(log q) due to the error
correction for recovering the messages. As a variant of the
LWE problem, the learning with rounding (LWR) problem
was proposed by Banerjee et al. in [4] and needs not to
sample any additional error item. The authors of [4] proved
that the hardness of the LWR problem can be reduced to
the LWE problem when the modulus q is super-polynomial.
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Recently, Alwen et al. [3] and Bogdanov et al. [6] proved
that the hardness of the LWR problem can be reduced to
the LWE problem when the modulus q is polynomial. Thus,
the first question is whether the ciphertext expansion ratio
of the HIBE schemes can be reduced with the LWR problem
over small modulus instead of the LWE problem.

Escala et al. [8] extended HIBE to the deterministic sce-
nario and proposed the notion of deterministic hierarchical
identity-based encryption (D-HIBE or HIB-DE). However,
they only constructed a pairing-based D-HIBE scheme in [8].
So far, the only known D-IBE scheme in the standard mod-
el based on the LWR assumption was proposed by Xie et
al. [14]. However, the security of their scheme required that
the modulus q should be super-polynomial and they did not
consider the D-HIBE schemes. Therefore, the second ques-
tion is whether the LWR problem with small modulus can
be used to construct D-HIBE schemes.

1.1 Our Contributions
Firstly, we construct an adaptive secure HIBE scheme

based on the LWR problem in the random oracle model,
where the ciphertext expansion ration in our schemes can be
reduced to 1/2. Secondly, we utilize the above HIBE scheme
to construct an adaptive secure D-HIBE scheme based on
the LWR problem in the random oracle model. Finally, by
using the technique of binary tree encryption (BTE) we re-
move the random oracles and construct HIBE and D-HIBE
schemes with selective security based on the LWR problem
in the standard model. In the following table 1, we describe
the parameter settings of our D-HIBE schemes, with and
without random oracles.

Scheme Model Secret Key Public Key Ciphertext

D-HIBE RO Õ(`n2d2) Õ(`n2d2) m log p

D-HIBE Standard Õ(`n2d2) Õ(`n2d3) m log p

In this table, m = O(n log q), p ≥ m
3
2
d+1ω(log2d m) and q ≥ 2mpB.

Let d be the maximum hierarchy depth and ` be the depth of the
identity in question.

Table 1: The parameter of our D-HIBE schemes

The security of all our schemes are based on the hardness
of the LWR problem with small modulus [6].

TECHNIQUES: When constructing LWR-based (H)IBE
schemes, we observe that the basis delegation techniques
in [1, 7] are not applicable to the LWR problem with small
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modulus. In the proof of security for the scheme in [14],
the simulator set Fid∗ := [A0|A0R]. When constructing
the challenge ciphertext, the simulator chose m samples
(A0, b = At

0m + e) from LWE distribution and set

c∗ =

[
bAt

0m + ecp
bRt(At

0m + e)cp

]
=

[
bAt

0mcp
bRt(At

0m)cp

]
= bFtid∗mcp

We notice that the above reduction works when the modulus
q is super-polynomial. However, with the polynomial mod-
ulus q we cannot give a similar reduction. On one hand, the
simulator does not have bRt(At

0m + e)cp = bRt(At
0m)cp

with high probability for polynomial modulus q; On the oth-
er hand, the simulator cannot construct the second item of
challenge ciphertext b(A0R)tmcp from bAt

0mcp with the
trapdoor R. Furthermore, when constructing the HIBE and
D-HIBE schemes the dimension of lattice can not increase
along with the hierarchy depth since that the number of the
samples of the LWR problem we used is given beforehand.

In [2], Agrawal, Bobeh and Boyen proposed a technique
of delegating a short basis without increasing the dimen-
sion. We recall their technique briefly as follows: Let B =
{b1, .., bm} be a short basis of lattice Λ and R be a matrix
sampling from a distribution Dm×m on low norm matrices.
Then they can obtain a short basis for lattice RΛ by ran-
domizing the basis RB = {Rb1, ..,Rbm}. More important-
ly, given a lattice Λ without a short basis, they designed
another algorithm SampleRwithBasis that can sample a
low norm matrix R and a short basis T for lattice RΛ. In
their paper they showed that the matrices R, as private keys
during the simulation, were statistically close to the distri-
bution of private keys in the real HIBE schemes.

In our work, we show that the technique in [2] can be
applied to construct our (H)IBE and D-HIBE schemes.The
encryption matrix Fid and the ciphertext c are

Fid := AR−1
id ; c := bFtidmcp

where A is the public matrix with a short basis TA. In the
proof of security for our scheme, the simulator can set A :=
A0Rid∗ where A0 is uniform over Zn×mq and obtain that

Fid∗ := A0Rid∗R−1
id∗ . When constructing the challenge

ciphertext, the simulator chooses m samples (A0, bAt
0scp)

from the LWR distribution and sets

c∗ = bAt
0scp = b(A0Rid∗R−1

id∗)tscp = bFtid∗scp

which solves the problem in simulating the challenge ci-
phertext. Meanwhile, the dimension of lattice remains un-
changed along with the hierarchy depth.

1.2 Related Work
In [5], Bellare et.al extended the notion of lossy trapdoor

function (LDTF) [12] to identity-setting and introduced the
notion of identity-based LTDF (IB-LTDF), which could be
used to construct D-IBE schemes. With IB-LTDF they con-
structed a pairing-based D-IBE scheme with selective secu-
rity. In PKC 2014, Escala et al. [8] introduced the notion of
hierarchical identity-based trapdoor functions (HIB-TDFs),
which was an extension of IB-LDTF [5]. With HIB-TDFs
they could construct (D)-HIBE schemes and HIB hedged
encryption schemes. They instantiated the HIB-TDFs with
pairing and constructed a pairing-based D-HIBE scheme.
However, they left possible constructions based on lattice as
an open line for future work.

2. PRELIMINARIES
Let λ be the security parameter and we use negl(λ) to de-

note an arbitrary negligible function f(λ) such that f(λ) =
o(λ−c) for every fixed constant c. We say that a probabil-
ity is overwhelming if it is 1 − negl(λ). Let poly(λ) de-
notes an unspecified function f(λ) = O(λc) for some con-

stant c. We use Õ(λ) be a function f(λ) if f(λ) = O(λ ·
logcλ) for some fixed constant c. We denote by a

$←− Zq
that a is randomly chosen from Zq. We use PPT denotes
probability polynomial-time. We use A ≈c B denotes that
A is computationally indistinguishable from B.

2.1 Hierarchical IBE and D-HIBE
A HIBE scheme of depth d with the message space M

can be defined by a tuple of PPT algorithms (KeyGen,
Derive, Extract, Enc, Dec) as below: The probabilistic
algorithm KeyGen generates the public key PP and the
master key msk. The Derive algorithm takes as input an
identity id = {i1, ..., i`} at depth ` ≤ d and the private
key SKid`−1 of the parent identity id`−1 = {i1, ..., i`−1} at
depth `−1 > 0 and outputs the private key Skid for identity
id. The Extract algorithm uses the msk to extract a pri-
vate key SKid corresponding to a given identity id. Given a
message m ∈ M and an identity id, the probabilistic algo-
rithm Enc uses the PP to encrypt the m with respect to the
identity id and outputs a ciphertext c. Given a ciphertext
c with respect to an identity id, the deterministic algorithm
Dec uses the private key SKid to recover the message m.
When the ciphertext c is invalid, the algorithm outputs ⊥.
A D-HIBE [8] scheme is similar to the definition of HIBE,
except that the Enc algorithm in a D-HIBE scheme is a
deterministic algorithm.

For the HIBE or D-HIBE system described above, the cor-
rectness is that: for any message m ∈M, id and (PP,msk)
generated by KeyGen, c is the ciphertext output by the
Enc(PP, id,m) algorithm, then the Dec(SKid, id, c) will
output m with overwhelming probability.

The INDr-sID-CPA security for HIBE schemes and the
PRIV1-IND-sID security [8] for D-HIBE schemes can be de-
fined respectively as follows:

Definition 1. Let A be a PPT adversary attacking the
HIBE scheme, the advantage of adversary A is defined as
Advindr-sid-cpaHIBE,A ,∣∣∣∣∣∣Pr

 (id∗)← A, (PP,msk)← Gen(1n);

b = b′ : (m0,m1)← AO(PP ); b
$←− {0, 1};

c∗ ← Enc(PP,mb, id
∗); b′ = AO(c∗)

− 1

2

∣∣∣∣∣∣
where O denotes that A can make query on identity id which
is not a prefix of id∗ by calling Extract algorithm. We say a
HIBE scheme of depth d is selective secure if for any INDr-
sID-CPA adversaries A there is Advindr-sid-cpa(H)IBE,A ≤ negl(λ).

Definition 2. Let A be a PPT adversary attacking the
D-HIBE scheme for any x-sources M, the advantage of A
is defined as Advpriv1-ind-sid

D-HIBE,A ,∣∣∣∣∣∣Pr

 (id∗)← A, (PP,msk)← Gen(1n);

b = b′ : (m0,m1)← AO(PP,M); b
$←− {0, 1};

c∗ ← Enc(PP,mb, id
∗); b′ = AO(c∗)

− 1

2

∣∣∣∣∣∣
where O denotes that A can make query on identity id
which is not a prefix of id∗ by calling Extract algorith-

908



m. We say a D-HIBE scheme of depth d is selective se-
cure, if for any PRIV1-IND-sID PPT adversaries A there
is Advpriv1-ind-sid

D-HIBE,A ≤ negl(λ).
Recall that a random variable S over {0, 1}n is called a

x = poly(λ)-source if it has efficient entropy H∞(S) ≥ x.

The adaptive identity security experiment is defined when
A can issue private key queries before A announces a chal-
lenge identity id∗ to the simulator S. The restriction is that
A cannot issue a private key query for an identity that is a
prefix of id∗. The notion of INDr-ID-CPA and PRIV1-IND-
ID can be defined using the modified experiment as in above
definition 1 and 2 respectively.

2.2 The Learning with Rounding Problem
The learning with rounding (LWR) problem was first pro-

posed by Banerjee, Peikert and Rosen in [4] for constructing
pseudorandom functions. Let n, m, 2 < p < q be some
integers, for a secret s ∈ Znq , we can define a distribution

Ds , {(a, b〈a, s〉cp)|a
$←− Znq }, where the rounding function

b·cp: Zq 7→ Zp denotes bxcp = b(p/q) · xc mod p. The LWR
problem (LWRm,n,q,p) is to distinguish Ds from the uni-
form distribution U(Znq ) × bU(Zq)cp, given m independent
samples. If p|q, then bU(Zq)cp is itself uniform over Zp.

For the hardness of the LWR problem, Banerjee et al. [4]
gave a direct reduction from the LWE problem when the
modulus q was super-polynomial. In [3], Alwen et al. gave
a reduction that allowed for a polynomial modulus q. Re-
cently, Bogdanov et al. [6] showed a new reduction that did
not impose any number theoretic restriction on the modulus
q and the theorem is as follows,

Theorem 1 ( [6]). For every ε > 0, n, m, q > 2mpB,
and if there is an algorithm B such that

|PrA,s[B(A, bAtscp) = 1]− PrA,u[B(A, bucp) = 1]| ≥ ε

where A
$←− Zn×mq , s ← {0, 1}n and u

$←− Zmq , there exists
an algorithm L that runs in time polynomial in n, m, the
number of divisors of q, and the running time of B such that

|PrA,s[L(A,Ats + e) = s] ≥ (
ε

4qm
− 2n

pm
)2 · 1

(1 + 2Bp/q)m

for any error distribution e that is B-bounded and balanced
in each coordinate. A distribution χ supported over the in-
tegers is called B-bounded if Pre←χ[‖e‖ ≥ B] ≤ 2−Ω(m) and
we can let B >

√
n.

Remark: 1. If q is a prime, the secret s can be chosen
any distribution over Znq . In our work we set the distribu-
tion on secret s be any distribution which satisfies H∞(s) ≥
x ≥ t log q + ω(logn), assuming the LWEt,n,q problem for
x-source secret is hard; 2. If q is not prime, then we set the
secret s uniformly chosen from Zn∗q , where Zn∗q = {s ∈ Znq :
gcd(s1, ..., sn, q) = 1}. The condition s ∈ Zn∗q is satisfied for
at least 1−O(1/2n) fraction of secret s ∈ Znq .

2.3 Some Algorithms
In this section we describe some algorithms that will be

used in our work.

Lemma 1 ( [11]). Given any integer n, q ≥ 2, m ≈
2n log q, there exists an algorithm GenTrap(1n, 1m, q) that
outputs a parity-check matrix A ∈ Zn×mq and a trapdoor X
with a tag H such that the distribution of A is statistically

close to the uniform. With the trapdoor we can construct a
short basis TA for lattice Λ⊥q (A) and the parameter satisfies

s1(X) ≤ 1.6
√
n log q and ‖T̃A‖ ≤ 3.8

√
n log q

Lemma 2 ( [7]). Given a basis TA for lattice Λ⊥q (A)

and a parameter σ ≥ ‖T̃A‖·ω(
√

logm), there is an algorithm
RandBasis(TA, σ) outputs a new basis T′A of Λ⊥q (A) with

overwhelming probability such that ‖T̃′A‖, ‖T
′
A‖ ≤ σ ·

√
m,

where the distribution of T′A does not depend on TA.

Similar with [2] in the basis delegation mechanism, we
require that low norm matrix R is invertible over Zq where
each column of R is low norm vector. In the following paper,
we denote the (DZm

q ,σR
)m, shortly Dm×m, as the distribu-

tion of matrix R, where σR =
√
n log q ·ω(

√
logm). Then we

will recall two main algorithms [2] that were used to delegate
the basis without increasing the dimension of lattice.

Lemma 3 ( [2]). Let m ≥ 2n log q and q > 2 be an in-
teger. Given the matrix R sampled from distribution Dm×m,
a matrix A ∈ Zn×mq with a basis TA for lattice Λ⊥q (A) and

parameter σ > ‖T̃A‖ · σR ·
√
m · ω(log3/2 m), there exist-

s an algorithm BasisDel(A,R,TA, σ) outputs a basis TB

for the lattice Λ⊥q (B) with overwhelming probability, where
B = AR−1. The basis TB satisfies ‖TB‖ ≤ σ ·

√
m. Then

TB is distributed statistically close to distribution RandBa-
sis (T, σ) where T is any basis of lattice Λ⊥q (AR−1) satis-

fying ‖T̃‖ ≤ σ/ω(
√

logm).
Remark: If R is a product of ` matrices sampled from

Dm×m then the bound on σ degrades to σ > ‖T̃A‖ · (σR ·√
m · ω(

√
logm))` · ω(logm).

Lemma 4 ( [2]). Let m ≥ 2n log q and q > 2. For
all but at most q−n fraction of rank n matrices A ∈ Zn×mq

the algorithm SampleRwithBasis(A) outputs a matrix R
∈ Zm×m sampled from a distribution statistically close to
Dm×m. The generated short basis TB for Λ⊥q (B) satisfies

‖T̃B‖ ≤ σR/ω(
√

logm) with overwhelming probability.

Next, when given any short basis for a lattice rather than
a trapdoor [11], we will introduce an algorithm for inverting
the LWR instances.

Lemma 5. For any n ≥ 1, q ≥ 2, enough large m ≥
O(n log q), given a matrix A ∈ Zn×mq and a short basis

TA = {t1, .., tm} ∈ Zm×mfor lattice Λ⊥q (A) with ‖TA‖ ≤
p/(2
√
m), some vector c ∈ Zmp such that c = bAtscp, there

exists an algorithm LWRInvert2(TA,A, c) that can output
s with overwhelming probability.

Proof. When given m LWR samples (A, c = bAtscp),
we firstly do the following transformation: c′ = d(q/p) ·ce =
d(q/p)((p/q)Ats + e′)e = Ats + e, where e′ ∈ (−1, 0]m and
e ∈ (−q/p, 0]m. With the basis TA for lattice Λ⊥q (A), then
we have c′′ = Tt

A ·c′ = Tt
A ·Ats+Tt

A ·e = Tt
Ae mod q. For

each coordinate of c′′, we have ‖c′′‖∞ = maxmi=1{‖〈ti, e〉‖} ≤
‖TA‖ ·

√
mq/p. With the condition that ‖TA‖ ≤ p/(2

√
m),

then we have ‖c′′‖∞ ≤ q/2. Therefore, c′′ = Tt
Ae and we

can recover e. Then with Gaussian elimination we can re-
cover the secret s from c′ − e = Ats mod q.
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3. OUR LWR-BASED SCHEMES
In this section, we use the technique in [2] to construct

our HIBE and D-HIBE schemes in random oracle model.
Similar with [2], we also use a hash function H: {0, 1}∗ →
Zm×m to map the identity id to a matrix in Zm×m. We
require that the output H(id) is distributed according to
Dm×m over the choice of the random oracle H.

3.1 A HIBE scheme with Random Oracles
In this section, we describe our HIBE scheme of depth d

that is adaptive secure in the random oracle model. The
algorithm of our HIBE scheme is described as follows:

KeyGen(1λ)→ (PP, msk): The algorithm calls Gen-
Trap(1n, 1m, q) to sample an uniformly random ma-
trix A ∈ Zn×mq with a short basis TA for Λ⊥q (A) and
chooses a matrix A1 uniformly from Zn×mq . Then the
public key PP and master key msk are

PP := (A,A1); msk := (TA)

Derive(PP, msk, id`+1, SKid`) → SKid`+1 : Given
the input with public parameter PP, a private key
SKid` corresponding to an identity id` = {i1, ..., i`}
and an identity id`+1 = {i1, ..., i`+1}, the algorithm
works as follows:

1. Inquire the hash function H with identity idi for
i = 1 to ` and set Rid` = H(id`)· · ·H(id2)H(id1).
Then compute Fid` = AR−1

id`
and SKid` is a

short basis for Λ⊥q (Fid`);

2. Compute R = H(id`+1) and let Fid`+1 = Fid`R
−1;

3. Evaluate T′ ← BasisDel(Fid` , R, SKid` , σ`+1)
to obtain a short random basis for Λ⊥q (Fid`+1),

where σ`+1 > ‖S̃Kid`‖ · σR ·
√
m · ω(log3/2 m);

4. Output the private key SKid`+1 = T′.

Enc(PP, id, m) → c: Given the input with public
parameter PP, an identity id of depth |id| = ` and
a message m ∈ Zmp , the algorithm computes Rid :=

H(id`)· · ·H(id2)H(id1) and lets Fid = AR−1
id . Then

the algorithm randomly chooses s ← Zn∗q and outputs
the ciphertext c = (c0, c1), where

c0 := bFtidscp; c1 := bAt
1scp + m mod p

Dec(PP, SKid, c) → m or ⊥: Given the input with
public parameter PP, an identity id of depth |id| = `
with the private key SKid and a ciphertext c, the al-
gorithm computes Fid = AR−1

id ∈ Zn×mq as before and
restores the randomness s from LWRInvert2(SKid,
Fid, c0). Finally, the algorithm recovers the message
m = c1 − bAt

1scp mod p.

3.1.1 Parameter and Correctness
In this scheme, the choice of parameter should match the

requirement of algorithm BasisDel for different depth ` <
d in the hierarchy. The parameter and correctness of this
scheme are stated in Lemma 6.

Lemma 6. For any n ≥ 1, m ≥ O(n log q), p > m
3
2
d+1 ·

ω(log2dm), q ≥ 4mpB and p divides q, given the matrix
A ∈ Zn×mq with a short basis TA for Λ⊥q (A) generated by
GenTrap(1n, 1m, q), the decryption algorithm Dec(PP,

SKid, c) will output m with overwhelming probability over

all choices of PP, msk and the message m
$←− Zmp .

Proof. Algorithm BasisDel at level ` can operate cor-

rectly when σ` satisfies σ` > ‖S̃Kid`−1‖·σR·
√
m·ω(log3/2 m)

according to lemma 3. From Lemma 2, the private key

SKid`−1 at level ` − 1 satisfies ‖S̃Kid`−1‖ ≤ σ`−1 ·
√
m

with overwhelming probability. Then the requirement on σ`
follows from σ` > σ`−1 ·m3/2 ·ω(log2 m), with which we have{

σ` > σ1 · [m3/2 · ω(log2 m)]`−1

σ1 > ‖T̃A‖ · σR ·
√
m · ω(log3/2 m)

and imply that σ` > ‖T̃A‖·m
3
2
`− 1

2 ·ω(log2`m). Thus, under
such condition on σ` the BasisDel can delegate the private
key SKid` at level `. From Lemma 1, we have

‖SKid`‖ ≤ ‖T̃A‖ ·m
3
2
` · ω(log2`m) ≤ m

3
2
`+ 1

2 · ω(log2`m)

With the parameter that p > m
3
2
d+1 · ω(log2dm), we have

‖SKid`‖ ≤ p/(2
√
m), which meets the requirement of Lem-

ma 5, for each ` = 1, ..., d. Given the ciphertext c = (c0, c1),
we can reconstruct the randomness s correctly with over-
whelming probability by the LWR inversion algorithm L-
WRInvert2(SKid, Fid, c0). With the randomness s, the
decryption algorithm can deterministically reconstruct the
message m from c1 − bAt

1scp mod p.

3.1.2 INDr-ID-CPA Security
Based on the LWR assumption we can prove our HIBE

scheme with random oracles is adaptive secure.

Theorem 2. If there is an INDr-ID-CPA adversary A
attacking the HIBE scheme with the parameter in Lemma
6, the hash function H is a random oracle defined as before
and QH is the maximum number of queries to H that A
can issue, then there exists an algorithm B attacking the
LWR2m,n,q,p problem. In particular, the advantage of A is

Advindr-id-cpaHIBE,A ≤ dQd
H ·AdvBLWR2m,n,q,p

+ negl(λ)

(Proof of sketch). The algorithm B randomly chooses d in-

dexes Q∗1, ..., Q∗d
$←− [QH] and samples d random matri-

ces R∗1, ...,R
∗
d ← Dm×m. Then B constructs A0 from the

given LWR challenge, chooses a random r ∈ [d] uniformly
and sets A := A0R

∗
r · · ·R∗1. By calling SampleRwithBa-

sis(Ai) for Ai := A(R∗i−1 · · ·R∗2R∗1)−1, B can answer hash
queries and private key queries for every node in the hierar-
chy except for the challenge identity id∗. Then B generate
a ciphertext respect to id∗ with the given LWR challenge
and send it to A. We observe that B’s advantage is that
same as A’s, conditioned on B not aborting. By a stan-
dard argument, the probability that B does not abort is
Pr[S not abort] ≥ 1

dQd
H

− negl(λ).

3.2 A D-HIBE scheme with Random Oracles
From the above HIBE scheme, we can easily construct

our D-HIBE scheme with random oracles based on the L-
WR problem. The algorithm of our D-HIBE scheme in the
random oracle model is described as follows:

KeyGen(1λ)→ (PP, msk): The algorithm calls Gen-
Trap(1n, 1m, q) to sample a matrix A ∈ Zn×mq with
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a short basis TA for Λ⊥q (A). Then the public key PP
and master key msk are

PP := A; msk := TA

Derive(PP, msk, id`+1,SKid`)→ SKid`+1 : The De-
rive algorithm is as the same with the algorithm in
our above HIBE scheme in the random oracle model.

Enc(PP, id, m) → c: Given the input with the pub-
lic key PP, an identity id of depth |id| = ` and a
message m ∈ {0, 1}n, the algorithm computes Rid :=
H(id`)· · ·H(id2)H(id1) and lets Fid = AR−1

id . Final-
ly, the algorithm outputs the ciphertext c := bFtidmcp.

Dec(PP, SKid, c) → m or ⊥: Given the input with
public key PP, an identity id of depth |id| = ` with
the private key SKid and a ciphertext c, the algorithm
constructs Fid = AR−1

id as before and then recovers
the message m from LWRInvert2(SKid, Fid, c).

3.2.1 Parameter and Correctness
In this scheme, the choice of parameter is similar with

Lemma 6, the difference is the setting of the parameter for
the underlying LWR problem. The parameter and correct-
ness of this scheme are stated in Lemma 7.

Lemma 7. For any n ≥ 1, m ≥ O(n log q), p > m
3
2
d+1 ·

ω(log2dm) and q ≥ 2mpB is a prime, given the matrix
A ∈ Zn×mq with a short basis TA for Λ⊥q (A) generated
by GenTrap(1n, 1m, q), the decryption algorithm Dec(PP,
SKid, c) will output m with overwhelming probability over
all choices of PP, msk and the message m ∈ {0, 1}n.

Proof. This proof is similar to Lemma 6, except that
the choice of p and q. According to the requirement of the
LWRm,n,q,p problem in 1, we need q ≥ 2mpB is a prime,
which allows that the choice on the message m can be any
distribution over Znq .

3.2.2 PRIV1-IND-ID Security
For security, the messages are chosen from the distribu-

tions with sufficient entropy over {0, 1}n. Based on the hard-
ness of the LWR problem we can prove our D-HIBE scheme
with random oracles is PRIV1-IND-ID secure.

Theorem 3. If there is an PRIV1-IND-ID adversary A
attacking the D-HIBE scheme with above parameter in Lem-
ma 7 for any x sources messages where x ≥ t log q+ω(logn),
the hash function H is a random oracle defined as before
and QH is the maximum number of queries to H that A
can issue, then there exists an algorithm B attacking the
LWRm,n,q,p problem. In particular, the advantage of A is

Advpriv1-ind-id
D-HIBE,A ≤ dQd

H ·AdvBLWRm,n,q,p
+ negl(λ)

(Proof of sketch). Similarly to the proof in Theorem 2, we
can construct an algorithm B which can utilize the ability
of adversary A to solve the LWRm,n,q,p problem. The dif-
ference from the proof in Theorem 2 is the phase of gener-
ating the challenge ciphertext. Given the challenge identity
id∗={i∗1, ..., i∗`} of length |id∗| = ` and messages m0, m1

∈ {0, 1}n, B sets Fid∗ := A ·R−1
1,i∗1
· · ·R−1

`,i`∗
= A0 ∈ Zn×mq

and outputs the ciphertext c∗ = bFtid∗mbcp = bA0mbcp.
Under the LWR assumption, we have (A0, bAt

0m0cp) ≈c
(A0, bucp) ≈c (A0, bAt

0m1cp), where u
$←− Zmq .

Next, we use the notion of binary tree encryption, which
means that the identities at each level are binary, to remove
the random oracles in the above HIBE and D-HIBE schemes.
Then, we will introduce our HIBE and D-HIBE schemes with
depth d that are selective-secure in the standard model.

3.3 A HIBE Scheme in the Standard Model
The algorithm of our HIBE scheme in the standard model

is described as follows:

KeyGen(1λ)→ (PP, msk): The algorithm calls Gen-
Trap(1n, 1m, q) to sample a random matrix A ∈ Zn×mq

with a short basis TA for Λ⊥q (A), samples 2d matrices
R1,0,R1,1, ...,Rd,0,Rd,1 from the distribution Dm×m
and chooses a random matrix A1 uniformly from Zn×mq .
Then the public key PP and master key msk are

PP := (A,A1,R1,0,R1,1, ...,Rd,0,Rd,1); msk := (TA)

Derive(PP, msk, id`+1, SKid`) → SKid`+1 : Given
the input with public key PP, a private key SKid` cor-
responding to an identity id` = {i1, ..., i`} ∈ {0, 1}`,
where ` < d and an identity id`+1 = {i1, ..., i`+1}, the
Derive algorithm works as follow:

1. Compute Fid` = AR−1
1,i1
· · ·R−1

`,i`
and SKid` is a

short basis for Λ⊥q (Fid`);

2. Let Fid`+1 = Fid`R
−1
`+1,i`+1

∈ Zn×mq ;

3. Evaluate T′←BasisDel(Fid` , R`+1,i`+1 , SKid` ,

σ`+1) to obtain a short random basis for Λ⊥q (Fid`+1),

where σ`+1 > ‖S̃Kid`‖ · σR ·
√
m · ω(log3/2 m);

4. Output the private key SKid`+1 = T′.

Enc(PP, id, m) → c: Given the input with public
key PP, an identity id = {i1, ..., i`} of depth |id| = `
and a message m ← Zmp , the algorithm sets Fid =

AR−1
1,i1
· · ·R−1

`,i`
∈ Zn×mq and then outputs the cipher-

text c = (c0, c1), where

c0 := bFtidscp; c1 := bAt
1scp + m mod p

Dec(PP, SKid, c) → m or ⊥: Given the input with
public key PP, an identity id of depth |id| = ` with
the private key SKid and a ciphertext c, the algorithm
computes Fid = AR−1

1,i1
· · ·R−1

`,i`
and restores s from

LWRInvert2(SKid, Fid, c0). Finally, the algorithm
recover the message m = c1 − bAt

1scp mod p.

The parameter settings and correctness of this scheme fol-
low from Lemma 6. Based on the LWR assumption we can
prove our HIBE scheme in the standard model is selective
secure.

Theorem 4. If there is an INDr-sID-CPA adversary A
attacking the HIBE scheme with the parameter in Lemma 6,
then there exists an algorithm B attacking the LWR2m,n,q,p

problem. In particular, the advantage of A is

Advindr-sid-cpaHIBE,A ≤ AdvBLWR2m,n,q,p
+ negl(λ)

(Proof of sketch). When given the identity id∗={i∗1, ..., i∗`}
of length |id∗| = ` which will be challenged by A, B ran-
domly chooses ` matrices R1,i∗1

, ...,R`,i∗
`
∼ Dm×m, con-

structs A0 from the given LWR challenge and sets A :=
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A0R`,i∗
`
· · ·R1,i∗1

. For every matrix Fk = A·R−1
1,i∗1
· · ·R−1

k,i∗
k
,

where k = 1, ..., d − 1, B calls SampleRwithBasis(Fk) to
answer private key queries for every node in the hierarchy
except for the challenge identity. Moreover, for the challenge
identity it can generate a ciphertext that will help it solve
the given LWR challenge with parameter in Lemma 6.

3.4 A D-HIBE Scheme in the Standard Model
The algorithm of our D-HIBE scheme in the standard

model is similar with the construction of our HIBE scheme
in the standard model and we describe it as follows:

KeyGen(1λ)→ (PP, msk): The algorithm calls Gen-
Trap(1n,1m,q) to sample a random matrix A ∈ Zn×mq

with a short basis TA for Λ⊥q (A) and samples 2d matri-
ces R1,0,R1,1, ...,Rd,0,Rd,1 from the distributionDm×m.
Then the public key PP and master key msk are

PP := (A,R1,0,R1,1, ...,Rd,0,Rd,1); msk := (TA)

Derive(msk, id, SKid`) → SKid: The Derive algo-
rithm is as the same with the algorithm in our above
HIBE scheme in the standard model.

Enc(PP, id, m) → c: Given the input with public
parameter PP, an identity id = {i1, ..., i`} of depth
|id| = ` and a message m ∈ {0, 1}n, the algorithm
sets Fid = AR−1

1,i1
· · ·R−1

`,i`
∈ Zn×mq and outputs the

ciphertext c := bFtidmcp ∈ Zmp .

Dec(PP, SKid, c) → m or ⊥: Given the input with
public parameter PP, an identity id of depth |id| = `
with the private key SKid and a ciphertext c, the algo-
rithm sets Fid = AR−1

1,i1
· · ·R−1

`,i`
∈ Zn×mq and restores

the message m from LWRInvert2(SKid, Fid, c).

The parameter settings and correctness of this scheme fol-
low from Lemma 7. Based on the LWR assumption we can
prove our D-HIBE scheme in the standard model is selective
secure for any x sources messages.

Theorem 5. If there is an PRIV1-IND-sID adversary A
attacking the D-HIBE scheme with the parameter in Lemma
7 for any x sources messages where x ≥ t log q + ω(logn),
then there exists an algorithm B attacking the LWRm,n,q,p
problem. In particular, the advantage of A is

Advpriv1-ind-sid
D-HIBE,A ≤ AdvBLWRm,n,q,p

+ negl(λ)

(Proof of sketch). Similarly with Theorem 3 and Theorem4,
we can construct an algorithm B which can utilize the ability
of adversary A to solve the LWRm,n,q,p problem. The differ-
ence from the proof in Theorem 4 is the phase of challenge
ciphertext. Given the challenge identity id∗={i∗1, ..., i∗`} of
length |id∗| = ` and messages m0, m1 ∈ {0, 1}n, B set-
s Fid∗ := A · R−1

1,i∗1
· · ·R−1

`,i`∗
= A0 ∈ Zn×mq and outputs

the ciphertext c∗ = bFtid∗mbcp = bA0mbcp. Under the L-
WR assumption, we have (A0, bAt

0m0cp) ≈c (A0, bucp) ≈c
(A0, bAt

0m1cp), where u
$←− Zmq .

4. CONCLUSION
In summary, we propose two HIBE schemes and two D-

HIBE schemes with and without random oracles based on
the LWR problem over small modulus.

5. ACKNOWLEDGMENTS
This research is supported by the National Nature Sci-

ence Foundation of China (No.61379137, No.61272040 and
No.61502480), the National Basic Research Program of Chi-
na (973 project) (No.2013CB338002), and IIE’s Cryptogra-
phy Research Project (No.Y4Z0061403).

6. REFERENCES
[1] S. Agrawal, D. Boneh, and X. Boyen. Efficient lattice

(H) IBE in the standard model. In Advances in
Cryptology–EUROCRYPT 2010, pages 553–572.
Springer, 2010.

[2] S. Agrawal, D. Boneh, and X. Boyen. Lattice basis
delegation in fixed dimension and shorter-ciphertext
hierarchical IBE. In Advances in Cryptology–CRYPTO
2010, pages 98–115. Springer, 2010.

[3] J. Alwen, S. Krenn, K. Pietrzak, and D. Wichs.
Learning with rounding, revisited. In Advances in
Cryptology–CRYPTO 2013, pages 57–74. Springer,
2013.

[4] A. Banerjee, C. Peikert, and A. Rosen. Pseudorandom
functions and lattices. In Advances in Cryptology -
EUROCRYPT 2012, pages 719–737. Springer, 2012.

[5] M. Bellare, E. Kiltz, C. Peikert, and B. Waters.
Identity-based (lossy) trapdoor functions and
applications. In Advances in Cryptology -
EUROCRYPT 2012, pages 228–245. Springer, 2012.

[6] A. Bogdanov, S. Guo, D. Masny, S. Richelson, and
A. Rosen. On the hardness of learning with rounding
over small modulus. In Theory of Cryptography, pages
209–224. Springer, 2016.

[7] D. Cash, D. Hofheinz, E. Kiltz, and C. Peikert. Bonsai
trees, or how to delegate a lattice basis. Journal of
cryptology, 25(4):601–639, 2012.

[8] A. Escala, J. Herranz, B. Libert, and C. Ràfols.
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