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ABSTRACT

Social media plays a significant role in boosting the fashion indus-
try, where a massive amount of fashion-related posts are generated
every day. In order to obtain the rich fashion information from the
posts, we study the task of social media fashion knowledge extrac-
tion. Fashion knowledge, which typically consists of the occasion,
person attributes, and fashion item information, can be effectively
represented as a set of tuples. Most previous studies on fashion
knowledge extraction are based on the fashion product images
without considering the rich text information in social media posts.
Existing work on fashion knowledge extraction in social media is
classification-based and requires to manually determine a set of
fashion knowledge categories in advance. In our work, we propose
to cast the task as a captioning problem to capture the interplay
of the multimodal post information. Specifically, we transform the
fashion knowledge tuples into a natural language caption with
a sentence transformation method. Our framework then aims to
generate the sentence-based fashion knowledge directly from the
social media post. Inspired by the big success of pre-trained models,
we build our model based on a multimodal pre-trained generative
model and design several auxiliary tasks for enhancing the knowl-
edge extraction. Since there is no existing dataset which can be
directly borrowed to our task, we introduce a dataset consisting of
social media posts with manual fashion knowledge annotation. Ex-
tensive experiments are conducted to demonstrate the effectiveness
of our model.
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Figure 1: One example for the fashion knowledge extraction
task. The fashion knowledge tuple consists of the occasion,
person attributes including gender and age group, and the
type and appearance of the fashion items in the post.
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1 INTRODUCTION

Fashion, as one of the most important aspects of modern life,
has been flourishing and evolving over the past decades. As a
new style of sharing information, social media has become an
important platform of constantly updating fashion information.
Given the rich fashion-related posts, extracting fashion knowl-
edge from them can assist many downstream applications such
as personalized recommendation (7, 8, 11, 16], fashion image re-
trieval [20, 39, 45] and so on, therefore attracting increasing atten-
tion in recent years [20, 39, 45].

As shown in Figure 1, a fashion post on the left side often consists
of an image and the post text content written by the user for sharing
his/her feelings. The Fashion Knowledge Extraction (FKE) task thus
aims to elicit key fashion information from the post, including the
occasion, person attributes, and the detailed fashion item informa-
tion. Following the previous study [25, 50], the extracted fashion
knowledge is usually denoted as a set of tuples containing essential
fashion information. As listed on the right bottom part, the orga-
nized knowledge tuples represent the fashion-related information
from the post in a more structured manner.

Solving the FKE task on social media posts is an interesting yet
challenging problem. Firstly, most existing FKE works are directly
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conducted on the fashion product images [4, 12, 14, 21] where a
single image taken in the professional studio is provided. However,
social media posts often contain information of different modalities,
including both the image and text. As shown in Figure 1, apart
from the post image, the corresponding post text also indicates
essential information such as where the image is taken, who in the
post is, and what the person is wearing, and thus attaching great
importance to extracting the fashion knowledge from the post.
Therefore, how to make full use of the multimodal post information
for the FKE task is underexplored.

To handle the multimodal information for harvesting the fash-
ion knowledge, some initial attempts have been made. Ma et al.
[25] propose a pipeline-based model which first extracts person
and clothing boxes from the image, then classifies the detected
regions into different attribute categories with the text as an addi-
tional input. However, the model merely incorporates the image
and text features by simple concatenation which fails to capture the
deep interplay between different modalities. Moreover, similar to
text-based structure prediction problems [48, 49], formulating the
knowledge extraction task as a classification problem needs to man-
ually determine a set of fashion knowledge categories in advance.
However, the format of fashion knowledge aspects is typically quite
varied. For example, “muslin white” and “chiffon beige” can both be
used to describe the appearance of the dress the woman wears in
Figure 1. Besides, strong dependencies are often observed between
different aspects in the fashion knowledge data [25]. For instance,
the person clothes can be affected by the occasion of the post. Tra-
ditional classification-based models tend to determine the category
of each fashion knowledge aspect separately, thus failing to capture
such relationship. Furthermore, their method is pipeline-based and
can give rise to the problem of error propagation. Some potential
errors in the preceding steps such as the inaccurate prediction of
person boxes could lead to a negative influence on not only the
extraction of person attributes information but also all the fashion
item knowledge corresponding to the person.

To tackle the research challenges discussed above, we propose
to cast the social media based FKE task as a captioning problem.
Inspired by the classic image captioning task [38, 42] that generates
a natural language description for a given image, we transform the
FKE task to a captioning problem for better modeling the interplay
of the image and text information and alleviating the issues of the
classification-based models. Specifically, given the multimodal so-
cial media post including an image and the corresponding text, we
aim to generate a natural language caption for the post, which con-
tains the key fashion information. The fashion knowledge tuples
can then be easily extracted from the generated caption. During
the training stage, we first transform the original fashion knowl-
edge tuples into a pseudo caption with a sentence transformation
method. Then the multimodal post and the pseudo caption can
be paired as training instances to learn a multimodal generation
model. With such caption generation formulation, we can tackle the
FKE task in an end-to-end manner, alleviating the potential error
propagation issue in pipeline-based solutions. Moreover, compared
with existing classification-based models, our model incorporates
the multimodal information from both the image and text as in-
put and utilizes the natural language caption as the output, which
can better capture the interactions between different modalities. In

addition, the dependencies between different fashion knowledge
aspects can also be fully exploited by learning to generate them in
an autoregressive manner.

Motivated by the big success of pre-trained language models
for various vision-language tasks such as image-text retrieval [23],
we build our model based on a multimodal pre-trained generation
model named VL-Bart [5] to utilize its rich knowledge of processing
information from different modalities. We further design several
auxiliary tasks including visual question answering (VQA), sen-
tence reconstruction, and image-text matching to warm-up the
model. These tasks are designed to equip the model with fashion-
related knowledge via different formats but under the same model
architecture. After training with multiple relevant tasks, the model
can obtain some prior task-specific knowledge, which helps tackle
the main concerned FKE task.

Since existing datasets used in previous studies are either single-
modal with only fashion item information [21] or not publicly
available [25], there is no dataset that can be directly adopted for
the concerned task. Therefore, we introduce a large-scale fashion
knowledge dataset based on user-generated social media fashion-
related posts. For each post including an image and text, we man-
ually annotate its corresponding occasion, person attributes, as
well as the type and appearance of the fashion items they wear
to construct the fashion knowledge tuples. We provide detailed
statistics on this newly introduced dataset and conduct extensive
experiments on it!.

To sum up, the main contributions of our paper are as follows:

e We propose to tackle fashion knowledge extraction from
multimodal social media posts as a captioning task, which
effectively captures the interplay of different modalities via
generating a natural language caption for extracting the
fashion knowledge tuples in an end-to-end manner.

To equip the model with fashion-related knowledge, we de-

sign several auxiliary tasks including sentence reconstruc-

tion, image-text matching, and visual question answering,
which helps tackle the main concerned FKE task.

e We contribute a benchmark dataset and conduct extensive
experiments to demonstrate the effectiveness of our model.
We show that our method outperforms various state-of-the-
art methods, especially under the difficult multi-person multi-
fashion-item situation.

2 RELATED WORK

2.1 Fashion Knowledge Extraction

Fashion knowledge plays a vital role in fashion-related tasks such
as clothing recognition [4, 15], fashion trend forecasting [24, 26, 27],
fashion sentiment analysis [46], and fashion-related information re-
trieval [41, 45]. Therefore, there has been an increasing interest on
knowledge extraction tasks in the fashion domain recently [12, 14].
Early studies mostly rely on handcrafted features and mainly focus
on extracting simple clothing-related knowledge using techniques
such as conditional random field [4, 21]. Huang et al. [12] pro-
pose a Dual Attribute-aware Ranking Network (DARN) consisting
of two sub-networks for retrieval feature learning. DeepFashion,

The dataset and code are available in https://github.com/yfyuan01/FKE.
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which is first proposed by Liu et al. [21], is annotated with clothing
items with rich fashion knowledge information. They propose a
dataset where each picture is annotated with some fashion item
attributes. Jia et al. [14] propose a data-driven approach for recog-
nizing fashion attribute where a modified version of Faster R-CNN
model is trained. Furthermore, Wang et al. [39] solve the problem of
fashion landmark localization and clothing category classification
via a knowledge-guided fashion network. Yan et al. [43] address un-
constrained fashion landmark detection, where clothing bounding
boxes are not provided in both training and testing phases. To the
best of our knowledge, Ma et al. [25] are the first to focus on social
media based fashion knowledge extraction, which aims to conduct
automatic fashion knowledge extraction from social media posts by
unifying the occasion, person attributes and clothing prediction in
a contextualized module. Although the model incorporates multi-
modal information from the social media posts, it is pipeline-based
and requires to extract all person boxes in advance. Moreover, they
do not publish their dataset for safety reasons.

2.2 Multimodal Pre-training

Following the success of large pre-trained models in natural lan-
guage understanding (NLU) [6, 9, 44] and generation (NLG) tasks [3,
17, 32], some multimodal pre-trained models have shown their su-
periority over traditional non-pretrained methods in many tasks
recently. Some of them mainly focus on video-text pretraining
such as VideoBERT [36], HERO [18], MIL-NCE [28, 29] and so
on, while others focus on the image-text domain. Among these
image-text pretrained methods, VILBERT [23], LXMERT [44], and
VL-BERT [35] are the extensions of the popular BERT model [9]
and are used for learning task-agnostic joint representations of the
image content and natural language. Following this line, unified
models are proposed to deal with both understanding and genera-
tion tasks. For example, Oscar [19] leverages object tags detected
in images as anchor points to significantly ease the learning of
image-text alignments. CLIP [31] connects image and text represen-
tations by learning visual concepts from natural language supervi-
sion. Huo et al. [13] propose a two-tower pre-trained model named
WenLan within the cross-modal contrastive learning framework.
CogView [10] and DALLE [33] are powerful generative models that
focus on text-to-image generation. Among them, VL-Bart [5] is
the state-of-the-art model designed for vision text generation and
shows good generalization ability on different tasks. Therefore, we
adopt it as the backbone of our model (to leverage its knowledge
in processing information from different modalities) in this work.

3 OUR METHOD
3.1 Problem Definition

We aim to automatically extract fashion knowledge from a social
media post, which is composed of an image and the post text content.
Following the definition given in previous study [25], the fashion
knowledge is denoted as a set of tuples, each tuple k is defined as
the combination of the occasion, person attributes, and fashion item
information: k = (o, p, ). Here o denotes the occasion category,
which belongs to a set of occasions such as wedding, school, sports,
etc. p = (age, gender) denotes the gender and age information
of a specific person in the post, where gender € {Male, Female}
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and age € {Kid, Youth, Mid, Old}. The fashion item information
f = (type, app) contains the fashion item type type such as “pants”
and the appearance app of the fashion item, where the appearance is
usually a short text such as “lace white” describing both its pattern,
color, and style. Therefore, the fashion knowledge tuple k can also
be unfolded and represented as k = (occ, age, gender, type, app).

Given a post x consisting of an image v and text ¢ denoted as
x = {v, t}, the problem is to develop a framework which outputs N
fashion knowledge tuples of the post, represented as K = {k}f\:] "
where the number of tuples N varies from post to post.

3.2 Framework Overview

Figure 2 presents an overview of our proposed method. In general,
we formulate the concerned FKE task as a captioning problem. We
tackle it via an encoder-decoder structure based on a pre-trained
generative model named VL-Bart [5], as shown in the left part. By
treating it as a multimodal generation problem, the interactions
between different modalities can be effectively captured. Then the
structured fashion knowledge tuples are recovered from the gener-
ated caption. Besides, as shown in the right part, before captioning,
we leverage several fashion-related auxiliary tasks to warm-up the
pre-trained models and equip it with task-specific knowledge.

In detail, for the captioning phase in the left part, we fine-tune
the model to generate the fashion knowledge captions. Instead of
generating the tuple-like fashion knowledge directly, the model
generates captions in a natural language manner. To facilitate such
training, given the original training instance with the format of
post-tuple pair (x, K), we transform the fashion knowledge tuples
K to a pseudo caption y containing all the desired fashion knowl-
edge elements of the post via a caption construction method. The
transformed training instance can thus be represented as (x, y) for
learning a multimodal generative model. To add fashion informa-
tion to the pre-trained model, as shown in the right part of Figure
2, we design various auxiliary tasks processes including sentence
reconstruction (SRC), visual question answering (VQA), and image
text matching (ITM) before fine-tuning. These tasks are designed
to focus on one or several fashion knowledge aspects and equip the
model with task-specific fashion knowledge.

3.3 Image and Text Encoding

3.3.1 Text Encoding. As shown in the bottom part of Figure 2, the
input text t of our model consists of three parts: task prefix, task
text, and post text. Post text is the original text content written by
the user in the social media post. To auxiliary task training, we also
include a task prefix which indicates which task the model should
perform, followed by the task text used as an additional textual input
for a specific task (e.g. it can be a question in the visual question
answering task). The three textual inputs are concatenated with a
special token [SEP] and fed to the embedding layer to obtain the text
embedding of the model. The positional embeddings for denoting
the absolute token positions are added to the token embeddings
and learned during the training. Then for each training instance,
the text input ¢ is encoded to a vector represented as e’.

3.3.2  Image Encoding. To extract image features, we first detect
several object regions from the image, denoted as Region of Interest
(ROI). By utilizing ROI instead of the raw image pixels, we can align
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Figure 2: The overall architecture of our framework. The left part depicts transforming the FKE task as a captioning problem,
where FKT denotes the fashion knowledge tuples. The right part shows the detail of the three auxiliary tasks.

the multimodal information between the image and text [19, 23]. To
obtain ROI features, following previous studies [19, 23], we generate
r image object regions with Faster-RCNN [34]. For each region, we
also detect the object tag in the format of text such as “Upper”,
“Woman”, etc. The final embedding is the sum of four types of
features: ROI object features, ROI bounding box coordinates, image
ids, and region ids. The ROI object feature is the encoding result
from Faster-RCNN. The bounding box coordinate is the position
vector of the ROL Image id is set to be 1 in our task, and region id
€ {1,...,r}. The visual embedding of image v is represented as e®.

3.4 FKE as Captioning

We cast the original FKE task as a captioning problem. We aim
to train a generation model for learning the mapping function
given the natural language caption y transformed from the fashion
knowledge tuples K and the social media post x.

3.4.1 Caption Construction. To facilitate the training process of the
generative model, we propose a strategy to construct the pseudo
caption y from the N fashion knowledge tuples of a post repre-
sented as K = {k}f\i ;- For the caption construction, we wish to
incorporate the major fashion knowledge elements into the caption
while neglecting the unnecessary information. The rule of trans-
forming the fashion knowledge tuples into the natural language
caption is designed as follows.

As shown in Algorithm 1, since the occasion of all the fashion
knowledge tuples corresponding to a certain post is the same, we
first transform the occasion information into a sentence at the
beginning of the target sequence with the template “The occasion
is [occ]”. In the example shown in Figure 2, the sentence saying
“The occasion is daily” is constructed to incorporate the occasion
category. We then group and gather all the fashion knowledge
tuples by different persons. For each person, we write a sentence
containing his/her gender and age information. With the same
example, we write “The first youth female” at the beginning of the
second sentence. We then list all the fashion items the person wears
including their type and appearance and incorporate them into a
fashion item description sentence. For different fashion items of the

Algorithm 1 Caption Construction

Input:
N fashion knowledge tuples of a post {k}f\:]1
Each tuple k = (occ, gender, age, type, app)
Number of persons in the post
Output:
Natural Language Sequence y
1: 0 « “The occasion is "+occ

2: S0

3: form =1ton, do

4y« y+ “The ” +m+gender+age+“person wears ”
5 forn=1to N do

6 if n! = N then

7: y«— y+“a” +app + type + “and”
8 else

9: y— y“a’+app +type+
10: end if
11: end for
12: end for

same person, we concatenate them with the word “and” to mimic
the writing method the users often use. Therefore, for the girl in the
Figure 2, we add the fashion item information by saying that she
wears a black upper and a dark blue pants, etc. After the sentence
transformation process that transforms the original tuple-like data
into a natural language caption, the input-to-target generation can
be modeled with a classic encoder-decoder architecture.

3.4.2  Encoder-Decoder Structure. We use transformer [37] encoder-
decoder to incorporate image and text features and generate the
fashion knowledge caption. The encoder is composed of m trans-
former blocks, each of which consists of a self-attention layer and
a fully-connected layer with residual connections. The decoder is
also a stack of m transformers with an additional cross-attention
layer in each block. Given the multimodal post input x, the image
v and text t are first fed into the bidirectional encoder and incorpo-
rated together into a contextualized sequence. Given the sequence,
the decoder models the conditional probability distribution of the
target sentence to generate caption y. At each time step, the decoder
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iteratively predicts the probability of current caption tokens based
on previously generated tokens and the encoder output.

3.4.3 Training. Given a pretrained model with the encoder-decoder
structure, we fine-tune our model parameters 6 on the input-target
pair. We utilize standard sentence generation loss as our loss func-
tion. At each time step j, the decoder output y; is determined based
on the generated caption by previous time steps y< ;, the image and
text embedding e” and e’. We minimize the negative log-likelihood
of generating the target caption y given the input text embedding
e’ and image embedding e?:

lyl
min —logPy(yle’,e?) = = > logPy(yjly<j.e’.e) (1)
Jj=1

where Py is the likelihood of generating the target caption y given
the image text input, and |y| is the length of the target caption.

3.4.4 Inference and Tuple Recovery. During inference, we generate
the target caption sequence y’ in an autoregressive manner given
the post image and text pair. Same as mentioned in the training
phase, the input text also consists of the task and the post text
separated by the separation token [SEP].

At each time step, we choose the token with the highest proba-
bility over the vocabulary set to obtain the natural language cap-
tion. When recovering the fashion knowledge tuples from the cap-
tion, we first split the output sequence into several sentences. As
shown in the top left part of Figure 2, the occasion information
can then be extracted from the first sentence having the format
of “The occasion is ”. With respect to the remaining sentences,
we extract the person attributes in the sentence, and pair them
with all the fashion item information including the type and ap-
pearance in that sentence. According to the figure, for the sentence
“The first youth female wears a black upper”, we can obtain
the fashion knowledge tuple (youth, female,upper,black) from
it following the rules. After extracting the fashion knowledge ele-
ments from the sequence, we compare them with the ground-truth
label for evaluation. Notably, if the decoding fails, say the generated
sequence violates the format, we treat the prediction as null.

3.5 Auxiliary Task Training

To obtain task-specific knowledge, we further design several aux-
iliary tasks including sentence reconstruction, visual question an-
swering, and image-text matching. These tasks are designed to
focus on one or several fashion knowledge aspects which can warm
up the pre-trained model before training on the main captioning
task. In order to fit to different auxiliary tasks, we assign different
task prefixes to each task and add them before the original task text.
The examples of the task prefix, task text, and target output text of
each task are listed in Figure 3.

3.5.1 Sentence Reconstruction (SRC). Based on the assumption
that different aspects in the fashion knowledge data are not strictly
independent but strongly related (e.g. the type and appearance of
the fashion item can be affected by the occasion), the goal of the SRC
task is to predict some masked tokens based on their surrounding
tokens and the image feature. Therefore, we randomly mask out 30%
of the input tokens and ask the model to predict and reconstruct the
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_. cool things top pants. YSIS new addition Summer see-through nitro supple

‘ Advantages of going to work Cool, Disadvantages of going to work All but
H < #America Casual #Daily

Tasks | Task Prefix Task Text Target Text

The occasion is <mask>. The first youth The occasion is daily. The first
female wears a <mask> upper and a dark | youth female wears a black upper
blue <mask> and a black <mask>and a | and a dark blue pants and a black
black belt. footwear and a black belt.

The occasion is wedding. The first youth
Image text female wears a white lace dress. The

SRC Denoise:

™ matching: second youth male wears a dark blue False
pants and a black belt
VQA! What’s the occasion of the post Daily
VOA? What'’s the gender and age of the first Female youth
person
Vga: An upper and a pants and a
3 X

VQA' What does the first person wear footwear and a belt.
VOA? How does the upper of the first person Black

look

Figure 3: The task prefix and Input-Output formats of our
three auxiliary tasks.

original sentence. The task text is the masked fashion knowledge
sequence and the output is the original full text. For each masked
token, we replace it with the special mask token <mask>.

3.5.2 Image-Text Matching (ITM). This task takes a pair of image
and natural language text as input. The model needs to determine
if the text corresponds to the image or not. In our setting, we aim
to determine if the given fashion knowledge caption corresponds
to the post or not. We transform the original binary classification
task into a generation problem following the rule that if the text is
the corresponding caption of the post, the model generates “true”,
while if not, the model generates “false”. We consider the ground-
truth post-caption pair as positive samples. To construct negative
samples, with the probability of 50%, we randomly sample the
pseudo caption from another post in the training dataset.

3.5.3  Visual Question Answering (VQA). In the general visual ques-
tion answering problem [1], the model aims to generate the answer
of the input question for a given image. In our setting, we design
four types of question-answering pairs which correspond to the
occasion, person attributes, and fashion item aspects of each post.
Each data sample in the training set has one-quarter probability of
transforming into one of the four QA pairs during training. As listed
in Figure 3, the first type of question has a fixed form, which says
“what’s the occasion of the post”, and the answer is constructed
based on the occasion category in the ground-truth training dataset.
The second type of question focuses on the person information of
the post, which asks the gender and age group of a random person
in the post. For example, “what’s the gender and age of the first
person”. The third and fourth types of questions are related to the
type and appearance of a random fashion item in the post. With
respect to the third type of question, we first randomly select a
person in the post, then asks what he/she is wearing. Considering
the appearance of the fashion items, with the random selection of
one fashion item in the post, we set the format of the questions as
“how does the [Fashion Item Type] of the [Person ID] person look”.

3.5.4 Multitask Training. For multitask training, we train the model
on different auxiliary tasks with the pretrained parameter weights.
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Occ. Wedding Daily School Graduation Sports Vacation

Post 1507 2543 931 2444 1769 1078
Person 2422 2877 1292 2050 2227 1337
Item 5684 7467 3580 5987 5960 3761

Person Male Female

Attt Kid Youth Mid OId | Kid Youth Mid Old
Post 329 3618 610 84 |358 6601 565 40
Person 885 9932 1529 206 | 901 17372 1504 110

Clothings

Fashion Items

—

. —
Accessories Jewellery

Upper Pants Dress Skirts Jackets NW UW BC SS Dungarees Watch Ties Glasses Belts Bags FW Bracelets Earrings Rings Necklaces§

i‘Post 7421 4638 2400 680 2480 12 286 36 467 77

952 522 1417 257 814 3414 820 689 366 1206

Figure 4: Detailed information of our dataset w.r.t different fashion knowledge aspects, where NW, UW, BC, SS, FW are the
abbreviations of nightwear, underwear, babyclothes, swimsuits, and footwear respectively. From bottom to top, we report the

number of fashion items, persons, and posts.

For each training step, we randomly sample a mini-batch from one
of the three tasks. We differentiate the tasks by using different task
prefixes. It is worth noting that the four subtasks of VQA are consid-
ered as the same task and share the same task prefix. Since we only
change the input-output format without changing the pretrained
model structure, we use the same loss function as in Section 3.4.3.
We then set a bunch of weights according to the partial loss of each
task to form the final loss.
7|

Lan = Z wiLi @
i=1

Where |T| = 3 is the number of tasks, L; is the partial loss according
to each task, w; is the hyperparameter representing the correspond-
ing weight. After using with multiple relevant tasks to warm-up
the model, the model is equipped with fashion-related knowledge,
which can help tackle the main concerned FKE task.

4 EXPERIMENT
4.1 Dataset

Since there is no existing dataset that can be directly adopted to our
setting, we collect and contribute a large-scale annotated dataset
for the FKE task. Our dataset contains 9,272 posts with 32,439
fashion knowledge tuples in total, with an average of 3.5 fashion
knowledge tuples per post and 2.7 fashion knowledge tuples per
person. The detailed statistics of our dataset concerning different
fashion knowledge aspects are reported in Figure 4.

Post Collection and Preprocessing Our dataset is collected from
Instagram?, which is a popular social media platform where large
amount of posts are generated by users every day. To obtain the
fashion-related posts, we first define six occasions, including school,
graduation, sports, wedding, daily wear, and vacation. Under each
occasion, we then choose some typical hashtags and crawl the re-
lated posts given the hashtag. After that, we filter out posts without
any texts or containing only emojis. Since the raw text in social me-
dia is often noisy, we employ several text cleaning methods to deal
with the crawled texts. We first preprocess the texts by removing all
the unnecessary tokens including emojis, URL, whitespace, HTML

Zhttps://www.instagram.com/

characters, punctuation marks, and mentions. We then detect and
translate all the text into English using the Google translate API 3.
Fashion Knowledge Annotation For the filtered fashion-related
posts, we hire 10 fashion experts to manually annotate the fashion
knowledge information for each post. The annotators first need to
determine the occasion of the posts. Since sometimes similar images
may result in different occasion results, before making the choice,
the annotators are asked to read both texts and images to make sure
that the occasion type is determined by both of them. After that,
the annotators annotate the person attributes including the gender
and age group in the images, as well as the type and appearance of
the fashion items they wear. Considering the unfixed format of the
appearance, when annotating it, the annotators are asked to use two
or three words to describe how the fashion item looks, including its
color, pattern, and texture. After all the annotations are finished, we
ask two annotators to check the completeness and correctness of
the results, making sure that all the fashion knowledge is correctly
annotated in each post.

4.2 Comparison Methods

To validate the model effectiveness, we compare with both existing
classification-based and generation-based methods. The first four
are classification-based methods.

e DARN [12] is a Dual Attribute-aware Ranking Network origi-
nally used for retrieval feature learning. Same as in [25], we also
only keep one stream for our task.

e FashionNet [21] is a pipeline-based model which simultane-
ously predicts landmarks and attributes. It consists of a global
appearance branch, a local appearance branch and a pose branch.

e HDF [25] extracts the fashion knowledge from social media posts.
It unifies three tasks of occasion, person and clothing discovery
from multiple modalities of images, texts and metadata.

e VIiLBERT [23] directly takes image text features as inputs and
treats the task as a classification task. For occasion prediction,
the input is the post image and text, and the output is the occa-
sion category. While for fashion item information extraction, the

3https://pypi.org/project/googletrans/
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Table 1: The experimental results of our model compared with the baseline methods, as well as the ablated results where text

and image tags are removed from our model.

Model Occasion Category Appearance Overall
Acc Pre Rec F1 Acc Pre Rec F1 Acc Pre Rec F1 Acc Pre Rec F1

DARN [12] 44.1 40.2 42.6 42.4 25.1 73.2 47.1 57.4 10.3 64.2 40.8 50.0 9.1 23.5 14.4 17.9
FashionNet [21] 43.2 40.5 43.6 42.0 26.3 72.8 46.3 56.6 10.6 62.9 41.2 49.8 8.7 22.4 14.5 17.6
HDF [25] 50.3 47.4 437 45.5 29.4 77.1 52.7 62.8 14.3 68.8 44.0 53.7 12.1 27.9 17.6 21.6
VILBERT [23] 59.6 50.3 58.4 54.1 32.5 80.1 53.6 64.2 15.2 71.3 52.9 60.7 12.5 28.7 20.4 235
Oscar [19] 75.6 75.2 76.0 75.5 7.7 21.1 33.7 26.0 7.1 20.1 23.2 21.5 5.5 15.2 17.4 16.2
VL-Bart [5] 75.2 69.1 74.9 71.4 30.8 80.9 48.6 60.7 17.8 52.9 31.6 39.6 154 35.6 21.9 27.1
Ours w/o text 69.2 64.6 70.1 68.8 32.7 78.5 64.2 70.6 20.4 71.8 57.7 64.0 154 33.6 28.2 30.7
Ours w/o img tags 72.8 68.4 73.0 70.6 30.8 75.6 64.2 69.4 18.1 70.2 57.0 62.9 16.0 35.1 28.4 31.4
Ours 74.7 69.2 754 71.1 364 818 679 742 222 739 60.7 665 20.2 39.1 323 354

image input is the fashion item box, the output is the type and
appearance classes of the fashion item.

To further evaluate the effectiveness of our proposed captioning
method, we also adopt the following generation-based baselines:

e Oscar [19]. We utilize Oscar to generate the fashion knowledge
tuples. Oscar is BERT-like and does not have an encoder-decoder
structure. The model is pre-trained on several classification tasks
and one generation task (COCOCaption). During fine-tuning, the
words in the tuples serve as input and are masked randomly at the
rate of 15%. During inference, the generation process terminates
when the model outputs the [STOP] token.

VL-Bart [5]. We also construct a baseline which uses the same
pre-trained VL-Bart model as ours but without the proposed
captioning method. Specifically, we directly employ the fashion
knowledge tuples in the natural language form as the target
sequence, instead of transforming them into a natural language
caption with the sentence transformation strategy.

4.3 Experimental Setting

In our experiment, we randomly split the dataset into the training,
testing, and validation set with the percentage of 80%, 10%, 10%. We
conduct 5 runs for our experiment, each with a different random
seed and report the average score. When comparing our method
with existing models, since most of the existing classification-based
methods take the fashion item boxes as an input, we use an existing
tool [47] to extract and predict all the person attributes in the
post, following [25]. For each person box, we then use the same
Faster-RCNN network mentioned in Section 3.3.2 to extract all
the fashion items. Our code is based on PyTorch and Huggingface
Transformers [40]. We use AdamW [22] with (81,52) = (0.9,0.999)
and the learning rate le-4 with 5% linear warmup schedule. By
default, each training process is run for 40 epochs. We report the
results from the top-20 fashion item boxes with the confidence
score greater than 0.5 from the original extraction results.

We use several evaluation metrics in our experiment. At the
fashion item level, we report the precision, recall, F1 rate of each
fashion item tuple. A tuple prediction is counted as correct only
when all the elements are the same as the ground-truth label. We
also report the post-wise accuracy score, which is the probability
of post predictions our model got right. Except for that, to measure
the semantic similarity between the generated caption and the

transformed gold standard, we also employ some caption evaluation
metrics including BLEU [30] and METEOR [2].

4.4

Table 1 shows the main experiment results of our model and the
baseline models. Except for the overall fashion tuple prediction
performance (“Overall”), we also report the performance of the oc-
casion, fashion item category and appearance prediction for a more
comprehensive comparison. We have the following observations:

First of all, error propagation is the main problem in the pipeline-
based methods. The inaccurate prediction of the person boxes can
lead to the fashion item information prediction errors, affecting both
the category, appearance and overall performance. Secondly, for
pipeline-based models, there remains a gap between the precision
and recall rate in most tasks. For example, the precision rate of
HDF is 77.1 while the recall rate is 52.7 in the category prediction
subtask. The gap mainly comes from the inaccurate fashion item
box extraction, where many fashion items are not extracted or
misextracted, thus leading to the low recall rate in the model result.
In addition, some models take the dependencies between different
fashion knowledge items into account (e.g. HDF), thus achieving
better performance than those not (e.g. FashionNet). Moreover, it
can also be observed that pre-trained models (e.g. VILBERT) have a
better performance than the non-pretrained models (e.g. DARN),
showing the effectiveness of large pre-trained models in our task.

Our model achieves the best overall performance among all the
methods. Although Oscar outperforms our method in the occasion
prediction subtask, where each post contains only one occasion
label belonging to one of the six categories, which does not require
the model to have a strong generation ability. Oscar has difficulty in
generating the more complex fashion item information, getting only
5.5 of the overall accuracy score. In addition, our model gets further
improved by transforming the original tuple-like fashion knowledge
into natural language sentences. Compared with directly generating
the fashion knowledge tuples (i.e. VL-Bart), the overall F1 score
improves from 27.1 to 35.4. The result proves that generating the
natural language caption helps the generation model capture the
dependencies between different fashion knowledge aspects, thus
resulting in a better prediction.

To further study the role of different modalities in this task,
we remove the post text and the image object tags respectively.
Without post texts, the overall F1 score drops from 35.4 to 30.7. This

Main Experiment Results
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Table 2: Performance comparison regarding different aux-
iliary tasks, where base denotes directly fine-tuning on our
dataset without post-training.

Setting BLEU; | BLEU; | METEOR | Acc F1
Base 69.77 64.51 38.17 13.76 | 30.43
+SRC 71.20 65.81 38.69 1508 | 3179
+ITM 71.90 66.05 38.44 1531 | 32.04
+VQA 7179 65.03 38.81 1510 | 31.87
+ITM+VQA | 72.49 66.68 38.90 1823 | 3401
+SRC+VQA |  72.81 67.04 38.79 17.97 | 3256
+SRCHITM |  73.46 67.61 38.86 1854 | 33.87
Ours [ 7540 [ 69.29 39.80 [ 2022 [ 3543

result verifies that the post text contains rich fashion knowledge
information with respect to where the post is located, who is in the
post, and what the person is wearing. Besides, the image tags also
play a vital role in our task, improving the overall performance from
31.4 to 35.4. The reason is that some tags (e.g. woman, dress) can be
aligned to the corresponding image regions and provide hints for
the fashion knowledge such as the person gender and fashion item
categories. The results verify that essential information is contained
in different modalities of the post, which can be effectively captured
by our model.

4.5 Ablation Study

To evaluate the effect of different auxiliary tasks, we report the
performance of our model with several variants. As shown in Table
2, we remove one or two auxiliary tasks at each time and report
the corresponding accuracy and F1 scores. To further analyze the
effects of those tasks on the generation results at the semantic level,
BLEU and METEOR scores are also presented.

It can be noted that introducing auxiliary tasks improves the
performance compared to directly fine-tuning the model on our
dataset, which enhances the model with fashion-related knowledge.
Among the three tasks, ITM is the most beneficial to the perfor-
mance improvement, which improves the BLEU; and BLEU; scores
by 2.13 and 1.54 percent. The reason is that the captions of different
images are constructed by the same transformation method and
share similar structure, recognizing the right caption from the neg-
ative image-caption pairs helps the model understand the fashion
knowledge elements better. Compared with other tasks, removing
SRC (corresponds to “+ITM+VQA” in the table) has the least influ-
ence on the F1 score. The reason is that when masking the caption,
some less important tokens which appear with high frequency are
masked with an equal probability with tokens containing rich fash-
ion knowledge. For example, in the caption sentence “The woman
wears a black upper”, token “The” has the same probability of being
masked as the token “upper”.

4.6 Extensive Analysis

4.6.1 Performance under Different Person and Fashion Item Num-
bers. We analyze the performance of our model compared with
the baseline models under different person and fashion item num-
bers, and plot the performance change in Figure 5. We can see that
although the F1 score decreases for every method as the number

0.45]
0.40
0.35
0.30

—

w 0.25]
0.20
0.15

1 2 3 4 12 3 4 5 6 7 8 9 10
Number of Persons Number of Fashion Items

Figure 5: Performance comparison with respect to different
person and fashion item numbers.

of persons and fashion items grows, our model shows a greater
advantage when it comes to the multi-person or multi-fashion-item
setting. Specifically, when the number of persons and fashion items
is small, both classification-based models and our model achieve
a reasonable performance. However, as the case becomes more
complicated, which means more persons are included in the image,
traditional models often fail to extract all the fashion knowledge
from the post. The performance gap between our method and a
baseline HDF model reaches to the largest when there are 3 persons
and 4 fashion items in the post image. Such failure on the first
place, may result from the error propagation for the pipeline-based
method, which means the inaccurate extraction of person boxes
may give rise to the wrong prediction of all the fashion items associ-
ated with that person. On the other place, compared with our model,
most traditional models fail to capture the relationship between
different fashion knowledge elements. For example, the occasion
“wedding” can be related to a young woman wearing a lacy white
dress and a young man wearing a black suit. Our model captures
such correlation by generating a caption where the occasion and
person attributes are generated first, which provides some prior
hints for the upcoming fashion item knowledge generation.

4.6.2 Generative v.s. Discriminative Methods. As can be observed
from Table 1, generative methods generally achieve better perfor-
mance than the classification type methods. To further investigate
such a phenomenon, we break down the testing dataset into three
groups, namely common, rare, and unseen set. Specifically, we de-
fine the testing fashion tuples appearing more than 5 times in the
training set as the common set, those contained in the training set
but appear less than 5 times as the rare set. For fashion knowledge
tuples that never appear in the training set, we denote them as
the unseen set. Table 3 shows the recall score of the three groups,
which is the likelihood of the corresponding tuples being correctly
predicted by the model.

As shown in the table, our model improves upon the discrimina-
tive baselines across all the tuple categories. This improvement is
more significant on the rare data, where the recall score improves
by 15.01 percent compared with VILBERT. The result demonstrates
the effectiveness of generative models in the FKE task, showing
that when it comes to unfamiliar cases, generative models learn to
describe the fashion items using the given knowledge compared
to discriminative methods. What’s more, by generating a natural
language caption, the recall rate improves by 7.32 and 3.46 percent
in rare and unseen cases, which proves that the interplay between
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Figure 6: Real Case results of our model and HDF. Different color represents different person information. The underline in

the tuple denotes the errors in the prediction.

Table 3: Recall rate of generative and discriminative methods
on different test categories.

Method Common Rare Unseen Overall
Discriminative
HDF 18.32 6.07 1.79 17.62
ViLBERT 22.31 6.21 1.97 20.41
Generative
VL-Bart 26.21 13.90 3.51 21.85
Ours 34.63 21.22 6.97 32.28

image and text can be better captured compared with generating
fashion knowledge tuples directly.

4.6.3 Caption Construction Analysis. Our proposed sentence con-
struction method transforms the original fashion knowledge tu-
ples to a natural language caption for the sequence-to-sequence
mapping. To verify the effectiveness of such design, we also per-
form experiments based on different caption construction strategies
and report the accuracy in Table 4. We use three different caption
construction rules in the experiment. Some rules are designed to
combine the fashion knowledge tuples in a less compact way (e.g.
Rule 1 and 2). For example, we use one sentence to describe each
fashion knowledge tuple respectively. We also design some rules
where different fashion knowledge aspects are separated (e.g. Rule
3), where we follow the order of occasion first, person next, fashion
item last when constructing the caption.

To better demonstrate the algorithms of them, we use one ex-
ample to illustrate. With the input of three fashion knowledge
tuples (daily, P1, male, kid, upper, black), (daily, P1,
male, kid, pants, white), (daily, P2, female, old, dress,
blue), the outputs of them are as follows:

e Rule 1 The first male kid wears a black upper in daily. The first
male kid wears a white pants in daily. The second female old wears
a blue dress in daily.

o Rule 2 The first male kid wears a black upper and a white pants in
daily. The second female old wears a blue dress in daily.

o Rule 3 The occasion is daily. The person is a male kid and a female
old. The first person wears a black upper and a white pants. The
second person wears a blue dress.

e Ours The occasion is daily. The first male kid wears a black upper
and a white pants. The second female old wears a blue dress.

According to the results, our caption construction method achieves

the best performance in all aspects. Rule 1 and 2 both put the occa-
sion information at the end of each sentence. However, we find that

Table 4: Analysis of different caption construction strategies.

Occ. Cat. App. Overall
Rule 1 72.5 36.0 21.8 18.0
Rule 2 73.6 36.1 22.0 19.1
Rule 3 74.2 35.8 22.1 18.2
Ours 74.7 36.4 22.2 20.2

it may pose a negative influence on the occasion prediction. Com-
pared with Rule 3 where the person and fashion item information
is separated, our method has a more compact form and helps to
better capture the interplay between different aspects, improving
the overall accuracy from 18.2 to 20.2.

4.7 Case Study

We use some real cases to compare the performance of our model
with the HDF model in a more vivid way. As shown in Figure 6,
there are more errors in the HDF extraction results compared with
our model. For example, the appearance of the upper in the first case
is misclassified as grey. In addition, our model captures the interplay
between the image and text information better. For example, in the
second case, the post text “lacy dress” corresponds to the dress in
the image and the hashtag indicates that the occasion should be
vacation. What’s more, our model provides more comprehensive
results. For example, in the third case, the HDF model fails to extract
the less obvious earring information in the image and also ignores
the pants the man wears. Also concerning the appearance of the
fashion items, our model outputs better description against the HDF
model. As shown in the third case, our model describes the dress
of the woman as “lacy white”, while the HDF model only classifies
the dress as “white”.

5 CONCLUSION

We investigate social media based FKE task. For a social media post
consisting of an image and text, we aim to elicit the occasion, person
attributes, and fashion item information from the post. Specifically,
we formulate this task as a captioning problem and transform the
fashion knowledge tuples into a natural language caption. We also
design several auxiliary tasks before captioning to warm-up the
model with task-specific knowledge. Since no existing dataset can
be directly adapted to our task, we contribute a large-scale dataset
with manual annotation. Extensive experiments are conducted to
demonstrate the effectiveness of our model.
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