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ABSTRACT
Ranking question answer pairs has attracted increasing attention
recently due to its broad applications such as information retrieval
and question answering (QA). Significant progresses have been
made by deep neural networks. However, background information
and hidden relations beyond the context, which play crucial roles in
human text comprehension, have received little attention in recent
deep neural networks that achieve the state of the art in ranking
QA pairs. In the paper, we propose KABLSTM, a Knowledge-aware
Attentive Bidirectional Long Short-Term Memory, which leverages
external knowledge from knowledge graphs (KG) to enrich the
representational learning of QA sentences. Specifically, we develop
a context-knowledge interactive learning architecture, in which a
context-guided attentive convolutional neural network (CNN) is
designed to integrate knowledge embeddings into sentence rep-
resentations. Besides, a knowledge-aware attention mechanism is
presented to attend interrelations between each segments of QA
pairs. KABLSTM is evaluated on two widely-used benchmark QA
datasets: WikiQA and TREC QA. Experiment results demonstrate
that KABLSTM has robust superiority over competitors and sets
state-of-the-art.

CCS CONCEPTS
• Information systems → Question answering;
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1 INTRODUCTION
Ranking question answer pairs, also known as answer selection,
has become increasingly important in a variety of QA such as
community-based question answering (CQA) and factoid question
answering. Given a question, answer selection aims to pick out
the most relevant answer from a set of candidates. Inspired by the
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Table 1: Example of QA candidate pairs.
Question When was Pokemon first started ?

Positive Answer
Is a media franchise published and owned by
Japanese video game company Nintendo and
created by Satoshi Tajiri in 1996 .

Negative Answer
The official logo of Pokemon for its interna-
tional release ; "Pokemon" is short for the
original Japanese title of "Pocket Monsters" .

recent successes of deep learning in natural language processing,
the majority of literature employed deep neural networks, e.g., con-
volutional neural network (CNN) [6] or recurrent neural network
(RNN) [11], to automatically select answers. The key idea behind
deep neural networks is to encode the input sentences as vector
representations. Based on the representations, an output layer is
utilized to provide the matching score of two texts. Instead of learn-
ing the representations of the question and the answer separately,
some recent studies exploit attention mechanisms to learn the in-
teraction information between questions and answers, which can
better focus on relevant parts of the input [2, 4, 7].

Despite the effectiveness of previous studies, ranking question
answer pairs in real-world remains a challenge. (i) First, the back-
ground knowledge from open-domain knowledge graphs (KGs)
plays a crucial role in question answering. Considering the example
in Table 1, existing context-based models may assign a higher score
to the negative answer than the positive answer, since the negative
answer is more similar to the given question at word level. How-
ever, with the background knowledge, we can correctly identify
the positive answer based on the relative facts contained in the
KG such as (Pokemon, owned_by, Nintendo), (Pokemon, created_by,
Satoshi Tajiri) and even (Pokemon, created_in, 1996). Despite its use-
fulness, to our best knowledge, the background knowledge from
KGs receives little attention in recent neural network models to
rank question answer pairs [5, 9, 10]. (ii) In addition, the issues of re-
dundancy and noise prevalent in real-world applications (e.g., CQA)
are remained to be settled. However, previous researches [3, 13]
leverage external knowledge from KG to exclusively conduct the
knowledge-aware learning of individual sentence rather than cap-
ture the interrelations between different sentences, which is impor-
tant for ranking question answer pairs.

To alleviate these limitations, we propose a knowledge-aware
attentive neural network to interactively learn knowledge-based
sentence representations and context-based sentence representa-
tions for ranking QA pairs. In specific, we first employ knowledge
embedding methods to pre-train the knowledge embeddings from
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Figure 1: Knowledge-aware Attentive Bi-LSTM. Blue,
red and yellow matrices denote knowledge-based repre-
sentations, initial contextual representations and final
knowledge-aware sentence representations, respectively.
KG. Then, we design a context-guided attentive CNN to learn the
knowledge-based sentence representation from discrete candidate
entity embeddings in KG. Finally, we present a knowledge-aware
attention mechanism to learn knowledge-aware sentence repre-
sentations of questions and answers, which adaptively decides the
important information of questions and answers based on both the
context and the background knowledge.

The main contributions of this paper can be summarized as
follows: (1) We propose a novel deep learning model, Knowledge-
aware Attentive Bi-LSTM (KABLSTM), which leverages external
knowledge from KG to capture background information of the
questions and answers for ranking QA pairs; (2) We develop a
context-knowledge interactive learning architecture, which exploits
the interactive information from input texts and KG to supervise the
representational learning of both sentences and external knowledge;
(3) The experimental results show that KABLSTM consistently
outperforms the state-of-the-art methods.

2 METHOD
Given a question q, our model aims to rank a set of candidate
answers A = {a1, . . . ,an }. Concretely, we first employ a pair of Bi-
LSTMs to learn the initial representations of questions and answers,
separately (Section 3.1). Then a context-guided attentive CNN is
designed to learn the knowledge-based sentence representation
from entities in the sentence (Section 3.2). Afterwards, we introduce
our proposed knowledge-aware attention mechanism to learn the
final knowledge-aware attentive sentence representation (Section
3.3). Finally, there is a fully connected hidden layer before the final
binary classification to join all the features (Section 3.4). Figure 1
illustrates the overall architecture of KABLSTM.

2.1 Bidirectional Long Short-Term Memory
In the Bi-LSTM, the model not only captures information from past
contexts but also have access to future contexts. The Bi-LSTM layer
contains two sub-networks for the head-to-tail and the tail-to-head
context respectively. The output at time step t is represented by
ht = [

−→
ht :
←−
ht ], in which

−→
ht is the output of the forward network and

←−
ht is that of the backward network. Given the question q and the
answer a, we generate the initial contextual sentence representation
Hinit ∈ RL×dh for both the question and the answer, where L and
dh are the length of sentences and the dimension of ht .

Qinit = Bi-LSTM(q); Ainit = Bi-LSTM(a), (1)

2.2 Knowledge Module: Knowledge-based
Sentence Representation Learning

Knowledge module is designed to learn knowledge-based sentence
representations from discrete candidate entity embeddings with
the guidance of contextual information. We perform entity mention
detection by n-gram matching and provide a set of top-K entity
candidates from KG for each entity mention in the sentence, due
to the ambiguity of the entity, e.g., "Boston" can refer to a city
or a person. We design a context-guided attention mechanism to
learn the knowledge representation of each entity mention in the
sentence by congregating the embeddings of the corresponding can-
didate entities in the KG. The contextual sentence representations
of questions and answers are learned by Bi-LSTM layers, while the
embeddings of entities in KG are pretrained by TransE [1]. Formally,
we present candidate entities for the entity mention at time step t as
E (t) = {e1, e2, . . . , eK } ∈ RK×de , where de is the dimension of the
entity embedding in KG. Then, the final context-guided embedding
for the word at time step t (in accord with t in Sect. 2.1) is given by

m (t) =WemE (t) +WhmHinit , (2)

s (t) ∝ exp
(
wT
ms tanh (m (t))

)
, (3)

Ẽ (t) = E (t) s (t)T , (4)
whereWem ,Whm andwms are attention parameters to be learned.
m (t) is a context-guided knowledge vectors, and s (t) denotes the
context-guided attention weight that is applied over each candidate
entity embedding ei .

This procedure produces a context-guided representation for
each entitymention in the sentence. An CNN layer is then employed
to capture the local n-gram information and learn a higher level
knowledge-based sentence representation Hknow ∈ RL×df from
attentive knowledge embeddings Ẽ ∈ RL×de , where df is the total
filter sizes of CNN and L is the length of the sentence.

Qknow = CNN (Ẽq ); Aknow = CNN (Ẽa ). (5)

2.3 Knowledge-aware Attention: Context-based
Sentence Representation Learning

Knowledge-aware attention mechanism is an approach that enables
QA pairs be aware of some background information and hidden
relations beyond the text. For both question and answer sentences,
there are two different sentence-level representation vectors. Qinit
and Ainit are learned from word embeddings, while Qknow and
Aknow are derived from knowledge module. These two kinds of
sentence vectors are input into knowledge-aware attention layer.

As is illustrated in Figure 1, we first compute two attention
matricesMinit andMknow :

Minit = tanh
(
QT
initUinitAinit

)
, (6)
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Mknow = tanh
(
QT
knowUknowAknow

)
, (7)

whereUinit ∈ Rdh×dh andUknow ∈ Rdf ×df are parameter matri-
ces to be learned.

Then column-wise and row-wise max-pooling are applied on
Minit to generate context-based attention vectors for question
and answer separately, while we conduct the same operation over
Mknow for knowledge-based attention vectors. In order to incor-
porate the knowledge-aware influence of the question words into
answers’ attentive representations and vice versa, we merge these
two attention vectors to obtain the final knowledge-aware attention
vectors, αq and αa :

αq ∝
(
softmax

(
max

1<l<Lq
Minit

)
+ softmax

(
max

1<l<Lq
Mknow

))
, (8)

αa ∝
(
softmax

(
max

1<l<La
MT
init

)
+ softmax

(
max

1<l<La
MT
know

))
. (9)

We conduct dot product between the attention vectors and the
overall sentence vectors to form the final knowledge-aware atten-
tive sentence representations of question q (i.e., sq ) and answer a
(i.e., sa ):

sq = [Qinit : Qknow ]T αq , sa = [Ainit : Aknow ]T αa , (10)

where [:] is the concatenation operation.

2.4 Hidden Layer and Softmax Layer
Following the strategies in [6, 8], additional features are exploited
in our overall architecture. First, we compute the bilinear similarity
score between final attentive QA vectors:

sim
(
sq , sa

)
= sTqWsa , (11)

whereW ∈ RL×L is a similarity matrix to be learned. Besides, the
same word overlap features Xf eat ∈ R4 are incorporated into our
model, which can be referred to [6, 8]. Thus, the inputs of the hidden
layer is a vector

[
sq , sim(sq , sa ), sa ,Xf eat

]
, and its output then go

through a softmax layer for binary classification. The overall model
is trained to minimize the cross-entropy loss function:

L = −
N∑
i=1
[yi logpi + (1 − yi ) log (1 − pi )] + λ∥θ ∥22, (12)

where p is the output of the softmax layer. θ contains all the param-
eters of the network and λ∥θ ∥22 is the L2 regularization.

3 EXPERIMENT
3.1 Experimental Setup
Datasets and Metrics. We evaluate our method on two widely-
used QA benchmark datasets: TREC QA and WikiQA. Original
TREC QA dataset, collected from TREC QA track 8-13 data [12],
is a benchmark for factoid question answering. Besides, there is
a cleaned version of TREC QA dataset, which removes questions
that have only positive or negative answers or no answer. WikiQA
dataset is an open-domain factoid answer selection benchmark,
in which the standard pre-processing steps as [14] is employed to
extract questions with correct answers. The statistics of these two
datasets are described in Table 2. Following previous work [12, 14],

Table 2: Summary statistics of datasets.
Dataset #Question #QA Pairs %Correct(train/dev/test)

TREC QA(original) 1229/82/100 53417/1148/1517 12.0/19.3/18.7
TREC QA(cleaned) 1160/65/68 53313/1117/1442 11.8/18.4/17.2

WikiQA 873/126/243 20360/1130/2352 12.0/12.4/12.5

Table 3: Result on TREC QA(original) (with ablation study)
Model MAP MRR

Wang & Nyberg (2015) [11] 0.7134 0.7913
Severyn & Moschitti (2015) [6] 0.7459 0.8078

Tay et al. (2017) [8] 0.7499 0.8153
Rao et al. (2016) [5] 0.7800 0.8340
Tay et al. (2018) [9] 0.7712 0.8384

KABLSTM 0.7921 0.8444
w/o attention 0.7805 0.8309

w/o KG 0.7596 0.8099

Table 4: Result on TREC QA(cleaned) and WikiQA (with ab-
lation study)

Models TREC QA(cleaned) WikiQA
MAP MRR MAP MRR

Yang et al. (2015) [14] 0.6951 0.7633 0.6520 0.6652
Santos et al. (2016) [4] 0.7530 0.8511 0.6886 0.6957
Rao et al. (2016) [5] 0.8010 0.8770 0.7010 0.7180
Chen et al. (2017) [2] 0.7814 0.8513 0.7212 0.7312
Wang et al. (2016) [10] 0.7369 0.8208 0.7341 0.7418

KABLSTM 0.8038 0.8846 0.7323 0.7494
w/o attention 0.7821 0.8654 0.7214 0.7363

w/o KG 0.7633 0.8320 0.7086 0.7255

the mean average precision (MAP) and mean reciprocal rank (MRR)
are adopted as our evaluation metrics.

Implementation Details. Pre-trained GloVE embeddings1 of
300 dimensions are adopted as word embeddings. We use a subset
of Freebase (FB5M2) as our KG, which includes 4,904,397 entities,
7,523 relations, and 22,441,880 facts.

For all the implemented models, we apply the same parameter
settings. The LSTM hidden layer size and the final hidden layer size
are both set to 200. The learning rate and the dropout rate are set
to 0.0005 and 0.5 respectively. We train our models in batches with
size of 64. All other parameters are randomly initialized from [-0.1,
0.1]. The model parameters are regularized with a L2 regularization
strength of 0.0001. The maximum length of sentence is set to be 40.
In the knowledge module, the width of the convolution filters is set
to be 2 and 3, and the number of convolutional feature maps and
the attention sizes are set to be 200.

3.2 Experimental Results
The experimental results on TREC QA andWikiQA are summarized
in Table 3 and Table 4. We compare our results with the recent work
reported in the literature. For original TREC QA dataset, five state-
of-the-art baselines are adopted for comparison: (1) a combination
of the Bi-LSTM model and BM25 model [11]; (2) a CNN-based
architecture with overlap features [6]; (3) dual Bi-LSTM models
1http://nlp.stanford.edu/data/glove.6B.zip
2https://research.facebook.com/researchers/1543934539189348
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Figure 2: Effect of KG completeness
with holographic composition approach [8]; (4) the LSTM model
with noise-contrastive estimation approach [5]; (5) a LSTM-based
model using temporal gates to synchronously and jointly learn
the interactions between text pairs [9]. For cleaned TREC QA and
WikiQA, in addition to [5], we compare our method with four more
strong baselines: (1) a bigramCNNmodel with average pooling [14];
(2) the attentive pooling LSTM network [4]; (3) a position-aware
attention based RNN [2]; (4) inner attention based RNN [10]. We
observe that KABLSTM substantially and consistently outperforms
the existing methods by a noticeable margin on both TREC QA and
WikiQA datasets. For instance, on the original TREC QA dataset,
KABLSTM improves 2% on MAP over these baselines.

In order to analyze the effectiveness of different factors of KA-
BLSTM, we also report the ablation test in terms of discarding
knowledge-aware attention mechanism (w/o attention) and knowl-
edge graph information (w/o KG), respectively. Generally, both
factors contribute, and it makes larger performance boosting to in-
tegrate knowledge graph information. Even the basic LSTM model
with external knowledge integrated by our knowledge module (w/o
attention) achieves competitive results with these strong baselines,
which demonstrates the effectiveness of incorporating background
knowledge into ranking QA pairs. This is within our expectation
since KG introduces background knowledge beyond the context
to enrich overall sentence representations, while the knowledge-
aware attention mechanism further enhances mutual representa-
tional learning of QA sentences.

3.3 Analysis
3.3.1 Completeness of Knowledge Graph. To analyze the per-

formance of our model with respect to the the completeness of
the knowledge graph, we report the MAP and MRR results with
the incomplete subgraphs that have only 20%-80% triples reserved.
Figure 2 shows that our model is robust and achieves excellent
performance on the KG with different completeness. As one may
expect, training with more complete KG actually improves the over-
all performance, which also indicates the importance of background
knowledge in QA.

3.3.2 Case Study. KABLSTM provides an intuitive way to in-
spect the soft-alignment between the question and the answers
by visualizing the attention weight from Equation (9). Due to the
limited space, we randomly choose one question-answer pair from
TREC QA dataset and visualize the attention scores predicted by
AP-BLSTM and KABLSTM in Figure 3, respectively. The color depth
indicates the importance degree of the words, the darker the more
important. We observe that AP-BLSTM pays much attention to

Question who is the president or chief executive of amtrak ?      

AP-BLSTM 

“ long-term success here has to do with doing it right ,        

getting it right and increasing market share , “ said george      

warrington , amtrak 's president and chief executive .  

KABLSTM 

“ long-term success here has to do with doing it right ,        

getting it right and increasing market share , “ said george      

warrington , amtrak 's president and chief executive .         

Figure 3: An example of the visualization of attention
those words that are contextually related to the question, such as
such as "amtrak", "president", "chief executive", while neglecting the
knowledge beyond the context of the question like "george warring-
ton". This limitation can be alleviated decently by knowledge-aware
attention mechanism, since there is a strong correlation between
"amtrak" and "george warrington" in the external knowledge graph.

4 CONCLUSIONS
In this paper, we propose a knowledge-aware attentive neural net-
work for ranking QA pairs, which effectively incorporate external
knowledge from KGs into sentence representational learning. The
knowledge-aware attention mechanism is proved to be more effec-
tive to notice crucial information between questions and answers
than current attention mechanism. Experimental results on two
benchmark datasets demonstrate the superiority of our proposed
method on answer selection task.
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