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ABSTRACT

Non-factoid question answering (QA) is one of the most extensive

yet challenging application and research areas of retrieval-based

question answering. In particular, answers to non-factoid questions

can often be too lengthy and redundant to comprehend, which leads

to the great demand on answer sumamrization in non-factoid QA.

However, the multi-level interactions between QA pairs and the

interrelation among different answer sentences are usually modeled

separately on current answer summarization studies. In this paper,

we propose a unified model to bridge hierarchical and sequential

context modeling for question-driven extractive answer summa-

rization. Specifically, we design a hierarchical compare-aggregate

method to integrate the interaction between QA pairs in both word-

level and sentence-level into the final question and answer repre-

sentations. After that, we conduct the question-aware sequential

extractor to produce a summary for the lengthy answer. Exper-

imental results show that answer summarization benefits from

both hierarchical and sequential context modeling and our method

achieves superior performance on WikiHowQA and PubMedQA.

ACM Reference Format:

Yang Deng1, Wenxuan Zhang1, Yaliang Li2, Min Yang3, Wai Lam1, Ying
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1 INTRODUCTION

Recent years have witnessed many successful applications on non-

factoid question answering (QA), such as community QA [3] or

explainable QA [4, 7]. However, the original answers, which are

usually provided by ordinary users or from long documents, often
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contain plenty of irrelevant and redundant information. In real-

world applications, such lengthy answers may result in the reading

difficulties and misunderstandings for other users [12, 15].

Text summarization can be an effective approach to tackle the

issue of answer redundancy. In the past studies, answer summariza-

tion was mainly explored by traditional information retrieval meth-

ods [5, 8, 12, 15] and query-based summarization models [1, 6, 9, 11]

in specific. According to the type of summary, these methods can

be generally categorized into extractive [1, 5, 8, 11, 12, 15] and ab-

stractive summarization [6, 9]. In this work, we focus on extractive

answer summarization, since they are computationally efficient, and

can generate more grammatical and coherent summaries [2, 16].

As for non-factoid QA, the answer summary is supposed to be

highly related with the concerned question, while the imbalance

of information in the question and answer causes difficulties in

differentiating the semantic relevancy among answer sentences

with the question. However, existing extractive answer summariza-

tion studies often underutilize the interaction information between

the question and answer during the extraction process [1, 11] or

rely heavily on the feature engineering for relevance measurement

[5, 12, 15]. Thus, it requires a special design to carefully model the

interaction between the question and the original answer to tackle

the issue of information imbalance.

Answer sentence selection, which aims at selecting sentences

from a set of candidates to answer the question, can be an alterna-

tive method for answer summarization. The Compare-Aggregate

architecture [10, 13, 14] has been widely adopted to model the inter-

action between QA pairs, by aggregating comparison signals from

low-level elements into high-level representations. Inspired by such

idea, we propose to hierarchically model the relevant information

between QA pairs in both word and sentence-level to obtain suitable

sentence representations for the concerned answer summarization

task. On the other hand, current query-based summarization [1, 11]

and answer sentence selection methods [10, 13, 14] both fall short

to capture the correlation among different sentences in the original

answer, which is supposed to be of great importance in extractive

summarization settings. Sequential modeling successfully over-

comes this issue by taking into account both the current sentence

saliency and the information from previous sentences [2, 16].

In this work, we bridge the Hierarchical and Sequential Context

Modeling (HSCM) for question-driven extractive answer summa-

rization. Specifically, we propose a hierarchical compare-aggregate

method to integrate the hierarchical interaction information be-

tween question-answer pairs in both word-level and sentence-level

into a sequential extractive summarization model. Experimental
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Figure 1: Hierarchical and Sequential Context Modeling for

Question-driven Answer Summarization

results show that the proposed method achieves superior perfor-

mance on two non-fatoid QA datasets.

2 METHOD

Given a question Q and its answer A composed of a list of sen-

tences [s1, s2, ..., sl ], the model aims to extract sentences from A
to construct a summary Y for the answer. The overall architec-

ture of HSCM model is depicted in Figure 1, which consists of

three main components, including Word-level Compare-Aggregate,

Sentence-level Compare-Aggregate, and Question-aware Sequen-

tial Extractor.

2.1 Word-level Compare-Aggregate

Pre-trianed word embeddings of the question Q = {q1,q2, ...,qn }
and each sentence si in the answer A = {s1, s2, ..., sl } are input
into the model. We first conduct an attention operation to align

the word-level information between the question and the answer

sentence, and obtain the attention-weighted vectors for each word

for both the question and the answer sentence. Specifically, for the

l-th sentence sl = {a1,a2, ...,am } in the answer A, we have:

ei j = qi · aj , (1)

α
q
i j =

exp (ei j )∑m
k=1

exp (eik )
, αai j =

exp (ei j )∑n
k=1

exp (ek j )
, (2)

x
q
i =

∑m

j=1
α
q
i jaj , xaj =

∑n

i=1
αai jqi , (3)

where ei j composes the attention matrix. α
q
i j and α

a
i j are the atten-

tion weights. x
q
i and xaj are the attention-weighted vectors.

We match each aj with the corresponding xaj for word-level

comparison. Here we adopt element-wise multiplication as the

comparison function to compute the word-level comparison result:

taj = ajx
a
j , t

q
i = qix

q
i . (4)

After obtaining the word-level comparison results taj and t
q
i , we

finally aggregate these vectors with a convolutional layer:

Q = CNN([t
q
1 , ..., t

q
n ]), S = CNN([ta1 , ..., t

a
m ]), (5)

whereQ and S denote the representations for the question and each
answer sentence, respectively. Note that there is a unique question

representation Ql corresponding to each sentence representation

Sl in the answer, since the word-level comparison results for each
answer sentence are integrated into the question representations.

2.2 Sentence-level Compare-Aggregate

In the sentence-level compare-aggregate, the question is regarded

as a whole, while the answer is tokenized into sentences. In or-

der to perform sentence-level compare-aggregate, we compare

each sentence in the answer to the given question. Therefore, the

question representation Q and the sentence representations S of
all the sentences in the answer are input into the sentence-level

compare-aggregate layer. Similar to word-level compare-aggregate,

the question and the answer sentences are aligned by attention, and

sentence-level comparison results are then computed by element-

wise multiplication:

Ei j = Qi · Sj , (6)

ω
Q
ij =

exp (Ei j )
∑l
k=1

exp (Eik )
, ωS

i j =
exp (Ei j )

∑l
k=1

exp (Ek j )
, (7)

X
Q
i =

∑m

j=1
ω
Q
ijQ j , XS

j =
∑n

i=1
ωS
i jSi , (8)

T S
j = Q jX

S
j , T

Q
i = SiX

Q
i , (9)

where Ei j is the sentence-level attention matrix.ω
Q
ij andω

S
i j are the

attention weights. X
Q
i and XS

j are the attention-weighted sentence

vectors. T
Q
i and T S

j are the sentence-level comparison results.

Then we aggregate the sentence-level comparison results into a

pair of LSTM to learn sequential representations for the question

and the answer:

Hq = LSTM([T
Q
1 , ...,T

Q
n ]), Ha = LSTM([T S

1 , ...,T
S
m1

]), (10)

whereHq andHa are the final question and answer representations.

2.3 Question-aware Sequential Extractor

We adopt another recurrent neural network as a decoder to label

each sentence sequentially, in which the next decoded label takes

into account both the encoded document and the previous decoded

label. Besides, as the question is of great importance in deciding

whether the sentence should be extracted, the encoded question is

also integrated into the label prediction:

ĥat = LSTM(st−1, ĥ
a
t−1), (11)

p = MLP(hat : ĥ
a
t : h

q
t ). (12)

The model is trained to minimize the cross-entropy loss function:

L = −
∑N

i=1
[yi logpi + (1 − yi ) log (1 − pi )] , (13)

where p and y denote the output of the softmax layer and the

ground-truth label.
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Table 1: Statictis of Dataset (Q/A/Y denotes Question / An-

swer / Summary)

WikiHowQA PubMedQA

#QA Pairs (train/dev/test) 142K / 19K / 43K 169K / 21K / 21K

Avg Length (Q/A/Y ) 6.93 / 527 / 67.1 16.3 / 238 / 41.0

3 EXPERIMENT

3.1 Experimental Setup

Dataset.We evaluate the proposed method on two non-factoid QA

datasets, WikiHowQA [3] and PubMedQA [7]. WikiHowQA is a

community-based QA dataset collected from WikiHow website, in

which each sample consists of a question, a set of candidate long

answers, and corresponding answer summaries for each answer.We

conduct experiments on the positive set of QA pairs as the answer

summary generation setting in the original paper. PubMedQA is a

conclusion-based biomedical QA dataset collected from PubMed

abstracts, in which each instance is composed of a question, a

context, and an answer which is the conclusion of the context

corresponded to the question. We treat the conclusion as the answer

summary in our experiments. The statistics of the WikiHowQA

and PubMedQA dataset are shown in Table 1.

Ground-truth Label. Following previous works on extractive

summarization [2, 16], we adopt a rule-based greedy approach to

label the sentences in the original answer, which is based on the idea

that the extracted sentences are supposed to maximize the ROUGE

score with respect to the reference summary. We add one sentence

to the extracted sentence set at a time to maximize the ROUGE-

1 and ROUGE-2 F1 scores with the summary, and stop adding

when none of the remaining sentences improves the Rouge score.

Finally, the sentences in the extracted sentence set are labeled as the

ground-truths for training. In evaluation, we generate summaries

by selecting the sentences with the higher scores.

Implementation Details.1 Pre-trained GloVE embeddings2 of

100 dimensions are adopted as word embeddings. The learning

rate and the dropout rate are set to 0.001 and 0.5 respectively. The

hidden unit size of the 2-layer LSTM is set to 150. We train our

model in batches with size of 32. All other parameters are randomly

initialized from [-0.05, 0.05]. The maximum number of sentences

in the original answer and the maximum length of each sentence

are both set to be 30. We use a list of convolutional filters with

window size of {1,2,3,4,5,6,7}, and the corresponding number of

convolutional feature maps are set to be {50,50,100,100,100,100}. We

restrict the length of generated summaries within 100 words.

3.2 Experimental Results

3.2.1 ComparativeMethods. In answer summarization task, we

can use text summarization methods as well as answer sentence

selection methods to extract sentences. Therefore, we compare the

proposed method with the state-of-the-art baseline methods on

traditional extractive summarization, answer sentence selection,

and query-based summarization methods.

1https://github.com/dengyang17/hscm
2http://nlp.stanford.edu/data/glove.6B.zip

Table 2: Method Comparisons for Answer Summarization.

* Abstractive methods. † The result reported from [3].

Models
WikiHowQA PubMedQA

R1 R2 RL R1 R2 RL

Lead3 24.66† 5.56† 22.67† 30.86 9.77 21.15

NeuralSum [2] 27.01† 6.78† 25.10† 30.94 9.65 22.36

NeuSum [16] 26.78† 6.88† 25.14† 30.96 9.73 22.52

BiMPM [14] 24.77 6.11 22.82 30.92 9.55 24.43

CA [13] 24.51 5.98 22.64 31.16 9.58 24.49

COALA [10] 26.12 6.24 23.66 31.58 9.78 25.55

MMR [8] 26.78 6.05 23.56 30.11 9.02 24.39

AttSum [1] 26.36 6.29 24.01 31.24 9.77 25.34

QS* [6] 27.14 7.57 25.13 32.53 11.05 26.66

SD2* [9] 26.65† 6.92† 24.77† 32.26 10.53 26.02

QPGN* [3] 27.32† 7.98† 25.46† - - -

HSCM 27.84 7.75 25.85 32.34 10.07 25.98

Three extractive text summarization methods are adopted for

comparison: Lead3, NeuralSum [2], NeuSum [16], which only

conduct traditional text summarization task without question in-

formation. Besides, three answer selection models are adopted for

comparison: BiMPM [14], CA [13], COALA [10], which selects

sentences as the summary from the original answer by measuring

the relevance degree between question and each answer sentence.

Finally, we compare with five feature-free query-based summa-

rization methods, including two extractive:MMR [8], AttSum [1],

and three abstractive methods: QS [6], SD2 [9], QPGN [3]. These

methods take into account the question information for guiding

the answer summarization process.

3.2.2 Answer SummarzationResults. The experimental results

on WikiHowQA and PubMedQA are presented in Table 2. There

are several notable observations:

(1) The proposed method, HSCM, substantially and consistently

outperforms all the extractive summarization methods and answer

selection methods by a noticeable margin on both two datasets.

This result demonstrates the superiority of taking into account

both sequential context information in the answer and relevant

information with the question for extractive answer summarization.

(2) Traditional extractive summarization methods perform better

than answer selection methods on WikiHowQA, which is contrary

to the performance on PubMedQA. We conjecture that the contex-

tual information attaches more importance on WikiHowQA, while

the similarity measurement is more useful on the other.

(3) HSCM achieves competitive performance with state-of-the-

art abstractive query-based summarization methods in terms of

ROUGE scores. More importantly, as an extractive method, HSCM

is more computationally efficient, whose model parameters are

10x less and inference speed is 1,000x faster than those abstractive

methods (e.g., QS, SD2), and can generate more grammatically

correct and coherent answer summaries.

3.3 Analysis

3.3.1 Ablation Study. In this section, we conduct ablation study

to validate the effectiveness of different components of the proposed

model. First, in order to analyze the effect of sequential context
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Table 3: Ablation Study

Models
WikiHowQA PubMedQA

R1 R2 RL R1 R2 RL

HSCM 27.8 7.8 25.9 32.3 10.1 26.0

- sequential decoder 26.0 6.3 24.1 31.7 9.8 25.6

- compare-aggregate 26.8 7.0 25.0 30.9 9.6 23.9

- word-level 27.1 7.1 25.2 31.4 9.7 24.8

- sentence-level 27.5 7.3 25.4 31.7 9.8 25.2

modeling, we set apart the LSTM decoder and just perform hi-

erarchical sentence pair modeling (w/o “sequential decoder"). In

addition, we discard the compare-aggregate layers and only keep

the question-aware sequential extractor model, and conduct ex-

periments in terms of removing the word-level or sentence-level

compare-aggregate layer to evaluate the effect of the hierarchical

context modeling.

The ablation test results in Table 3 show that both hierarchical

and sequential context modeling contribute to the final performance

of answer summarization. As for WikiHowQA, the performance

suffers a larger decrease when discarding the sequential decoder,

indicating that the sequential context modeling plays a more impor-

tant role on WikiHowQA, since there is rich context information

preserved in the original answer with such length (over 500 words).

Conversely, we observe that, as for PubMedQA, the hierarchical in-

teraction modeling contributes more to the performance of answer

summarization, as the question provides adequate information to

facilitate the interactive context modeling between question and

answer sentences. This analysis further explains the observation

(2) in Section 3.2.2. In addition, both word-level and sentence-level

compare-aggregate make contributions to the improvement, which

validates the effectiveness of the hierarchical compare-aggregate

method to encode the multi-level interaction between QA pairs.

3.3.2 Case Study. In order to intuitively observe the advantage

of the proposed method, we randomly choose one example from

WikiHowQA dataset to show the extractive summarization results.

We compare the proposed method with one extractive summariza-

tion method, NeuralSum, and one answer selection method, CA. As

shown in the Figure 2, NeuralSum tends to extract sentences which

are important and informative in the context, while CA selects

those sentences which are highly related to the question. As for the

proposed method, it not only captures the sentence saliency but

also consider the interaction with question information, which is

more suitable in the answer summarization task.

4 CONCLUSIONS

In this paper, we bridge hierarchical and sequential context model-

ing for answer summarization to address the answer redundancy is-

sue in non-factoid QA.We propose a hierarchical compare-aggregate

method to encode the multi-level interaction information between

question and answer, and then employ sequential learning to extract

answer sentences for constructing the answer summary with the

guidance of question. Experimental results show that the proposed

method achieves superior performance on answer summarization

for two non-factoid QA dataset, WikiHowQA and PubMedQA.

QUESTION: How to Resolve International Investment Disputes? 
ANSWER: International investment disputes are very complicated. Generally, you 
should already have a lawyer who represents you or your company in regular 
business disputes. they may have an international dispute practice. If your current 
lawyer can not handle the dispute, then he or she should be able to find a specialist in 
international arbitration or international investment disputes. In a large law firm, there 
should be a group of lawyers who specialize in this field. If your regular lawyer works 
in a smaller firm, then he or she could find lawyers in a larger firm who could 
represent you. You could also get referrals by talking with other businesses that have 
been involved in international investment disputes. They can tell you whether they would 
recommend their lawyer. Because of the money at stake in international disputes, you 
should carefully screen your attorney to make sure that he or she has sufficient 
experience resolving international investment disputes. For example, you should try to 
get the following information at the consultation: how many international disputes 
they have handled. You will want someone who has handled several international 
arbitrations or trials. the size of the disputes they have handled. If your dispute is very 
large (say over \$ 100 million), then you will want someone experienced in large-scale 
arbitrations or trials. Whether they think arbitration or a lawsuit is the best option. 
Be sure to bring copies of your contracts so that the lawyers can see whether or not 
arbitration is an option. ... 
SUMMARY: Find a lawyer. Attend a consultation. Discuss whether you want to arbitrate 
or sue at all. 

Figure 2: Case Study. Bold / underlined / shadowed sentences

are selected by HSCM / CA / NeuralSum, respectively.
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