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Closest Pairs Search Over Data Stream
RUI ZHU, Shenyang Aerospace University, China

BIN WANG, Northeastern University, China

XIAOCHUN YANG, Northeastern University, China

BAIHUA ZHENG, Singapore Management University, Singapore

𝑘-closest pair (KCP for short) search is a fundamental problem in database research. Given a set of𝑑-dimensional

streaming data S, KCP search aims to retrieve 𝑘 pairs with the shortest distances between them. While existing

works have studied continuous 1-closest pair query (i.e., 𝑘 = 1) over dynamic data environments, which allow

for object insertions/deletions, they require high computational costs and cannot easily support KCP search

with 𝑘 > 1. This paper investigates the problem of KCP search over data stream, aiming to incrementally

maintain as few pairs as possible to support KCP search with arbitrarily 𝑘 . To achieve this, we introduce the

concept of NNS (short for Nearest Neighbour pair-Set), which consists of all the nearest neighbour pairs and

allows us to support KCP search via only accessing O(𝑘) objects. We further observe that in most cases, we

only need to use a small portion of NNS to answer KCP search as typically 𝑘 ≪ 𝑛. Based on this observation,

we propose TNNS (short for Threshold-based NN pair Set), which contains a small number of high-quality NN

pairs, and a partition named 𝜏-DLBP (short for 𝜏-Distance Lower-Bound based Partition) to organize objects,

with 𝜏 being an integer significantly smaller than 𝑛. 𝜏-DLBP organizes objects using up to O(log 𝑛
𝜏 ) partitions

and is able to support the construction and update of TNNS efficiently.
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1 INTRODUCTION
The focus of this paper is the problem of finding 𝑘-closest pair (KCP search) [1][2][3][4] over data

stream. Specifically, we consider a dynamic setup where objects are from a 𝑑-dimensional streaming

dataset. When 𝑘 = 1, the goal is to find a pair of objects with the smallest distance among the given

𝑛 objects. However, we extend this problem to the more general case where 𝑘 > 1.

In a 𝑑-dimensional streaming dataset S, every two objects 𝑜𝑖 and 𝑜 𝑗 construct a pair (𝑜𝑖 , 𝑜 𝑗 ). The
goal of KCP search is to retrieve the 𝑘 pairs with the smallest scores among all pairs constructed by

objects in S. In this paper, we use the Euclidean distance as the scoring function for explanation

purposes. However, the techniques proposed in this paper are applicable to many common distance

functions over 𝑑-dimensional space, including Manhattan, Chebyshev, and Minkowski distances.
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Fig. 1. Supporting Food Delivery Services via KCP(𝑘=2)

To investigate this problem, we consider a general case, where objects in S can be inserted and

deleted and their arrival order may differ from their expiry order.

KCP search is a fundamental problem that has been studied for over thirty years [5–7]. It presents a

challenge due to the potentially large number of pairs that need to be considered. For example, given

a dataset S of 𝑛 objects, there are O(𝑛2) pairs in total. The dynamic nature of data streams further

complicates KCP search. A single update can affect all objects in S, triggering the construction of

O(𝑛) pairs in the case of an insertion or the expiry of O(𝑛) pairs in the case of a deletion.

KCP search is a building block for awide range of datamining tasks [8], including clustering [9, 10],

outlier detection, and more. For instance, clustering algorithms like C2P [11] uses KCP search as a

primitive operation, and the algorithm ClusTree [12] maintains clusters incrementally by finding

closest pairs under data stream.

KCP search also has many practical applications, such as supporting food delivery services by

finding similar bookings for assignments. In this scenario, each booking request can be represented

as 𝑏⟨𝑑, 𝑟, 𝑡⟩, where 𝑑 and 𝑟 denote the delivery address and restaurant location, respectively, and 𝑡

is the requested delivery time. KCP search can efficiently identify highly similar bookings that have

nearby restaurants and delivery addresses and a small time difference between their requested

delivery times, which shall be assigned to the same delivery person.

Consider an example illustrated in Fig 1, where the system receives 5 booking requests (𝑏1, 𝑏2,

𝑏3, 𝑏4, and 𝑏5). Among these bookings, 𝑏1 and 𝑏2 have nearby delivery addresses and restaurant

positions, with a small difference in their requested delivery times. Similarly, 𝑏4 and 𝑏5 also share

these characteristics. To optimize resource allocation, the system employs a KCP search (𝑘 = 2) to

identify booking pairs with similar properties. As a result, it identifies pairs (𝑏1, 𝑏2) and (𝑏4, 𝑏5) due
to their proximity in delivery locations and restaurants, as well as the small time difference between

their requested delivery times. By assigning a single delivery person to handle both bookings

in each pair, the system significantly improves efficiency and cost-effectiveness of the delivery

process.

Compared to traditional route-based and range-based methods, KCP search can provide ideal

similar bookings. The former assesses the suitability of a booking pair by determining the length of

the common sub-route, which is far more complicated than KCP search. The latter uses range queries

to form suitable booking pairs, where bookings located in the same query region are considered

similar. However, it can be challenging to capture the real-time distribution of the restaurants and

delivery addresses, which makes it difficult to find a suitable query radius for each range query.

In a product assembly line, identical small parts are used to build complete products, but produc-

tion errors can result in variations in the sizes of different parts. Small parts continuously arrive

in the product line and expire when they are selected for completing products. KCP search can

efficiently select small parts with similar sizes, such as four wheels for a car, two eyes for a toy

doll, two or three single-connector sockets for a multi-connector socket. In event-based social

networks [13], KCP search provides a simple way to find “event-partner” by considering a small
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number of users’ attributes, while in stock recommendation systems, it can find stocks that share

similar prices and volumes in the last five minutes. Overall, KCP search is a powerful tool that can

provide simple and effective solutions to many practical problems in various domains.

To the best of our knowledge, none of the existing approaches can handle KCP search over

data stream. The closest work is the study of continuous 1CP (𝑘 = 1) queries over a dynamic

data environment, where object insertion and deletion are allowed. Based on the ways objects are

organized, the main efforts in continuous 1CP query over dynamic data can be categorized into

two groups, tree-based and partition-based approaches. The former [5][7] uses a tree-based index

to maintain objects and monitors the nearest neighbour (NN) of every object. When objects are

inserted into or deleted from the dataset, both the index and the NN of related objects are updated.

However, the cost of maintaining the NN of every object is very high. The latter [6] uses random

algorithms to partition objects into subsets based on distances (or distance lower-bound) between

objects and their NNs. Compared to tree-based approaches, they avoid maintaining the NN of every

object. However, the cost of processing an insertion or a deletion is O(𝑛) in the worst case.

Moreover, the computational complexity of both types of algorithms is very high, making it

challenging to extend them for 𝑘 > 1 in a data streaming setting. Firstly, the algorithms need to

find result pairs from a massive set of pairs rather than just the NN pairs constructed by objects

and their NNs. Secondly, the frequency of object insertions and deletions under data stream is

much higher than that under dynamic data environments, making it difficult to process the influx

of newly arrived/expired objects in real-time. Thus, it is crucial to develop an approach that can

quickly process KCP search and meanwhile support efficient update under data stream.

Solution Overview. Our solution is based on the following observations. Given an object 𝑜 ∈ S,
if its NN pair is not part of the answer set to a KCP, then none of the pairs containing 𝑜 will be in

the answer set either. Furthermore, for a given KCP search, we can find the result pairs via only

considering distances between objects that form 𝑘 NN pairs with the shortest distances. Using this

insight, we construct the set NNS (short for Nearest Neighbour pair Set), which consists of all NN

pairs. Our KCP search algorithm developed based on NNS is able to support KCP search at a cost of

𝑂 (𝑘2). We also introduce a new index called QC-Tree to facilitate the construction and update of

NNS. QC-Tree, similar to quad-tree, has a bounded height of O(log𝑛) regardless of the distribution
of objects. In addition, the leaf nodes in QC-Tree reflect the upper-bounds of distances between

objects and their NNs, which enables efficient NN search based on prior known search ranges.

However, maintaining NNS incurs a high computational cost, as the incremental cost of updating

every object’s NN is 𝑂 (𝑛) per insertion/deletion in the worst cases, which is too expensive under

data stream. We have observed that in most cases, a small set of NNS suffices to answer KCP search

as typically 𝑘 ≪ 𝑛. This observation has led us to consider maintaining a subset of “high quality”

NN pairs, i.e., pairs with the shortest distances, to answer KCP search. Therefore, we propose TNNS

(short for Threshold-based NN pair Set), which contains only a small number of NN pairs, guided

by a controlling parameter 𝜏 .

To incrementally maintain TNNS under data stream, we propose a novel partition named 𝜏-DLBP

(short for 𝜏-Distance Lower-Bound based Partition). This approach organizes objects using up to

O(log 𝑛
𝜏
) partitions. 𝜏-DLBP uses one partition to maintain objects that contribute to TNNS, and uses

other partitions to organize the rest of objects based on the lower bounds of their distances to their

NNs. As compared withQC-Tree, 𝜏-DLBP significantly reduces the update cost to O((𝑑+3𝑑 ) log 𝑛
𝜏
+𝜏)

per update. Additionally, 𝜏-DLBP organizes objects based on their likelihood of contributing to KCP

search with smaller partitions containing objects that have shorter distances to their NNs and

tighter distance lower bounds. The size of partitions increases exponentially with the increase of

their distance lower bounds. When a KCP search is submitted, if 𝑘 is small, we only need to access
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Table 1. Frequent Notations

Notation Definition

S a 𝑑-dimensional streaming dataset with 𝑛 objects

𝑁𝑁 (𝑜) the nearest neighbor of an object 𝑜

𝑅𝑁𝑁 (𝑜) the reverse nearest neighbor(s) of an object 𝑜

D(𝑜) the distance between 𝑜 and its nearest neighbor, also termed as the score of object 𝑜
𝑞(𝑜, 𝑟, 𝑆 ′) a range search to locate objects in 𝑆 ′ that are within 𝑟 distance to 𝑜

(𝑜, 𝑜 ′) a pair formed by two objects 𝑜 and 𝑜 ′

the partition containing TNNS to perform the search directly. Even if 𝑘 is large, we can retrieve

query result pairs via accessing objects located in only a few partitions. This way, 𝜏-DLBP reduces

the computational cost of incrementally maintaining TNNS under data stream while still being

able to support KCP search.

2 RELATEDWORKS
This section mainly reviews algorithms about KCP search [1, 7, 14] and threshold-based continuous

spatial queries[15].

2.1 KCP Search
KCP search is a well-known problem that has been extensively studied in previous research across

various data dimensions and environments [16–20], such as high-dimensional data spaces [21, 22],

event-based social networks [13], and moving-object databases [14]. In this study, we will focus on

relevant existing research, including three main types of algorithms: tree-based, partition-based,

and other types. To facilitate understanding, we provide a list of symbols used throughout this

paper in Table 1.

Tree-based Algorithms. Many tree-based approaches, such as those proposed in [5, 23, 24],

support 1CP search by maintaining a tree-based structure that stores the nearest neighbour (NN) of

each object. These structures update both the index and NNs of relevant objects when objects are

inserted or deleted from the dataset. For example, the structure proposed in [23] uses O(𝑛 log𝑑 𝑛)
space and runs in O(log log𝑛 log𝑑 𝑛) amortized time per update to support 1CP search. In contrast,

C-Box, the first deterministic data structure presented in [5], maintains 1CP in O(log𝑛) time per

update by only maintaining mutual nearest neighbour (MNN) pairs. Note, an object pair (𝑜, 𝑜 ′) is
considered as MNN, if they are the nearest neighbor to each other, i.e., 𝑜 = 𝑁𝑁 (𝑜 ′) ∧ 𝑜 ′ = 𝑁𝑁 (𝑜).
However, it has a large hidden constant in its computational complexity. The cost of processing

one insertion or deletion is O(𝑑𝑁𝑑 log𝑑 log𝑛) and O(𝑑𝑁𝑑𝑀𝑑 log𝑑 log𝑛) respectively, where 𝑁𝑑 =

(2(𝑠 + 2) (𝑠 + 1)𝑑 + 1)𝑑 ,𝑀𝑑 = (𝑠 (𝑠 + 1)2 (𝑑 + 0.5) + 1)𝑑 , and 𝑠 is a parameter used for fairly splitting

the space (e.g., 𝑁𝑑 ≥ 2401 and𝑀𝑑 ≥ 8281 when 𝑑 = 2).

Other works, such as those presented in [4] and [25] study how to find the 𝑘-closest pairs between

two spatial data sets. [25] also investigates the KCP search over one spatial database. It uses R-Tree

to maintain spatial objects. The corresponding algorithms do not consider how to process newly

arrived/expired objects. [8] examines the problem of KCP search under a metric space and uses

M-Tree-based index [26, 27] to maintain all NN pairs. They obverse that given any query result

pair (𝑜𝑖 , 𝑜 𝑗 ), scores of pairs (𝑜𝑖 , 𝑜𝑖 .𝑁𝑁 ) and (𝑜 𝑗 , 𝑜 𝑗 .𝑁𝑁 ) are not larger than the score of the top-2𝑘

NN pair.

Partition-based Algorithms. Golin et al [6] propose a partition-based algorithm named Random

to support continuous 1CP search, based on a randomized data structure. The algorithm initializes

Proc. ACM Manag. Data, Vol. 1, No. 3 (SIGMOD), Article 205. Publication date: September 2023.
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with 𝑆1 = S, where S is the set of objects. It then randomly selects an object 𝑜 ∈ 𝑆1 as the pivot and
forms the set 𝑆 ′

1
based on D(𝑜), following a group of partition rules. Next, it sets 𝑆2 to (𝑆1 − 𝑆 ′1) and

partitions 𝑆2 using the same logic used previously to partition 𝑆1. This process is repeated𝑚 times

until the subset 𝑆𝑚 has only two objects. When an object is inserted into S, the algorithm evaluates

whether it contributes to 1CP by accessing these𝑚 partitions, with a cost bounded by O(3𝑑𝑚).
In ideal cases,𝑚 is excepted to be O(log𝑛), and the cost of processing an object is O(3𝑑 log𝑛).
However, the performance of the algorithm is heavily dependent on the pivot objects selected. In
the worst-case scenario,𝑚 might approach 𝑛, and the running time for one insertion/deletion is

O(𝑛). Furthermore, a parallel batch-dynamic data structure for 1CP search is proposed in [28],

which supports batches of insertions and deletions in parallel using the data structure proposed

in [6].

Other Algorithms. Instead of maintaining NN/MNN of objects, a buffer-based algorithm [1] tracks

only a small subset of 𝑛′ (where 𝑛′ < 𝑛) pairs with the lowest scores. In [29], the domination

relationships among pairs, which only exist in the sliding window model, are used to support

KCP search over sliding windows. However, this property is not available in the non-sliding

window model. [30] proposes a unified framework for answering KCP search. It utilizes inverted-

list-based index for maintaining streaming data, applies a TA-based algorithm for NN search, and

finally supports KCP search via maintaining all NN pairs. However, the cost of NN searches over

inverted-lists is high, and this approach is not efficient for data streams. Another algorithm, based

on “reference points”, is proposed in [3, 31]. It selects a collection 𝐶 of random reference points,

calculates distances between object points and these reference points, and uses triangular inequality

to reduce search scale. However, in many cases, the algorithm cannot find suitable reference points,

especially under data stream where the distribution of streaming data changes timely. Thus, the

running cost of processing a newly arrived object in the worst cases is O(𝑛).
Discussion. Tree-based algorithms must maintain all NN/MNN pairs, resulting in high computa-

tional costs. Partition-based algorithms can be unstable as their performance relies heavily on the

quality of the pivots. In the worst cases, the cost of processing one object can be linear to the size of

the dataset. Other methods discussed above are also not efficient for supporting KCP search under

data streams. Thus, a more efficient algorithm is needed to provide stable and effective performance

for KCP search over data streams.

2.2 Threshold-based Continuous SpatialQuery
Continuous spatial query is a type of search that continuously monitors spatial data points around

a specific query point [32]. The query runs continuously and updates in real time as both the query

point and data points change their positions over time. It has been undergone extensive research in

various environments, such as spatial database [33], on-air broadcasting [34–36], data streaming

environments [37], and scenarios involving obstacles [38–41].

Threshold-based continuous spatial query is a specific type of continuous spatial query that

determines relevant data points using a threshold [42]. The threshold defines a safe region around

the query point, and data points that fall outside this safe region are disregarded. This approach is

motivated by the spatio-temporal correlation between query and data objects, as the differences in

positions between two adjacent timestamps for a point are typically not significant. It is efficient as

it minimizes the number of data points that must be processed.

Several threshold-based continuous spatial query algorithms have been developed, such as the

RIS-kNN algorithm [43] that maintains safe regions by considering the moving directions of the

query object, the V*-diagram algorithm [44] that exploits the current knowledge of the query point

for increasing computational efficiency, and the SRB algorithm [45] that computes rectangular safe
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Fig. 2. 3-Closest Pair Search under NNS

regions incrementally for multiple queries. Li et al. have also developed an algorithm in [46] that

implicitly computes safe regions by identifying a set of safeguarding objects that can provide tight

safe regions and are efficient to compute.

It is worth noting that these queries differ from KCP search, which focuses on finding data pairs

with small distances instead of data points near a query point. Additionally, in our paper, the position

of streaming data remains unchanged until it expires from S, and there is no spatio-temporal

correlation between inserted and expired objects. As a result, techniques used in threshold-based

continuous spatial query algorithms cannot be applied to support KCP search.

3 SUPPORTING KCP VIA NN PAIR SET
As mentioned in Section 1, NN pairs are essential in KCP search. In this section, we formally

introduce the concept of NNS (short for Nearest Neighbour pair Set), explain how NNS can support

KCP search, and present an index structure that can construct NNS for a given dataset and maintain

NNS in a dynamic environment.

3.1 Supporting KCP Search Via NNS
Definition 1. NNS. Given a streaming data set S, NNS N (⊂ S × S) consists of all the NN pairs,

i.e., N = ∪𝑜∈S (𝑜 , 𝑁𝑁 (𝑜)).

Lemma 1. Given a streaming dataset S, let 𝑁𝑁𝑘 be the set of top-𝑘 NN pairs having the shortest
distances, 𝑁𝑁𝑘 .𝑜𝑏 𝑗 denote the set of objects that form the pair(s) in 𝑁𝑁𝑘 , and 𝑅𝑘 refer to the result set
of a KCP search. It is guaranteed that ∀(𝑜, 𝑜 ′) ∈ 𝑅𝑘 , 𝑜 ∈ 𝑁𝑁𝑘 .𝑜𝑏 𝑗 ∧ 𝑜 ′ ∈ 𝑁𝑁𝑘 .𝑜𝑏 𝑗 .

Lemma 1’s intuition is that, for any object 𝑜 in S, if its NN pair (𝑜, 𝑁𝑁 (𝑜))∉ 𝑁𝑁𝑘 , any pair

formed by 𝑜 will not contribute to 𝑅𝑘 . Thus, for any pair (𝑜, 𝑜 ′) in 𝑅𝑘 , we can guarantee that

{𝑜, 𝑜 ′} ⊆ 𝑁𝑁𝑘 .𝑜𝑏 𝑗 . We can answer KCP search based on pairs formed by objects in 𝑁𝑁𝑘 , in total

𝑂 (𝑘2) pairs. Figure 2 illustrates this idea via the following example. We present the NN relationships

between objects using a direct graph. For example, 𝑜3’s NN is 𝑜1, so we construct an in-edge from

𝑜3 to 𝑜1 with a weight set to D(𝑜3)=D(𝑜3, 𝑜1)= 0.07. Here, D(𝑜3) refers to the score of 𝑜3, and D(𝑜1, 𝑜3)

refers to the distance between 𝑜3 and 𝑜1. Given 𝑘 = 3, we have 𝑁𝑁3 = {(𝑜1, 𝑜2), (𝑜1, 𝑜3), (𝑜3, 𝑜4)}.
There are four objects in 𝑁𝑁3 .𝑜𝑏 𝑗 , and they can form in total of six pairs: {(𝑜1, 𝑜2), (𝑜1, 𝑜3), (𝑜3, 𝑜4),
(𝑜1, 𝑜4), (𝑜2, 𝑜3), (𝑜2, 𝑜4)}. The top-3 pairs with the shortest distances form the result set 𝑅3 =

{(𝑜1, 𝑜2), (𝑜1, 𝑜3), (𝑜2, 𝑜3)}.
Accordingly, we propose a KCP Search Algorithm with its pseudo-code listed in Algorithm 1.

Initially, the result set 𝑅 is empty, and the set of candidate pairs𝐶𝑎𝑛 is set to 𝑁𝑁𝑘 , i.e., the top-𝑘 NN

pairs inN with the shortest distances (Line 1). The algorithm updates the result set 𝑅 incrementally

by locating the next result pair and updating 𝐶𝑎𝑛 until 𝑅 contains 𝑘 result pairs. In each iteration,

the pair (𝑜, 𝑜 ′) in 𝐶𝑎𝑛 with the shortest distance is moved to 𝑅 as the next result pair (Lines 3-4).

For instance, when 𝑅 is empty, the pair in 𝐶𝑎𝑛 (which is actually 𝑁𝑁𝑘 when 𝑅 is empty) with

the minimum distance is inserted into 𝑅 as the result pair for the 1CP query. Then, the algorithm

updates𝐶𝑎𝑛 based on the candidate pairs newly introduced by the result pair (𝑜, 𝑜 ′) (Lines 5-9). For
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Algorithm 1: The KCP Search Algorithm

Input: dataset S, NNS N , 𝑘

Output: Query Result Set 𝑅

1 𝑅 ← ∅, 𝐶𝑎𝑛 ← construct(N , 𝑘);

2 while |𝑅 | < 𝑘 do

3 let (𝑜, 𝑜 ′) ∈ 𝐶𝑎𝑛 be the pair with the minimum distance;

4 𝐶𝑎𝑛 ← 𝐶𝑎𝑛 − {(𝑜, 𝑜 ′)}, 𝑅 ← 𝑅 ∪ {(𝑜, 𝑜 ′)};
5 for each object 𝑜 𝑗 ∈ 𝐶𝑎𝑛.𝑜𝑏 𝑗 do
6 let (𝑎, 𝑏) ∈ 𝐶𝑎𝑛 be the pair with the max distance;

7 if D(𝑜 𝑗 , 𝑜) < D(𝑎, 𝑏) ∧ (𝑜 𝑗 , 𝑜) ∉ (𝐶𝑎𝑛 ∪ 𝑅) then
8 𝐶𝑎𝑛 ← (𝐶𝑎𝑛 − {(𝑎, 𝑏)}) ∪ {(𝑜 𝑗 , 𝑜)};

9 repeat Lines 6-8 to process 𝑜 ′;

10 return 𝑅;

example, if (𝑎, 𝑏) is the pair in 𝐶𝑎𝑛 with the maximal distance, and (𝑜, 𝑜 𝑗 ) is a new pair formed by

𝑜 and another object 𝑜 𝑗 in 𝐶𝑎𝑛.𝑜𝑏 𝑗 , we replace (𝑎, 𝑏) in 𝐶𝑎𝑛 with (𝑜, 𝑜 𝑗 ) if D(𝑜, 𝑜 𝑗 ) <D(𝑎, 𝑏). Here,
𝐶𝑎𝑛.𝑜𝑏 𝑗 refers to the set of objects that form pairs in 𝐶𝑎𝑛. The algorithm is terminated when |𝑅 |
reaches 𝑘 with total running cost bounded by O(𝑘2).

3.2 The Construction of NNS
As mentioned earlier, NNS can significantly improve the processing of KCP search. In the following,

we will explain how to constructNNS. Intuitively, objects in the streaming data set can be partitioned

into different groups according to their coordinates in different dimensions, and two objects in

adjacent partitions tend to be closer than objects in non-adjacent partitions. Therefore, we can

reduce the cost of NN search by fully utilizing the partition result.

Equal Space Partition. One straightforward way to organize objects in a 𝑑-dimensional space

[0, 1]𝑑 is by recursively partitioning the space into 2
𝑑
equal-sized hypercubes, and then using

a quad-tree 𝑇 to arrange the objects based on these partitions. In this paper, we use the term

hypercube (in short cube) to refer to a 𝑑-dimensional cube that can be formed by partitioning the

unit hypercube [0, 1]𝑑 into (2𝑑 )𝑖 equal-sized subspaces. Each power of 2 hypercube has a side

length of 2
−𝑖
, and its bottom-left coordinate 𝑐 [ 𝑗] in the 𝑗-th dimension should be an integer multiple

of 2
−𝑖
. We will use the term hypercube (or cube) throughout the rest of this paper, provided that

the context is clear.

The partition process continues until every leaf node contains only one object. Each object in

𝑇 corresponds to a hypercube 𝑐 (𝑣1,...,𝑣𝑑 ) , where (𝑣1, . . . , 𝑣𝑑 ) indicates the bottom-left coordinates

of the standard hypercube. The side length of the hypercube is denoted by |𝑐 (𝑣1,...,𝑣𝑑 ) |. For ease of
presentation, we assume 𝑑 = 2 in the following examples. However, our proposed algorithm can

construct quad-trees in higher-dimensional spaces with arbitrary 𝑑 . The quad-tree 𝑇 constructed

using equal space partition has the following property that can help find NNS efficiently.

Property 3.1. Given a leaf node 𝑒 in the quad-tree 𝑇 that contains an object 𝑜 , let 𝑐 (𝑣1,...,𝑣𝑑 )
be its associated hypercube. The distance from 𝑜 to its NN in S is bounded by 2

√
𝑑 |𝑐 (𝑣1,...,𝑣𝑑 ) |, i.e.,

D(𝑜) ≤ 2

√
𝑑 |𝑐 (𝑣1,...,𝑣𝑑 ) |1.

1
Property 3.1 has different forms under different distance functions, e.g., under Chebyshev Distance, the distance from 𝑜 to

its NN is bounded by 2 |𝑐 (𝑣1,...,𝑣𝑑 ) |.
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Property 3.1 enables us to efficiently find objects’ NN based on prior known search ranges

centered at each object. This approach reduces the number of internal nodes that need to be

accessed [47]. For ease of presentation, we adjust the coordinates from [0,1] to [0,64] for the

running example in Section 3. Consider the set of six objects shown in Figure 3(a), located in the

[0, 64]2 space, where 𝑜1 = (42, 50), 𝑜2 = (46, 55), 𝑜3 = (56.1, 56.1), 𝑜4 = (60.1, 60.1), 𝑜5 = (62.1, 62.1),
and 𝑜6 = (63.1, 63.1). Figure 3(b) shows the corresponding quad-tree formed by equal space partition.

Let us use object 𝑜6 as an example. The leaf node associated with 𝑐 (63,63) contains 𝑜6. According
to the construction of quad-tree, we know that there is at least one object in the search range of

2

√
𝑑 |𝑐 (63,63) | (i.e. 2

√
2 · 1 = 2

√
2) centered at 𝑜6. Accordingly, we can submit a range query with a

radius 2

√
2 on the quad-tree, prune the internal node 𝑐 (40,48) whose minimal distance to 𝑜6 is larger

than 2

√
2, and find NN of 𝑜6 (= 𝑜5) after accessing 7 internal nodes and 3 objects (bounded by blue

dotted line in Figure 3(b)).

Cube-Based Partition - Improving Equal Space Partition. In Figure 3(a), the objects in S
are skew-distributed, with many densely packed in a small subspace while many subspaces are

empty, leading to an imbalanced quad-tree shown in Figure 3(b). For example, the first partition,

corresponding to node 𝑐 (32,32) in Figure 3(b), fails to seperate the objects into different cubes.

Subsequent partitions can only separate a small number of objects (e.g., 1 or 2 in our example) from

the others, resulting in a deep and imbalanced tree. The height of this quad-tree is 6. Generally, an

imbalanced tree like this one typicall requires more partitions and longer search time to construct

NNS because the dense hypercube, which contains numerous objects but occupies a small space,

can only be located through multiple steps of equal space partitions.

To address the issue of imbalanced quad-trees caused by skew-distributed objects, we propose an

efficient method that uses median search to locate dense hypercubes and construct a more balanced

tree. Specially, given a set of objects𝑂 = {𝑜1, 𝑜2, · · · , 𝑜𝑙 }, we compute the median value 𝜂 1

2

[ 𝑗] of the
objects’ coordinates along the 𝑗𝑡ℎ dimension and define the virtual object 𝜂 1

2

= (𝜂 1

2

[1], . . . , 𝜂 1

2

[𝑑]).
We then create a set of hypercubes C = {𝑐1, 𝑐2, · · · , 𝑐𝑙 } for𝑂 , where each 𝑐𝑖 is the minimal hypercube

that contains both 𝜂 1

2

and 𝑜𝑖 .

Lemma 2. Given a hypercube 𝑐 ′ ∈ C and let C′ = {𝑐 |𝑐 ∈ C ∧ |𝑐 | ≤ |𝑐 ′ |}, all cubes in C′ are
contained in 𝑐 ′.

Proof Sketch. Given any two hypercubes 𝑐, 𝑐 ′ ∈ C with |𝑐 ′ | ≥ |𝑐 |, they both contain point 𝜂 1

2

and hence 𝑐 ′ must contain 𝑐 . Since C′ contains all the cubes in C having their side-length bounded

by |𝑐 ′ |, the cubes in C′ must be covered by the hypercube 𝑐 ′.
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Algorithm 2: Build-QC-Tree

Input: Object Set 𝑂

Output: QC-tree I
1 Hypercube 𝑐𝑚𝑖𝑛 ← minHyperCube(𝑂);

2 Hypercube Set C ← ∅, Object Set List 𝑆𝐿 ← ∅, 𝑓𝑑𝑒𝑛 ← 0;

3 Node 𝑒 ←createNode(𝑂, |𝑂 |, 𝑐𝑚𝑖𝑛);

4 Construct a virtual object 𝜂 1

2

← (𝜂 1

2

[1], . . . , 𝜂 1

2

[𝑑]);
5 for each object 𝑜𝑖 in 𝑂 do

6 𝑐𝑖 ← minHyperCube(𝑜𝑖 , 𝜂 1

2

), C ← C ∪ {𝑐𝑖 };
7 𝑙 1

2

← medianSideLen(C);
8 if 𝑙 1

2

<
|𝑐𝑚𝑖𝑛 |

2
then

9 Object Set 𝑆𝑑𝑒𝑛 ←getObject(𝑙 1
2

,𝑂), 𝑆𝐿 ← 𝑆𝐿 ∪ 𝑆𝑑𝑒𝑛 , 𝑂 ← 𝑂 − 𝑆𝑑𝑒𝑛 , 𝑓𝑑𝑒𝑛 ← 1;

10 𝑆𝐿 ← 𝑆𝐿∪ eqalPartition(𝑂);

11 for 𝑖 from 1 to |𝑆𝐿 | do
12 if |𝑆𝐿𝑖 .𝑂 | = 1 then

13 Node 𝑒 ′←CreateLeafNode(𝑆𝐿𝑖 .𝑂 , 𝑓𝑑𝑒𝑛);

14 𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛𝑆𝑒𝑡 ← 𝑒 ′ ∪ 𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛𝑆𝑒𝑡 ;
15 else if |𝑆𝐿𝑖 .𝑂 | > 1 then

16 Node 𝑒 ′′←Build-QC-Tree(𝑆𝐿𝑖 .𝑂);

17 𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛𝑆𝑒𝑡 ← 𝑒 ′′ ∪ 𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛𝑆𝑒𝑡 ;

18 return 𝑒;

The key idea behind Lemma 2 is that, given two cubes 𝑐 and 𝑐 ′ in the hybercube set C, if the size
of 𝑐 is greater than that of 𝑐 ′ (i.e., |𝑐 | > |𝑐 ′ |), 𝑐 must contain 𝑐 ′. Therefore, once the hybercube set C
is constructed for a given set of 𝑙 objects 𝑂 , we can locate the hypercube in C with the

𝑙
2
-th largest

side-length, denoted as 𝑐𝑚𝑒𝑑 . Since each hypercube in C contains at least one object, 𝑐𝑚𝑒𝑑 must

cover at least
𝑙
2
out of 𝑙 objects. Let𝑂.𝑐 be the minimal hypercube that contains all the objects in𝑂 .

We can regard 𝑐𝑚𝑒𝑑 as a dense hypercube if its side length is less than half of the side length of𝑂.𝑐 ,

i.e., |𝑐𝑚𝑒𝑑 | < |𝑂.𝑐 |
2

. This is because 𝑐𝑚𝑒𝑑 occupies less than
1

2
𝑑 space of𝑂.𝑐 , but contains at least half

of the objects in 𝑂 . Otherwise, we consider that the object distribution of 𝑂 is not skewed, and we

partition the space into 2
𝑑
sub-space with equal size. Note that, as we will show in Theorem 1, this

allows us to control the height of the index tree, regardless of the object distribution.

Returning to the dataset shown in Figure 3, we construct a virtual object 𝜂 1

2

= (60.1, 60.1) and
form a group of six cubes, C{𝑐1, 𝑐2, · · · , 𝑐6}, where |𝑐1 | = |𝑐2 | = 32, |𝑐3 | = 8 and |𝑐4 | = |𝑐5 | = |𝑐6 | = 4.

For example, 𝑐3 is cube 𝑐 (56,56) with a side-length of 8, which is the minimal cube that bounds 𝑜3
and 𝜂 1

2

. The cube 𝑂.𝑐 that bounds all six objects is a cube 𝑐 (32,32) with a side-length of 32. We find

the hypercube in C with the
𝑙
2
-th largest side-length, denoted as 𝑐𝑚𝑒𝑑 . As |𝑐𝑚𝑒𝑑 | = 4 (<

|𝑂.𝑐 |
2

), 𝑐𝑚𝑒𝑑

(a cube of side-length 4) bounds {𝑐4, 𝑐5, 𝑐6}, and is a dense cube. Note that 𝑜4 and 𝜂 1

2

have the same

coordinates, and we cannot find a minimal hypercube that bounds both. In our implementation,

for an object 𝑜𝑖 that shares the same coordinates as 𝜂 1

2

, its hypercube 𝑐𝑖 ∈ C is set to the one

that bounds 𝑜𝑖 and meanwhile shares the same side-length as the minimum cube in C − {𝑐𝑖 }. For
example, |𝑐4 | is set to 4 in our example.
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The Index QC-Tree. Based on cube-based partition, we propose a novel index named Quad Cube-
Tree (in short QC-Tree). Regardless of the distribution of streaming data in [0, 1]𝑑 space, QC-Tree

has a bounded height of O(log𝑛). Given a set S of streaming data to be organized by a QC-Tree

I, each node 𝑒 ∈ I is represented as ⟨𝑐, 𝑛,𝑂,𝑚𝑎𝑥⟩, where 𝑒.𝑐 is a hypercube, 𝑒.𝑂 is a set of 𝑒.𝑛

objects that fall within 𝑒.𝑐 (i.e., 𝑒.𝑛 = |𝑒.𝑂 |), and 𝑒.𝑚𝑎𝑥 is the maximal score of the objects in 𝑒 (i.e.,

𝑒.𝑚𝑎𝑥 =𝑚𝑎𝑥𝑜∈𝑒.𝑂D(𝑜)). We maintain 𝑒.𝑚𝑎𝑥 to support some operations that will be explained in

Section 3.3.

Algorithm 2 explains the construction of QC-Tree, which is similar to the quad-tree. However,

there are a few differences. Firstly, instead of partitioning objects step-by-step via equal space

partition, it finds a minimal hypercube to cover objects in 𝑂 (Line 1). Secondly, to prevent a deep

path in the constructed tree, before constructing child nodes for an internal node 𝑒 ∈ I under

equal space partition, it checks whether 𝑐𝑚𝑒𝑑 could be regarded as the dense hypercube (Lines

4-7). If so, QC-Tree introduces an extra child node 𝑒𝑑𝑒𝑛 to maintain objects 𝑆𝑑𝑒𝑛 located inside the

dense hypercube (Lines 8-9). For the remaining objects, the algorithm uses equal space partition to

construct corresponding nodes as quad-tree does (Line 10). Finally, when constructing a leaf node

𝑒 ′ corresponding to an object 𝑜 (Lines 12-14), if it has a sibling node 𝑒𝑑𝑒𝑛 (i.e., 𝑓𝑑𝑒𝑛 = 1), 𝑒 ′.𝑐 is set to

a cube that bounds 𝑜 with |𝑒 ′.𝑐 | = |𝑐′ |
2
, where 𝑐 ′ is the minimum cube that bounds 𝑒𝑑𝑒𝑛 .𝑐 and 𝑜 .

Back to the example shown in Figure 3. We first initialize the root node 𝑒 with 𝑒.𝑂 = S, 𝑒.𝑛 = 6

and 𝑒0.𝑐 being a cube with a side-length of 32. We next locate the dense cube, which is a cube with

a side-length of 4 that contains {𝑜4, 𝑜5, 𝑜6}. We then create a new node 𝑒𝑑𝑒𝑛 based on these three

objects. For the remaining objects, we partition them into two cubes 𝑐 (32,48) and 𝑐 (48,48) , which
contain {𝑜1, 𝑜2} and {𝑜3}, respectively. When forming the leaf node 𝑒𝑓 for 𝑜3, we set 𝑒𝑓 .𝑐 to a cube

with a side-length of 4, which is half the side-length of cube 𝑐 (56,56) that bounds 𝑜3 and 𝑒𝑑𝑒𝑛 . As a
result, we obtain a more balanced tree with a height of 3, as shown in Figures 3(c).

Theorem 1. Given a non-leaf node 𝑒 of QC-Tree, let Child(𝑒) represent all its child nodes. If there is
one child node 𝑒𝑖 ∈ 𝐶ℎ𝑖𝑙𝑑 (𝑒) having more than 𝑒.𝑛

2
objects, it is guaranteed that all the child nodes of

𝑒𝑖 have no more than 𝑒.𝑛
2

objects.

Proof Sketch. Let 𝑒 be an interval node of I and 𝜂 1

2

be the median point corresponding to 𝑒.𝑂 . If

we can form a dense hypercube based on 𝑒.𝑂 , we only need to prove that all the child nodes of 𝑒𝑑𝑒𝑛
have no more than

𝑒.𝑛
2

objects. When 𝑒𝑑𝑒𝑛 is partitioned into 2
𝑑
quadrants (𝑒 ′

1
to 𝑒 ′

4
, and 𝑒 ′

1
contains

𝜂 1

2

), 𝑒 ′
1
must contain no more than

𝑒.𝑛
2

objects based on the construction of 𝑒𝑑𝑒𝑛 . Each of the other

quadrants must be located at one-side of 𝜂 1

2

under at least one dimension, and hence the number

of objects covered is no more than
𝑒.𝑛
2
. Otherwise (we cannot form the dense hypercube), we can

obtain the same result following the logic discussed above.

According to Theorem 1, each object 𝑜 can be partitioned into a leaf node at most O(log𝑛) times,

meaning the height of a QC-Tree is bounded by O(log𝑛). Since we use median search to form both

𝜂 1

2

and the dense cube, partitioning objects in a node into its children has a cost that is linear to the

dataset scale with a hidden constant 𝑑 . As a result, the overall construction cost is O(𝑑𝑛 log𝑛).
Constructing NNS Using QC-Tree. The QC-Tree construction algorithm guarantees that each leaf

node 𝑒 has at least one sibling node 𝑒 ′. Both 𝑒.𝑐 and 𝑒 ′.𝑐 are covered by a hypercube with side-length
2|𝑒.𝑐 (𝑣1,...,𝑣𝑑 ) |, which means Property 3.1 still applies to a QC-Tree. Specifically, the distance between

𝑜 and its NN is bounded by 2

√
𝑑 |𝑒.𝑐 (𝑣1,...,𝑣𝑑 ) |. To find the NN of each object 𝑜 ∈ S, we submit a

range query with query radius of 2

√
𝑑 |𝑐 (𝑣1,...,𝑣𝑑 ) |. As the search process on I is similar to that on

quad-tree, we skip the details.

Once the NN of every object is found, we construct NNS N . In the event that 𝑜 and 𝑜 ′ are MNN,

they only form one pair in NNS N . Finally, we update 𝑒.𝑚𝑎𝑥s of different nodes, propagating from
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Fig. 4. Example TNNS and 𝜏-DLBP with 𝜏 = 1.

leaf nodes to their parent nodes until the root node. To illustrate, consider the example shown in

Figure 3(c). We can find the NN of 𝑜6 by checking fewer nodes and objects than in a quad-tree

search, specifically, four nodes and three objects bounded by red dotted line.

3.3 The Maintenance Algorithm
Object Insertion.When an object 𝑜𝑖𝑛 flows into S, we traverse the QC-Tree I to find nodes whose

corresponding hypercubes cover 𝑜𝑖𝑛 . If we encounter a leaf node 𝑒𝑓 , we split 𝑒𝑓 following the logic

of QC-Tree construction. If we reach an internal node 𝑒 such that none of 𝑒’s children contains 𝑜𝑖𝑛 ,

we construct a leaf node 𝑒 ′⟨{𝑜𝑖𝑛}, 𝑐, 1, +∞⟩ for 𝑜𝑖𝑛 . The hypercube 𝑒 ′.𝑐 covers 𝑜𝑖𝑛 and has a side

length of
|𝑒.𝑐 |
2
. If 𝑜𝑖𝑛 falls within two child nodes (i.e., 𝑒𝑑𝑒𝑛 and 𝑒𝑖 that covers 𝑒𝑑𝑒𝑛), we insert 𝑜𝑖𝑛

into 𝑒𝑑𝑒𝑛 . After the insertion, we search for both NN of 𝑜𝑖𝑛 and RNN (short for reverse nearest

neighbour) of 𝑜𝑖𝑛 , and update NNS based on the search result.

To be more specific, we only access each node 𝑒 ∈ I from the root down to the leaf level with

their minimum distances to 𝑜𝑖𝑛 no larger than 𝑟𝑑 =max(𝑒.𝑚𝑎𝑥 , 2
√
𝑑 |𝑐𝑙 (𝑜𝑖𝑛) |). Here, 𝑐𝑙 (𝑜) refers to

the hypercube of a leaf node in I that contains object 𝑜 , which is called the L cube (short for leaf
node hypercube). Recall that the value of 𝑒.𝑚𝑎𝑥 represents the maximum score of 𝑒’s underlying

objects. If 𝑜𝑖𝑛 becomes a new NN for an object 𝑜 ∈ 𝑒.𝑂 , then the distance D(𝑜𝑖𝑛 , 𝑜) must be smaller

than 𝑒.𝑚𝑎𝑥 . We introduce 𝑒.𝑚𝑎𝑥 to each node of I to facilitate the RNN search. On the other hand,

2

√
𝑑 |𝑐𝑙 (𝑜𝑖𝑛) | bounds the distance from 𝑜𝑖𝑛 to its NN. Lastly, for each node 𝑒 we have accessed, we

update 𝑒.𝑚𝑎𝑥 if necessary.

Object Deletion. When an object 𝑜𝑒𝑥𝑝 expires from S, we search the QC-Tree I for nodes whose

corresponding hypercubes cover 𝑜𝑒𝑥𝑝 until we reach the leaf node 𝑒𝑓 . Along the traversal, we

update the value of 𝑒.𝑛 for each node 𝑒 by subtracting 1 (i.e., 𝑒.𝑛 ← 𝑒.𝑛 − 1). When we reach 𝑒𝑓 ,

we delete it from the tree. Additionally, for each RNN 𝑜 of 𝑜𝑒𝑥𝑝 , we need to find its new NN and

update NNS.

QC-Tree Local Re-construction.As new objects arrive and existing objects expire, the distribution

of streaming data may change, causing the distribution of objects among nodes to change as well.

This change can trigger the reconstruction of certain nodes in QC-Tree I. Let 𝑒 be a node of I, 𝑒 ′
be one of its child nodes, and 𝑒 ′′ be a child node of 𝑒 ′. As stated in Theorem 1, 𝑒 ′′.𝑛 ≤ 𝑒.𝑛

2
when

I is constructed. If 𝑒 ′′.𝑛 ≥ 3

4
𝑒.𝑛, we need to invoke the construction algorithm to re-organize the

objects maintained by 𝑒 . We have chosen
3

4
𝑒.𝑛 as the threshold to reduce the frequency of node

re-construction under the condition that the height of I is not high.
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4 SUPPORTING KCP VIA PARTIAL NN PAIRS
In fact, it is not always necessary to use all NN pairs to answer KCP, as typically 𝑘 ≪ 𝑛. In this

section, we present a method for maintaining a small number of NN pairs that can be used to

efficiently answer KCP search.

4.1 The Threshold-based NN Pair Set
Definition 2. TNNS. Let S be a streaming data set. TNNS T (⊂ S × S) consists of all objects 𝑜 in
S with their scores D(𝑜) no larger than 𝑔(𝜏), in the form of NN pairs (𝑜, 𝑁𝑁 (𝑜)). Here, 𝑔(𝜏) is the 𝜏𝑡ℎ
smallest score of objects in S given an integer 𝜏 (≪ 𝑛), and each qualified MNN pair is only captured
once in TNNS.

When a KCP search is submitted, if we can find 𝑘 NN pairs in T with scores bounded by 𝑔(𝜏) (i.e.,
|T | ≥ 𝑘), we can use these 𝑘 NN pairs to find the query result following the idea of Algorithm 1. To

enable TNNS T to support KCP search even when |T | < 𝑘 , we propose a novel partition strategy

𝜏-DLBP that divides objects into disjoint partitions {𝑃1, . . . , 𝑃𝑚}. Each partition 𝑃𝑖 maintains a score

lower bound for the objects in 𝑃𝑖 , and we can find the query results by searching a small number of

partitions.

Definition 3. 𝜏-DLBP. A threshold Distance Lower-Bound based Partition 𝜏-DLBP groups the
streaming data setS into a set of𝑚 disjoint partitionsP = {𝑃1, 𝑃2, . . . , 𝑃𝑚}. Let LB(𝑃𝑖 ) refer to the lower
bound of scores for objects in partition 𝑃𝑖 , i.e., ∀𝑜 𝑗 ∈ 𝑃𝑖 , D(𝑜 𝑗 ) ≥ LB(𝑃𝑖 ), and |𝑃𝑖 | refer to the number
of objects in partition 𝑃𝑖 . Then P satisfies: (1) LB(𝑃𝑚−1) > 𝑔(𝜏); (2) ∀𝑖 ∈ (1,𝑚), LB(𝑃𝑖−1) ≥ 2LB(𝑃𝑖 );
and (3) ∀𝑖 ∈ [1,𝑚), |𝑃𝑖 | ≥

∑𝑚
𝑗=𝑖+1 |𝑃 𝑗 |.

The 𝜏-DLBP uses Constraint (1) to ensure that all the objects in TNNS are maintained in 𝑃𝑚 ,

although 𝑃𝑚 may contain other objects as well. Constraint (2) allows 𝜏-DLBP to use other partitions

to maintain objects based on the lower-bound of their scores, which facilitates the process of KCP

search with a large 𝑘 while reducing the construction/maintenance cost of 𝜏-DLBP since finding the

lower bounds of objects’ scores is easier and cheaper than finding objects’ exact scores. We set this

parameter to 2 so that the distance lower bounds of objects in adjacent partitions are exponentially

decreased (LB(𝑃𝑖−1) ≥ 2LB(𝑃𝑖 )). As we will review in Section 4.3.3 and Section 4.4, this enables us

to support KCP search and local re-partitioning in many cases by accessing only a small number of

objects located in the last few partitions. Constraint (3) further limits the total number of partitions

(i.e.,𝑚) to O(log |S |
𝜏
). In addition, the size of partitions drops exponentially, and objects with lower

scores are contained in smaller partitions with finer granularity, as they have a higher chance of

contributing to KCP search.

Figure 4(b) shows an example of 𝜏-DLBP that groups objects in S into three partitions, based on

𝜏 = 1. The color of the objects indicates the partition they belong to, and each𝑚𝑏𝑖 value listed inside

the box refers to the corresponding LB(𝑃𝑖 ) of partition 𝑃𝑖 . We have 𝑃1 = {𝑜5, 𝑜6, 𝑜7, 𝑜8}, 𝑃2 = {𝑜3, 𝑜4},
and 𝑃3 = {𝑜1, 𝑜2} with LB(𝑃1) = 2

−3
, LB(𝑃2) = 2

−4
and 𝑔(𝜏) = 0.04.

4.2 The Partition Construction
Overview of 𝜏-DLBP Partition. The construction algorithm of 𝜏-DLBP partition starts by using a

QC-Tree to obtain the L cube 𝑐𝑙 (𝑜) for each object or leaf node. Recall that L cube 𝑐𝑙 (𝑜), previously
introduced in Section 3.3, represents the hypercube of a leaf node in QC-Tree that contains object

𝑜 . Since a smaller |𝑐𝑙 (𝑜) | typically implies a potentially lower score D(𝑜), we propose an initial

partition of objects based on the side length of their L cubes. This initial partition is cost-effective

and allows quick organization of objects into reasonable partitions, making it easy to find their
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scores or lower bounds of their scores. The 𝜏-DLBP partition consists of four steps, which we detail

below.

Step 1: L cube-based Partition. Our partition algorithm starts by dividing the objects based on

|𝑐𝑙 (𝑜) |, the side length of their L cubes, using a median search algorithm. To be more specific, let 𝑆

be the set of objects in the original stream dataset S. We compute𝑚𝑏1, the median side length of

|𝑐𝑙 (𝑜) | corresponding to all the objects 𝑜 in 𝑆 . We then form the first partition 𝑃1 by including all

the objects 𝑜 ∈ 𝑆 with |𝑐𝑙 (𝑜) | ≥ 𝑚𝑏1 and update 𝑆 to (𝑆 − 𝑃1). Next, we compute𝑚𝑏2, the median

of |𝑐𝑙 (𝑜) | for all the objects 𝑜 in the updated 𝑆 , and form the second partition 𝑃2 by including all the

objects 𝑜 ∈ 𝑆 with |𝑐𝑙 (𝑜) | ≥ 𝑚𝑏2 and update 𝑆 to (𝑆 − 𝑃2). We repeat this process until the median

side length |𝑐𝑙 (𝑜) | for all the remaining objects 𝑜 in 𝑆 is no larger than 2

√
𝑑 |𝑐2𝜏 |. We then form

the last partition 𝑃𝑚 by including all the remaining objects in 𝑆 and set𝑚𝑏𝑚 = 2

√
𝑑 |𝑐2𝜏 |. Here, 𝑐2𝜏

refers to the L cube having the (2𝜏)𝑡ℎ shortest side-length among all the L cubes of the objects in

the original stream dataset S. The partitions generated in this step satisfy the following properties:

(1) ∀𝑖 ∈ (1,𝑚),𝑚𝑏𝑖−1 ≥ 2𝑚𝑏𝑖 ; (2) ∀𝑖 ∈ [1,𝑚), |𝑃𝑖 | ≥
∑𝑚

𝑗=𝑖+1 |𝑃 𝑗 |; and (3) ∀𝑜 ∈ 𝑃𝑖 with 𝑖 ∈ [1,𝑚),
|𝑐𝑙 (𝑜) | ≥ 𝑚𝑏𝑖 > 𝑚𝑏𝑚 .

In Figure 4(a), dashed-line cubes refer to the L cubes of different objects. We have 𝜏 = 1 and

|𝑐2𝜏 | = 2
−5
. Initially,𝑚𝑏1 = 2

−2
and 𝑃1 = {𝑜5, 𝑜6, 𝑜7, 𝑜8}. Next, as𝑚𝑏2 = 2

−3
, which is still larger than

2

√
𝑑 |𝑐2𝜏 |, we further form the partition 𝑃2 = {𝑜3, 𝑜4}. Finally, as the remaining two objects have

their |𝑐𝑙 (𝑜) | no smaller than 2

√
𝑑 |𝑐2𝜏 |, they form the last partition 𝑃3 with𝑚𝑏3 = 2

√
𝑑 |𝑐2𝜏 | = 2

−3.5
.

Step 2: Score lower-bound Estimation. In this step, we aim to derive score lower bounds for

each object based on a key property of the partitions formed in Step 1. Specifically, we know that

for any object 𝑜 in partition 𝑃𝑖 , where 𝑖 ∈ [1,𝑚), the side-length of its L cube is between𝑚𝑏𝑖 and

𝑚𝑏𝑖−1, i.e., |𝑐𝑙 (𝑜) | ∈ [𝑚𝑏𝑖 ,𝑚𝑏𝑖−1).
To score each object, we utilize the distribution of cube side-lengths to set reasonable ranges for

NN searches. Specially, we scan the objects partition by partition. For a given partition 𝑃𝑖 and an

object 𝑜 ∈ 𝑃𝑖 , we submit in total 𝑖 range queries, denoted as ∪𝑗 ∈[1,𝑖 ]𝑞 𝑗 (𝑜,𝑚𝑏 𝑗 , 𝑃 𝑗 ), to look for its NN
in the first 𝑖 partitions. Each of these 𝑖 queries focuses on one specific partition 𝑃 𝑗 with 𝑗 ≤ 𝑖 and

looks for objects 𝑜 ′ ∈ 𝑃 𝑗 that have their distances to 𝑜 bounded by𝑚𝑏 𝑗 . For example, each object

𝑜 ∈ 𝑃1 submits one range query to find objects in 𝑃1 that have distances to 𝑜 bounded by𝑚𝑏1, each

object 𝑜 ′ ∈ 𝑃2 submits two range queries, one for each of 𝑃1 and 𝑃2, to find objects in 𝑃1 and 𝑃2 that

have distances to 𝑜 bounded by𝑚𝑏1 and𝑚𝑏2 respectively, and so on. We maintain the current NN

and corresponding distance for each object 𝑜 using 𝑜.𝑁𝑁 and 𝑜.𝑑 , respectively. We update these

values based on the search results of range queries. Initially, 𝑜.𝑁𝑁 and 𝑜.𝑑 are set to 𝑁𝑈𝐿𝐿 and

𝑚𝑏𝑖 , respectively.

After processing all the range queries that correspond to objects in S, for each object 𝑜 ∈ 𝑃𝑖 , we
can find ALL objects with distances to 𝑜 bounded by𝑚𝑏𝑖 . This is because the value of 𝑜.𝑁𝑁 , which

represents the NN of an object 𝑜 in partition 𝑃𝑖 , is not solely determined by the objects retrieved

by the 𝑖 range queries ∪𝑞 𝑗 issued by 𝑜 . Instead, it may be updated when 𝑜 falls within a range

query 𝑞𝑖 (𝑜 ′,𝑚𝑏𝑖 , 𝑃𝑖 ) issued by object 𝑜 ′ in a partition 𝑃𝑙 (𝑙 > 𝑖) located behind 𝑃𝑖 . For example, if 𝑜

is retrieved by 𝑞𝑖 (𝑜 ′,𝑚𝑏𝑖 , 𝑃𝑖 ) and D(𝑜, 𝑜 ′) < 𝑜.𝑑 or D(𝑜, 𝑜 ′) = 𝑜.𝑑 ∧ 𝑜.𝑁𝑁 = 𝑁𝑈𝐿𝐿, then 𝑜.𝑁𝑁 is

set to 𝑜 ′ and 𝑜.𝑑 is set to D(𝑜, 𝑜 ′). In other words, if 𝐷 (𝑜, 𝑜.𝑁𝑁 ) < 𝑚𝑏𝑖 , then 𝑜.𝑁𝑁 is the actual

𝑁𝑁 of 𝑜 . Otherwise, we use𝑚𝑏𝑖 as the bound. Consequently, we can find either its actual nearest

neighbor 𝑁𝑁 (𝑜) or the lower bound of its score for each object 𝑜 ∈ S, as stated in Theorem 2.

Furthermore, the NNs located by aforementioned range queries allow us to construct TNNS. This

is because the search radius of all the range queries is no smaller than 𝑚𝑏𝑚 (𝑚𝑏𝑚 = 2

√
𝑑 |𝑐2𝜏 |),

and there are at least 2𝜏 objects whose L Cubes’ side-length is no larger than |𝑐2𝜏 |. According to
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Property 3.1, those objects will have their scores bounded by 2

√
𝑑 |𝑐2𝜏 |. Therefore, we are able to

find all the NN pairs with scores bounded by 2

√
𝑑 |𝑐2𝜏 | and the number of these pairs is at least 𝜏 .

As a result, we can compute 𝑔(𝜏).
Consider the initial partitions shown in Figure 4(a). Object 𝑜5 in 𝑃1 submits a total of one range

query 𝑞1 (𝑜5, 2−2, 𝑃1), which returns ∅. Thus, 𝑜5.𝑁𝑁 remains NULL. Object 𝑜4 in 𝑃2 submits in

total two range queries 𝑞2 (𝑜4, 2−2, 𝑃1) (= {𝑜5}) and 𝑞3 (𝑜4, 2−3, 𝑃2) (= {𝑜3}). After these queries,

𝑜4.𝑑 = 0.09 and 𝑜4.𝑁𝑁 = 𝑜3. In addition, the query 𝑞2 issued by 𝑜4 will update 𝑜5.𝑁𝑁 to 𝑜4, and

𝑜5.𝑑 to 0.19. After processing all the range queries submitted by all 8 objects, we can find the

nearest neighbours for {𝑜1, 𝑜2, 𝑜3, 𝑜4, 𝑜5} and derive score lower-bound for the remaining 3 objects,

as shown in Figure 4(a). Consequently, we compute 𝑔(1), which equals 𝑜1.𝑑 = 0.04.

Theorem 2. After all the range queries (in total
∑𝑚

𝑖=1 𝑖 |𝑃𝑖 |) corresponding to objects in S are
processed, ∀𝑜 ∈ 𝑃𝑖 , if 𝑜.𝑑 = D(𝑜, 𝑜.𝑁𝑁 ) < 𝑚𝑏𝑖 or 𝑜.𝑑 = 𝑚𝑏𝑖 ∧ 𝑜.𝑁𝑁 ≠ 𝑁𝑈𝐿𝐿, we have 𝑜.𝑁𝑁 =

𝑁𝑁 (𝑜); otherwise, 𝑜.𝑑 (which is initialized to𝑚𝑏𝑖 ) serves as the lower bound of D(𝑜).

Proof Sketch: ∀𝑜 ∈ 𝑃𝑖 , the range queries (e.g., the queries ∪𝑖𝑗=1𝑞 𝑗 (𝑜,𝑚𝑏 𝑗 , 𝑃 𝑗 ) issued by 𝑜 and

those ∪𝑜′∈𝑃𝑙 (𝑙>𝑖)𝑞𝑖 (𝑜 ′,𝑚𝑏𝑖 , 𝑃𝑖 ) issued by 𝑜 ′ in partitions 𝑃𝑙 with 𝑙 > 𝑖) have already accessed all

the objects in S that are within at most 𝑚𝑏𝑖 distance to 𝑜 . Thus, if 𝑜.𝑑 = D(𝑜, 𝑜.𝑁𝑁 ) < 𝑚𝑏𝑖 or

𝑜.𝑑 =𝑚𝑏𝑖 ∧ 𝑜.𝑁𝑁 ≠ 𝑁𝑈𝐿𝐿, 𝑜.𝑑 = D(𝑜). Otherwise, 𝑜.𝑑 can serve as the lower bound of D(𝑜).
Step 3: Partition Refinement. In this step, we refine the initial partition based on scores/scores

lower-bounds derived in previous step. First, we calculate the median of the 𝑜.𝑑 values for all objects

𝑜 in S and denote it as𝑚𝑏 ′
1
. Accordingly, we create partition 𝑃1 to contain objects 𝑜 with 𝑜.𝑑 ≥ 𝑚𝑏1

(= 2
⌊log𝑚𝑏′

1
⌋
). Next, we find the median of 𝑜.𝑑 values for the objects 𝑜 in S − 𝑃1, and denote it as

𝑚𝑏 ′
2
. We form partition 𝑃2 to contain objects 𝑜 ′ with𝑚𝑏1 > 𝑜 ′.𝑑 ≥ 𝑚𝑏2 (= 2

⌊log𝑚𝑏′
2
⌋
), and so on. In

this step, we use 2
⌊log𝑚𝑏′𝑖 ⌋ as the distance threshold instead of𝑚𝑏 ′𝑖 to ensure that LB(𝑃𝑖 ) (i.e.,𝑚𝑏𝑖 ) is

in the form of 2
𝑢
. We repeat the above process until the median of 𝑜.𝑑 for all the remaining objects

in S − ∪𝑗

𝑖=1
𝑃𝑖 is bounded by 𝑔(𝜏), where 𝑔(𝜏) is derived from the score lower-bound estimation

step. We then create the last partition 𝑃𝑚 (i.e.,𝑚 = 𝑗 + 1) by including all the remaining objects,

set𝑚𝑏𝑚 to 𝑔(𝜏), and construct TNNS T . Note, partitions 𝑃𝑖s with 𝑖 < 𝑚 have𝑚𝑏𝑖 set to the score

lower bounds of the objects within the partitions, while 𝑃𝑚 has𝑚𝑏𝑚 set to 𝑔(𝜏).
Back to the example depicted in Figure 4. Based on 𝑜.𝑑 values listed in the table, we first calculate

the median of 𝑜.𝑑 values, which is 𝑜5 .𝑑 = 0.19. Accordingly, we create partition 𝑃1 with𝑚𝑏1 =

2
⌊log 0.19⌋ = 2

−3
to include objects {𝑜5, 𝑜6, 𝑜7, 𝑜8}. We then find the median of 𝑜.𝑑 for the remaining

4 objects, which is 𝑜3.𝑑 = 0.07. Accordingly, we create partition 𝑃2 with𝑚𝑏2 = 2
⌊log 0.07⌋ = 2

−4

to include objects 𝑜3 and 𝑜4. As the median of 𝑜.𝑑 for the remaining two objects is 0.04, which is

bounded by 𝑔(1) = 0.04, we create the last partition 𝑃3 with𝑚𝑏3 = 𝑔(1) = 0.04 to include 𝑜1 and 𝑜2.

The final partitions and their score lower bounds are shown in Figure 4(b), where objects of the

same color are located in the same partition. We then construct TNNS T = {(𝑜1, 𝑜2)} accordingly.
Step 4: Cube-based Structure Construction. After constructing 𝜏-DLBP, we build another data

structure𝐶𝑖 for each partition 𝑃𝑖 to support incremental maintenance. The data structure𝐶𝑖 is a set

of hypercubes with side-length𝑚𝑏𝑖 that bounds at least one object 𝑜 in ∪𝑚
𝑙=𝑖
𝑃𝑙 . Essentially, for each

object 𝑜 in the subsequent partitions ∪𝑚
𝑙=𝑖
𝑃𝑙 , there must exist a hypercube 𝑐 ∈ 𝐶𝑖 with side length

|𝑐 | = 𝑚𝑏𝑖 that bounds 𝑜 . Each hypercube 𝑐𝑖𝑗 ∈ 𝐶𝑖 is in the form of ⟨𝑛𝑖𝑗 ,𝑂𝑖
𝑗 ⟩, where 𝑛𝑖𝑗 records the

total number of objects in the subsequent partitions ∪𝑚
𝑙=𝑖+1𝑃𝑙 that fall within the hypercube 𝑐𝑖𝑗 , and

𝑂𝑖
𝑗 refers to the set of objects in the current partition 𝑃𝑖 that are within 𝑐𝑖𝑗 . For the last partition

𝑃𝑚 , its corresponding𝐶𝑚 contains hypercubes with side-length𝑚𝑏𝑚 to maintain objects contained

within 𝑃𝑚 .
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As an example, Figure 4(b) displays two cubes, 𝑐1
1
and 𝑐2

1
, with side length of |𝑐1

1
| = 𝑚𝑏1 = 2

−3

and |𝑐2
1
| =𝑚𝑏2 = 2

−4
, respectively. 𝑐1

1
contains only 𝑜4, which is an object in 𝑃2. Therefore, 𝑛

1

1
= 1

and 𝑂1

1
= ∅. 𝑐2

1
also only contains 𝑜4, and thus 𝑛2

1
= 0 and 𝑂2

1
= {𝑜4}.

Discussion and Cost Analysis. Our main idea is to minimize the running cost required to form

a rough partition based on side-length of objects’ L cubes. We achieve this by using an L cube

formation algorithm that has a running cost of O(𝑑𝑛 log𝑛), and L cube-based partition (also the

partition refinement) via median search that has a running cost of O(𝑛). This allows us to (i) set a

group of reasonable ranges for NN searches; and (ii) adopt a suitable search strategy for objects

located at different partitions. Specifically, if an object 𝑜 has a larger side-length of its L cube, it will

be located at a partition with a smaller partition ID, and it will require fewer range queries. For the

running cost of score lower-bound estimation, each object 𝑜 ∈ 𝑃𝑖 submits 𝑖 range queries. When

searching in 𝑃 𝑗 ( 𝑗 ∈ [1, 𝑖]), the search region overlaps with 3
𝑑
hypercubes. If 𝑖 < 𝑚, each hypercube

contains at most one object, and the running cost spent on each object is bounded by O(3𝑑𝑖).
Otherwise (i.e., 𝑖 =𝑚), the range query cost is bounded by O(𝑚3

𝑑 + 𝜏). Since |𝑃𝑖 | ≤ |𝑃𝑖−1 |
2

, the total

cost spent on range queries is bounded by O
( ∑𝑚

𝑖=1 3
𝑑𝑖 |𝑃𝑖 | + |𝑃𝑚 |𝜏

)
, which is O(∑𝑚

𝑖=1 𝑖
𝑛
2
𝑖 + |𝑃𝑚 |𝜏

)
,

i.e., bounded by O(3𝑑𝑛 + 𝜏2
)
. Therefore, the 𝜏-DLBP construction cost is O(𝑛3𝑑 + 𝜏2 + 𝑑𝑛 log𝑛).

4.3 The Partition Incremental Maintenance
After 𝜏-DLBP and TNNS are constructed, the objects in S may change as new objects arrive and/or

existing objects expire. Consequently, it is important to maintain 𝜏-DLBP and TNNS in a dynamic

manner. In the following, we first explain how to update 𝜏-DLBP and TNNS when an existing object

expires or a new object arrives; we then present the local re-partition.

4.3.1 Expiry of an existing object 𝑜𝑒𝑥𝑝 . To handle object expiration, we make use of a property of

𝜏-DLBP which organizes objects based on their score lower-bounds. The expiration of an object

does not reduce the score (or score lower-bound) of any object, i.e., ∀𝑜 ∈ 𝑃𝑖 (𝑖 ∈ [1,𝑚)),𝑚𝑏𝑖 is still

a valid score lower bound even after 𝑜𝑒𝑥𝑝 expires. This means that when an object expires, we only

need to (i) update the cube-based data structure and (ii) update TNNS if 𝑜𝑒𝑥𝑝 ∈ T .𝑜𝑏 𝑗 .
To update the cube-based structure, we remove 𝑜𝑒𝑥𝑝 from 𝑃𝑖 and update hypercube 𝑐 ∈ 𝐶𝑖

that covers 𝑜𝑒𝑥𝑝 by excluding 𝑜𝑒𝑥𝑝 from 𝑐.𝑂 . In addition, ∀𝑐 ∈ 𝐶 𝑗 corresponding to each partition

𝑃 𝑗 ( 𝑗 < 𝑖) (in front of 𝑃𝑖 ) whose space covers 𝑜𝑒𝑥𝑝 , we reduce 𝑐.𝑛 by one. If 𝑐 (in either 𝐶𝑖 or 𝐶 𝑗 )

becomes 𝑐 ⟨0, ∅⟩, we delete 𝑐 from 𝐶𝑖 or 𝐶 𝑗 .

If 𝑜𝑒𝑥𝑝 ∈ T .𝑜𝑏 𝑗 , we remove all the NN pairs in T that contain 𝑜𝑒𝑥𝑝 . In addition, for each of 𝑜𝑒𝑥𝑝 ’s

RNN 𝑜 ′ in T .𝑜𝑏 𝑗 , i.e., 𝑜 ′ ∈ (𝑅𝑁𝑁 (𝑜𝑒𝑥𝑝 ) ∩ T .𝑜𝑏 𝑗), we submit a range query 𝑞(𝑜 ′, 𝑔(𝜏), 𝑃𝑚) to look

for objects 𝑜 ′′ (if any) in 𝑃𝑚 that are within 𝑔(𝜏) to 𝑜 ′. This range query is to decide whether D(𝑜 ′) is
still bounded by 𝑔(𝜏). If 𝑞(𝑜 ′, 𝑔(𝜏), 𝑃𝑚) ≠ ∅, we find the object 𝑜 ′′ within the range of 𝑔(𝜏) that has
the shortest distance to 𝑜 ′. The new NN pair (𝑜 ′, 𝑜 ′′) is then included into TNNS T . If 𝑜𝑒𝑥𝑝 ∉ T .𝑜𝑏 𝑗 ,
we adopt a lazy update strategy and do not process objects in 𝑅𝑁𝑁 (𝑜𝑒𝑥𝑝 ).

4.3.2 Arrival of a new object 𝑜 . To handle a new object 𝑜 , we first need to determine its score

(or its score lower bound) and assign 𝑜 to a proper partition 𝑃𝑖 , using the similar logic as the

score lower-bound estimation step in constructing 𝜏-DLBP. As 𝑜 could become the new nearest

neighbor to an existing object and decreases its score, we also need to process the affected objects.

Fortunately, 𝜏-DLBP has a useful property that allows us to efficiently handle such cases. Specially,

for a partition 𝑃𝑖 , if the range query 𝑞𝑖 (𝑜,𝑚𝑏𝑖 , 𝑃𝑖 ) issued by 𝑜 does not return any object, then𝑚𝑏𝑖
is still a valid score lower bound for all objects in 𝑃𝑖 . Otherwise, if the query results are impacted

by 𝑜 , we need to further process the objects returned by the query. Finally, if 𝑜’s score is no larger

than 𝑔(𝜏), we update TNNS.
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Scanning Partitions to Derive D(𝑜). To calculate D(𝑜) (or its lower bound) for a new object 𝑜 ,

we again use range queries to scan objects partition by partition. Specifically, we conduct a range

query 𝑞 𝑗 (𝑜,𝑚𝑏 𝑗 , 𝑃 𝑗 ) per partition to identify objects in 𝑃 𝑗 that are within𝑚𝑏 𝑗 distance to 𝑜 . We

start with 𝑗 = 1, 𝑜.𝑑 = +∞, and 𝑜.𝑁𝑁 = 𝑁𝑈𝐿𝐿. We gradually increase the value of 𝑗 and update

𝑜.𝑁𝑁 and 𝑜.𝑑 based on the objects returned by 𝑞 𝑗 . Let𝐶
𝑞 𝑗

𝑗
represent the overlap between the search

range of 𝑞 𝑗 and all the hypercubes in 𝐶 𝑗 , i.e., 𝐶
𝑞 𝑗

𝑗
= {𝑐 ∈ 𝐶 𝑗 |𝑐 ∩ 𝑟𝑎𝑛𝑔𝑒 (𝑜,𝑚𝑏 𝑗 ) ≠ ∅}. As the index 𝑗

of a partition 𝑃 𝑗 currently evaluated increases its value from 1 gradually and the side-length𝑚𝑏 𝑗

of the hypercubes in 𝐶 𝑗 (that is also the radius𝑚𝑏 𝑗 of the range query 𝑞 𝑗 ) keeps decreasing, their

overlap 𝐶
𝑞 𝑗

𝑗
becomes smaller. We terminate the scanning when we encounter a partition 𝑃𝑖 (𝑖 < 𝑚)

where the overlap is reduced to zero (i.e., 𝐶
𝑞𝑖
𝑖

= ∅) or none of the objects in subsequent partitions

falls within the overlaps (i.e.,

∑
𝑐∈𝐶𝑞𝑖

𝑖
𝑐.𝑛 = 0).

This is because, as stated in Property 4.1, the distance from 𝑜 to any object in the subsequent

partitions is longer than𝑚𝑏𝑖 , and hence we can safely terminate the evaluation of partitions. If

𝑜.𝑑 = D(𝑜, 𝑜.𝑁𝑁 ) ≤ 𝑚𝑏𝑖 , where 𝑃𝑖 is the last partition we scan, then 𝑜.𝑑 is the score of 𝑜 . Otherwise,

we use𝑚𝑏𝑖 as score lower-bound of 𝑜 .

Property 4.1. Recall that𝐶𝑖 (𝑖 < 𝑚) is the set of hypercubes with side length𝑚𝑏𝑖 associated with
partition 𝑃𝑖 . If 𝐶

𝑞𝑖
𝑖

= ∅ or ∑𝑐∈𝐶𝑞𝑖
𝑖
𝑐.𝑛 = 0, ∀𝑜 ′ ∈ ∪𝑚𝑗=𝑖+1𝑃 𝑗 , D(𝑜, 𝑜 ′) > LB(𝑃𝑖 ) =𝑚𝑏𝑖 .

Inserting 𝑜 to a Proper Partition. To insert an object 𝑜 into the correct partition, we compare

its distance 𝑜.𝑑 with𝑚𝑏𝑖 values of the partitions. If 𝑜.𝑑 < 𝑚𝑏𝑚−1, we insert 𝑜 into 𝑃𝑚 . If𝑚𝑏𝑚−1 ≤
𝑜.𝑑 < 𝑚𝑏1, we insert 𝑜 into a partition 𝑃 𝑗 where𝑚𝑏 𝑗 ≤ 𝑜.𝑑 < 𝑚𝑏 𝑗−1. Otherwise (𝑜.𝑑 ≥ 𝑚𝑏1), we

insert 𝑜 into 𝑃1. This process guarantees that 𝑜 will be inserted into the partition 𝑃𝑖 such that D(𝑜)

is within the range of [(1 +
√
𝑑)𝑚𝑏𝑖−1,𝑚𝑏𝑖 ], as stated in Theorem 3. Note, even if object 𝑜.𝑁𝑁 is

not the real nearest neighbor of 𝑜 (i.e., 𝑜.𝑑 ≥D(𝑜)), we ensure that 𝑜 is inserted into the correct

partition. Additionally, the hypercube set 𝐶𝑙 of the affected partitions is updated.

Theorem 3. Given an object 𝑜 to be inserted to a partition 𝑃𝑖 , if 𝑜 ∉ T .𝑜𝑏 𝑗 , it is guaranteed
D(𝑜)∈ [(1 +

√
𝑑)𝑚𝑏𝑖−1,𝑚𝑏𝑖 ].

Proof Sketch: Let 𝑃 𝑗 be the last partition we have accessed, 𝑃𝑖 be the partition 𝑜 is inserted into,

and 𝑜 ′ be the object in the first 𝑗 partitions∪𝑗

𝑙=1
𝑃𝑙 having the shortest distance to 𝑜 . If D(𝑜, 𝑜 ′) ≤ 𝑚𝑏𝑖 ,

𝑜 ′ must be 𝑁𝑁 (𝑜) following the logic discussed in Theorem 2. Otherwise, there is at least one

hypercube 𝑐 (𝑐.𝑛 > 0) of 𝐶 𝑗−1 associated with partition 𝑃 𝑗−1 that overlaps with the search range

of 𝑞 𝑗−1. This implies that at least one object 𝑜 ′′ in ∪𝑚
𝑙=𝑗

𝑃𝑙 fallen inside 𝑐 . As the maximal distance

between 𝑜 and 𝑐 is no larger than (1 +
√
𝑑)𝑚𝑏 𝑗−1, we have D(𝑜) ≤ D(𝑜, 𝑜 ′′) ≤ (1 +

√
𝑑)𝑚𝑏 𝑗−1(𝑖 = 𝑗

under this case, and D(𝑜)∈ [(1 +
√
𝑑)𝑚𝑏𝑖−1,𝑚𝑏𝑖 ] is also held).

Take an example in Figure 4(c). When object 𝑜9 arrives, we scan partitions to find its score. We

first submit a range query 𝑞1 (𝑜9,𝑚𝑏1 = 2
−3, 𝑃1) on partition 𝑃1, which returns ∅. Meanwhile, we

have

∑
𝑐∈𝐶𝑞

1

1

𝑐.𝑛 = 0, which means that there are no objects in 𝑃1 that fall within the range of 𝑞1.

Consequently, we terminate the evaluation, and use𝑚𝑏1 as the lower bound of D(𝑜9). We then

insert 𝑜9 into partition 𝑃1 and update 𝐶1 by including a new hypercube.

Impact of 𝑜 on Existing Objects. As presented above, when evaluating a partition 𝑃 𝑗 ( 𝑗 < 𝑚), the

corresponding range query 𝑞 𝑗 (𝑜,𝑚𝑏 𝑗 , 𝑃 𝑗 ) locates all the objects in 𝑃 𝑗 that are within𝑚𝑏 𝑗 distance

to 𝑜 . ∀𝑜 ′ ∈ 𝑞 𝑗 (𝑜,𝑚𝑏 𝑗 , 𝑃 𝑗 ), object 𝑜 becomes the new NN of 𝑜 ′ and𝑚𝑏 𝑗 is no longer a valid lower

bound of 𝑜 ′’s score. We move 𝑜 ′ to an appropriate partition using the same logic applied to process

𝑜 and update the hypercube set 𝐶𝑙 of the affected partitions accordingly.
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Impact of 𝑜 on TNNS. If D(𝑜)≤ 𝑚𝑏𝑚 , we form a new pair (𝑜, 𝑜.𝑁𝑁 ), and insert it into TNNS. If

D(𝑜) is smaller than 𝑔(𝜏), we reduce 𝑔(𝜏) accordingly as 𝑔(𝜏) refers to the 𝜏-th smallest score of

objects in S. We update TNNS so that it only contains objects whose scores are bounded by the new

𝑔(𝜏). We perform the same operations to handle objects that are impacted by 𝑜 if their scores are

reduced to no larger than 𝑔(𝜏). In particular, if 𝑔(𝜏) is reduced to
𝑚𝑏𝑚
2

, we update𝑚𝑏𝑚 to the new

𝑔(𝜏) value and update hypercubes𝐶𝑚 associated with 𝑃𝑚 accordingly based on the new side-length

𝑚𝑏𝑚 .

4.3.3 The Local Re-Partition. After 𝜏-DLBP is constructed, the partitions may need to be adjusted

due to the arrival of new objects or expiry of existing objects. This is done through local re-

partition of 𝜏-DLBP, which is triggered if any of the following conditions are met: i) |T | < 𝜏
2
; or ii)

∃𝑖 ∈ [1,𝑚 − 1] such that |𝑃𝑖 | ≤
∑𝑚

𝑗=𝑖+1 |𝑃 𝑗 |; or iii)|T .𝑜𝑏 𝑗 | < |𝑃𝑚 |
2

.

LocalRe-PartitionUnderCondition i).When some objects expire fromT .𝑜𝑏 𝑗 , local re-partitioning
under condition i) is triggered, which involves reforming TNNS using the partitions of 𝜏-DLBP.

A useful property of 𝜏-DLBP is that for each partition 𝑃𝑖 (𝑖 < 𝑚 − 1), LB(𝑃𝑖 ) ≥ 2LB(𝑃𝑖+1) and
|𝑃𝑖 | ≥

∑𝑚
𝑗=𝑖+1 |𝑃 𝑗 |. This allows us to efficiently access a small number of objects located at the last

few partitions to reform TNNS in most cases.

Specifically, we first consider objects in partition 𝑃𝑚 and we perform L cube-based partition and

score lower-bound estimation of 𝜏-DLBP construction based on objects in 𝑃𝑚 . If we can find at least

𝜏 NN pairs with scores smaller than LB(𝑃𝑚−1), we do not search other partitions, as the scores

of objects in other partitions are all no smaller than LB(𝑃𝑚−1). Otherwise, we consider objects in
𝑃𝑚 and the partition right before 𝑃𝑚 . We merge 𝑃𝑚−1 into 𝑃𝑚 and repeat the above operations.

Again, if we can find at least 𝜏 NN pairs with scores smaller than LB(𝑃𝑚−2), we do not search other

partitions, but instead execute the Partition Refinement of 𝜏-DLBP partition construction. Otherwise,

we should consider objects in 𝑃𝑚−2 and so on. Here, we use the notation “𝑚” to refer to the last

partition that contains objects of TNNS, even though the actual value of𝑚 may change during the

local re-partition.

Note that when objects expire, the scores of some objects may become larger. Consequently,

lower bounds associated with partitions might be very loose (e.g., the real lower bounds are much

larger than the current lower bounds). This could lead to the search not terminating even after

searching all partitions. In such cases, we re-construct 𝜏-DLBP from scratch using the 𝜏-DLBP

construction presented in Section 4.2.

The algorithm is simple, but we would like to highlight two points. Firstly, after forming the new

T , we need to remove objects in 𝑃𝑚 with scores/score lower-bounds no smaller than LB(𝑃𝑚−1)
into 𝑃𝑚−1. Secondly, we use a QC-Tree-liked index I ′ to maintain part of objects in S and use the

side-length of hypercubes in the leaf nodes of I ′ to estimate the score lower bounds of objects,

instead of using L cubes of objects. To keep the scale of I ′ small, each object 𝑜 ∈ S is maintained

in I ′ if it has participated at least once in the latest 𝑛 local re-partitions of S.
Take Figure 4(c) as an example. When 𝑜1 expires from S, TNNS becomes empty and local re-

partition is triggered under condition i). Since there is only one object in 𝑃𝑚 (𝑚 = 3), we first

merge the objects in 𝑃2 and 𝑃3, i.e., {𝑜2, 𝑜3, 𝑜4}. After performing L cube-based partition and score

lower bound estimation, we find that 𝑜2 .𝑁𝑁 = 𝑜3 and 𝑜3 .𝑁𝑁 = 𝑜2 with 𝑜2 .𝑑 = 𝑜3 .𝑑 = 0.08, and

𝑜4.𝑁𝑁 = 𝑜3 with 𝑜4.𝑑 = 0.09. Since all three scores are smaller than LB(𝑃1) = 𝑚𝑏1 = 2
−3
, we set

𝑔(𝜏) =𝑚𝑏2 = 0.08 and TNNS T = {(𝑜2, 𝑜3)}. As 0.08 is the median of 𝑜.𝑑 value of objects in 𝑃𝑚 , no

partition refinement is required. Therefore, {𝑜2, 𝑜3, 𝑜4} form the last partition 𝑃𝑚 (𝑚 = 2).
Local Re-Partition Under Other Conditions. For condition ii) |𝑃𝑖 | <

∑𝑚
𝑗=𝑖+1 |𝑃 𝑗 |, we can treat

objects in ∪𝑚𝑗=𝑖𝑃 𝑗 as a dataset and apply the partition refinement step introduced in Section 4.2 to
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perform local re-partition. For condition iii) |T .𝑜𝑏 𝑗 | < |𝑃𝑚 |
2

, i.e., when partition 𝑃𝑚 contains many

objects with scores (or score lower-bounds) in the range of (𝑔(𝜏),𝑚𝑏𝑚−1), we split objects in 𝑃𝑚
into 𝑃𝑚 and 𝑃𝑚+1, using the same logic as partition refinement step presented in Section 4.2.

Discussion. In some extreme cases, the local re-partition may lead to a high cost if the top-𝜏 NN

pairs with smallest scores keep changing. For example, if many objects of T expire, it triggers

the local re-partition due to condition (i), which in turn increases 𝑔(𝜏) and leads to objects from

other partitions (e.g., 𝑃𝑚−1) being merged into partition 𝑃𝑚 . This can result in 𝑃𝑚 becoming much

larger, triggering the local re-partition because of condition (iii) and causing partition 𝑃𝑚 to be split

into two partitions. If objects in the newly formed T expire again, 𝑃𝑚 again requires expansion

by including objects from other partitions. The merge and split of 𝑃𝑚 may happen frequently.

Although this scenario has a low occurrence probability, we provide a solution by maintaining

additional information related to NN pairs whose scores are within the range of [𝑚𝑏𝑚, 2𝑚𝑏𝑚] to
alleviate the high cost after 𝑃𝑚 is split into 𝑃𝑚 and 𝑃𝑚+1.

4.4 KCP Search Under TNNS and 𝜏-DLBP
When a KCP search is submitted, if there are at least 𝑘 such pairs, the top-𝑘 pairs are selected as the

result pairs to complete the search, following the logic presented in Algorithm 1. However, if there

are less than 𝑘 pairs, we need to scan objects in other partitions to find 𝑘 closest pairs, following

the same logic used to perform local re-partition under condition (i). For example, if the top-𝑘 pairs

in 𝑃𝑚 have their scores no greater than LB(𝑃𝑚−1), these 𝑘 pairs form the answer set. Similarly, if

the top-𝑘 pairs can be found in 𝑃𝑚 ∪ 𝑃𝑚−1 with scores no greater than LB(𝑃𝑚−2), these 𝑘 pairs form

the answer set, and so on. As the algorithm is almost the same as local re-partition under condition

i), we skip the details to save space.

In the following, we will briefly discuss the overall cost of supporting KCP search under 𝜏-

DLBP. As the number of partitions is bounded by O(log 𝑛
𝜏
), the running cost of processing each

update is bounded by O
(
(𝑑 + 3𝑑 ) log 𝑛

𝜏
+ 𝜏

)
. The local re-partition under condition i) is based on

𝜏-DLBP construction. We assume that the last 𝑢 partitions are involved in the local re-partition. As

|𝑃𝑖 | ≥ 2|𝑃𝑖+1 | is guaranteed, the overall running cost is O(3𝑑
∑𝑚

𝑖=𝑚−𝑢+1
𝑖 |𝑃𝑖 |
2
𝑖 +𝜏2 +𝑑 |𝑃𝑢 | log |𝑃𝑢 |), i.e.,

bounded by O(3𝑑𝑛 + 𝜏2 + 𝑑𝑛 log𝑛) (amortized cost of each object is O(3𝑑 + 𝜏 + log𝑛)). Moreover,

we can prove that the cost of supporting one KCP search under 𝜏-DLBP is O(3𝑑𝑛𝑘 +𝑘2 +𝑑𝑛𝑘 log𝑛𝑘 ),
following the logic of local re-partition. Here, 𝑛𝑘 refers to the number of objects that are evaluated

during the search, and its value is excepted to be (2𝑗 − 1)𝜏 where 𝑗 is the minimal integer satisfying∑𝑗

𝑖=0
|𝑃𝑚−𝑖 | ≥ 2𝑘 .

Based on the above analysis, we understand that parameter 𝜏 provides a trade-off between the

KCP search efficiency and the update cost of 𝜏-DLBP. Setting a larger 𝜏 increases the number of NN

pairs maintained by TNNS, which in turn enhances the chances of finding objects in TNNS directly

to support KCP search with a lower search cost. However, a larger 𝜏 also increases the maintenance

cost of 𝜏-DLBP. Thus, the selection of 𝜏 value depends on several factors such as the distribution of

𝑘 , query submission speed (the number of submitted queries per time unit), update frequency, and

object distribution. If we have prior knowledge about these factors and the relative importance

of update performance and search efficiency for the application, we can create a cost model to

determine the optimal 𝜏 value. However, if we lack prior knowledge, we recommend setting 𝜏 to a

constant. In our implementation, we set 𝜏 to 100 as we assume zero prior knowledge. Nonetheless,

its value can be adjusted easily to accommodate the needs of different applications.
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Table 2. Parameter Settings.

Parameter Values

𝑛 100K, 200K, 500K, 1M, 2M, 5M, 10M

mean of 𝑘 (SD= 1) 10, 20, 50, 100, 200, 500, 1000

𝑠 0.01%, 0.05%, 0.1%, 0.5%, 1%, 5%, 10% (×𝑛)
𝜏 10, 50, 100, 200, 500, 1000

5 PERFORMANCE EVALUATION
In this section, we present the results of our extensive experiments designed to demonstrate the

efficiency of our proposed techniques.

5.1 Experiment Settings
Datasets. We conduct our experiments using five datasets, including two real datasets, Stock and

Trip, and three synthetic datasets, Multi, Uniform and Normal.

(i) Stock. It consists of 1G stock transactions corresponding to 2, 300 stocks from Shang-

hai/Shenzhen Stock Exchange over a period of 24 months. Each transaction record 𝑟 is defined as

(𝑝 , 𝑣 , 𝑡 ), where 𝑝 and 𝑣 refer to the price and volume of the transaction, respectively, and 𝑡 records

the transaction time. Two stocks are considered similar if they share similar prices and similar

cumulative volumes over a period of time. KCP search enables us to find potential connections

between stocks. In our implementation, records are flowed into/expired from S based on their

transaction time.

(ii) Trip. It contains 1.6G trip records from NYC, collected over a period of 72 months [48]. Each

record 𝑟 in Trip is denoted as (𝑜 , 𝑑 , 𝑡 ), where 𝑜/𝑑 indicates its origin/destination location, and 𝑡

refers to its pick-up time. Trip records flow into S based on their pick up time and expire from S
after another |S| objects flow into S. KCP search can find highly similar bookings.

(iii) Multi. It contains 1G 4-dimensional objects divided into 1, 024 equal-sized subsets. Objects in

the same subset follow a common normal distribution with mean and standard deviation randomly

generated from the ranges of [1000,9000] and [1,10], respectively. We use this dataset to evaluate

the effect of data distribution on algorithm performance.

(iv) Uniform and (v) Normal. They contain 1G objects with 2 to 8 dimensions respectively,

where 4 is the default dimensionality. Objects in them follow uniform and normal distribution,

respectively. Object arrivals and expiration are randomly generated.

Distance functions. For Trip, ( |𝑟2.𝑜 − 𝑟1 .𝑜 |2 + |𝑟2.𝑑 − 𝑟1.𝑑 |2 + 𝛼 |𝑟2.𝑡 − 𝑟1.𝑡 |2)1/2 is the distance

function, where 𝛼 is a constant related to the average speed of taxis and it is set to 40 in our

implementation. For other datasets, Euclidean distance between objects is considered.

Query workload. Each query workload consists of 100 queries. The values of 𝑘 in each query

workload follow normal distribution, with the mean values listed in Table 2 and a standard deviation

(SD) of 1.

Other Parameters. We evaluate the performance of different algorithms under parameters 𝑛 and

𝑠 . 𝑛 refers to the size of the streaming data set S; and 𝑠 refers to the update rate of the stream;

specifically, 𝑠% × 𝑛 new objects flow into S whenever S updates, and 𝑠% × 𝑛 existing objects expire

from S. We use parameter 𝑠 to simulate the speed of the stream. In addition, we study the impact

of 𝜏 on 𝜏-DLBP, as it only maintains top-𝜏 NN pairs in TNNS. Table 2 shows the parameter settings,

with bold indicating the default values.

Performance Metrics. We use the following five performance metrics. 1) Overall running time
measures the algorithm’s performance when handling query workloads and updates. We report the
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Fig. 5. Overall Performance Comparison under different 𝑛 (mean of 𝑘 = 100, 𝑠 = 1% × 𝑛 and 𝜏 = 100)

average time required to handle 100 query workloads and 1M updates. 2) Construction time evaluates
how fast the algorithms can construct their indexes during initialization. 3) Data throughput
measures the average number of updates per second that the algorithm can process, which indicates

how fast the algorithms respond to updates. 4) Query throughput measures the average number of

queries per second that the algorithm can process, which indicates how fast the algorithms respond

to KCP search. 5) Index size records the average size of the indexes used by different algorithms.

Competitors. This study presents the first attempt to support KCP search over data streams. We

extend several state-of-the-art algorithms to serve as competitors.

(i) C-Box [5]: It maintains all MNNs to support 1CP search. To support KCP search, we maintain

all NN pairs instead. In other words, C-Box borrows the algorithm from NNS to support KCP search

but uses a different index to maintain streaming data.

(ii) Random [6]: It can support 1CP as it has the closest pair in the last partition. To support KCP

search, we assume that it uses the last partition to maintain TNNS, following the logic discussed in

Section 4. It borrows the algorithm from TNNS to support KCP search but uses a different approach

to partition the streaming data.

(iii) LIST [29]: It supports KCP search under sliding window based on domination relationship

among pairs, which is not applicable in our setting. We modify it to maintain 𝑛′ (∈ [
√
𝑛, 2
√
𝑛]) pairs

with the smallest scores, similar to the buffer-based algorithm [1]. LIST pre-processes KCP search

and can provide immediate answer if 𝑘 ≤ 𝑛′, but it cannot support KCP search when 𝑘 > 𝑛′.
(iv) LIST-NN [30] and (v) M-Tree [8]: They use inverted-list-based and M-Tree-based structures,

respectively, to maintain streaming data and support KCP search via maintaining all NN pairs.

(vi) R-Tree [25]: It does not consider how to support KCP search under data stream. We modify it

by borrowing the algorithm from QC-Tree to incrementally maintain all NN pairs to support KCP

search.

In addition to these six competitors, we implement QC-Tree and 𝜏-DLBP, two structures proposed

in this paper to support KCP search. The former maintains all NN pairs via a tree structure and

supports KCP search via algorithm 1. The latter partitions objects based on their score lower bounds

and maintains top-𝜏 NN pairs via TNNS. All algorithms are implemented in C++, purely in memory,

and experiments are conducted on a 622R CPU with 256GB of memory, running on Win 10.

Proc. ACM Manag. Data, Vol. 1, No. 3 (SIGMOD), Article 205. Publication date: September 2023.



Closest Pairs Search Over Data Stream 205:21

5.2 Algorithm Comparisons

Overall Performance Comparison. We first conduct experiments to compare the overall per-

formance of all the algorithms across different 𝑛 values. Figure 5 reports the average running times

of the algorithms handling 1M updates and 100 query workloads. We find that 𝜏-DLBP consistently

outperforms all competitors across all datasets. For example, under Stock, it is on average 5𝑋 , 8.2𝑋 ,

4.5𝑋 , 9𝑋 , 30.3𝑋 , 50𝑋 , and 53𝑋 times faster than QC-Tree, M-Tree, Random, R-Tree, C-Box, LIST, and

LIST-NN, respectively. This result is mainly due to 𝜏-DLBP’s ability to avoid maintaining all NN pairs

while keeping the number of partitions bounded by O(log 𝑛
𝜏
). This feature allows for processing of

every newly arrived or expired object within logarithmic time. In contrast, QC-Tree, M-Tree, R-Tree,

C-Box and LIST-NN have to maintain all NN pairs, while Random may result in partitions that are

either too small or too large. When there are too many partitions, each newly arrived object has to

access many partitions, and when there are too few partitions, the cost of local re-partition or KCP

search may be high. LIST, on the other hand, incurs high overall cost because newly arrived objects

have to access multiple elements in each inverted list.

Secondly, we observe that the running time of 𝜏-DLBP is stable and not sensitive to data distribu-

tion. As 𝜏-DLBP organizes objects based on their scores or the lower score bounds, the distribution

of the streaming dataset has a limited impact on its performance. In contrast, Random is sensitive

to data distribution and may not form a suitable partition when data is skewed distributed. This

explains why Random incurs much longer running time under Stock and Normal. Similarly,M-tree,

C-Box, QC-Tree and R-tree are sensitive to the change of data distribution too, causing their running

times to increase significantly under different scenarios. For example, they all require significantly

longer running time under Multi and Normal. These algorithms need to frequently adjust the

tree structure to accommodate the changes in data distribution.

Thirdly, we observe that QC-Tree outperforms M-Tree. One possible reason is that when the data

dimension is low, the distribution of streaming data is not sparse, and the L cubes used by QC-Tree

provide objects with relatively tight boundary. Since there is no overlapping among different L

cubes, QC-Tree has a stronger pruning ability. However, when data dimension 𝑑 increases, the

searching radius of QC-Tree also increases, leading to the algorithm accessing more cubes when

searching for object’ NN. This partly offsets the advantages of QC-Tree discussed earlier. Specifically,

we find that when the data dimension 𝑑 equals to 4, the running time difference between these two

algorithms becomes small.

Lastly, we observe that LIST and LIST-NN perform significantly worse than the other algorithms

across all datasets and for various𝑛 values. While LIST can provide immediate answers to KCP search

when 𝑘 ≤ 𝑛′ by maintaining 𝑛′ pairs with the smallest scores, it is not suitable for a highly dynamic

environment where objects frequently change. The reported running time is based on handling 1M

updates and 100 query workloads, which is mainly dominated by the updates. Similarly, LIST-NN is

also unsuitable for supporting KCP search under data streams. For example, the running time of

both algorithms exceeds 200 seconds in most cases, while 𝜏-DLBP takes less than 10 seconds. Thus,

for clearer presentation, we exclude LIST and LIST-NN from the remaining experiments.

Construction Cost Comparison.We evaluate the cost of index construction for all the algorithms

across different datasets. The results, as shown in Figures 6(a), 6(e), 6(i), 6(m), and 6(q), indicate that

𝜏-DLBP has the most efficient index construction. This is because 𝜏-DLBP partitions objects based

on side-length of their L-Cubes, which reduces the number of NNs that need to be found, resulting

in a significant reduction in construction time. In contrast, Random often fails to create proper

partition, leading to repeated partitioning and higher construction costs; tree based algorithms

have to find NNs for all the objects and hence their construction cost is high.
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Fig. 6. Algorithms Comparison under different datasets (𝑛 =1M, 𝑠 = 1% × 𝑛, mean of 𝑘 = 100, and 𝜏 = 100)

Data Throughput Comparison. Figures 6(b), 6(f), 6(j), 6(n), and 6(r) show the data throughput

results of various algorithms for different 𝑛 values. 𝜏-DLBP performs the best again, in part because

most objects under 𝜏-DLBP can be inserted into a proper partition by accessing a small number of

partitions. By contrast, inserting an object into a QC-Tree or C-Box incurs a running cost that is

linear to their heights. Furthermore, we find that QC-Tree always outperforms C-Box, as QC-Tree

can efficiently adjust its structure to maintain a balance. Also, QC-Tree always outperforms M-tree

and R-tree. One main reason is there is no overlapping among different L cubes and QC-Tree has

a stronger pruning ability. We also find that Random performs better than QC-Tree in most cases,

though it has a similar data throughput than QC-Tree under Stock. This well demonstrates that the

performance of Random is not stable as it cannot always find suitable “pivots points”, especially

when data distribution is skewed.

We also report the data throughput under different 𝑠 values, with 𝑛 fixed at 1M, in Figures 6(c),

6(g), 6(k), 6(o), and 6(s). We observe that as 𝑠 increases, all the algorithms have higher throughput

and 𝜏-DLBP again performs the best. The reason is that a larger 𝑠 leads to lower cost for processing
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Fig. 7. Update Time vs. 𝑑 using synthetic datasets

expiration objects. For example, suppose 𝑝 (𝑜, 𝑜 ′) is a NN pair. If 𝑜 and 𝑜 ′ both expire from S at the

same time, we do not need to re-search their NNs.

Query Throughput Comparison.We then evaluate the query throughput of KCP search using

different algorithms. As QC-Tree, C-BOX and R-Tree use the same KCP search algorithm, they incur

the same query throughput and we only report the results under QC-Tree. Figures 6(d), 6(h), 6(l),

6(p) and 6(t) report the results. As expected, QC-Tree outperforms others since it can quickly find

the answer to KCP search by accessing objects that form the top-𝑘 NN pairs. On the other hand,

M-Tree requires a longer query time than QC-Tree, as it considers top-2𝑘 pairs when supporting KCP

search. 𝜏-DLBP achieves comparable performance, with a query throughput about 75% of QC-Tree,

thanks to its proper partitioning of objects and the ability to support KCP search via accessing a

small number of partitions even when 𝑘 > 𝜏 . In contrast, Random requires a much longer query

time, highlighting the importance of proper partitioning, as the main difference between Random

(after major extension) and 𝜏-DLBP is the way they form partitions.

Data Throughput vs. 𝑑 .We further evaluate the data throughput of different algorithms when

dimansionality𝑑 increases, with the results reported in Figure 7.We observe that the data throughput

of all algorithms decreases with the increase of 𝑑 , and 𝜏-DLBP outperforms all the competitors

once again. One important reason for this is that as 𝑑 increases, the score difference among objects

becomes smaller, leading to fewer partitions that need to be maintained. We also find that after

𝑑 reaches 5, M-Tree outperforms QC-Tree. One reason is that when 𝑑 increases, the search region

under QC-Tree becomes larger, and more cubes need to be accessed. In contrast, M-Tree uses a

distance-based split criterion to guide the tree construction, which ensures that nearby points are

grouped together in the same sub-tree, thereby reducing the search space.

Index Size Comparison.We report the index size of different algorithms in Table 3. It is observed

that the size difference among various indexes is small. All the algorithms have to spend extra

space in maintaining streaming data. For example, 𝜏-DLBP and Random use a group of hash tables

to maintain objects in each partition; QC-Tree, C-Box, and R-Tree have to maintain all NN pairs.

QC-Tree vs.Quad-Tree. To demonstrate the advantage of QC-Tree overQuad-Tree, we compare their

performance via an experimental study. We observe consistent comparison trends across all five

datasets, though the advantage of QC-Tree over Quad Tree diminishes as 𝑑 increases. For the sake of

brevity, we only report our results on Trip (𝑑 = 3) under different 𝑛 values in Table 4. As observed,

QC-Tree is more efficient in terms of construction and incremental maintenance, primarily due to

its lower height. As a contrast, Quad-Tree may have a higher height if the object distribution is

skewed, which can result in more processing time for range queries during the construction and

maintenance of NNS.

The impact of 𝜏 . In our last set of experiments, we evaluate the impact of 𝜏 on the performance

of 𝜏-DLBP. The overall running time required by 𝜏-DLBP for handling 1M updates and 100 query
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Table 3. Index size of different algorithms (unit:MB)

Dataset Stock(𝑑 = 2) Trip(𝑑 = 3) Multi(𝑑 = 4) Normal(𝑑 = 4) Uniform(𝑑 = 4)

𝜏-DLBP 49.0 73.2 92.1 91.8 94.2

QC-Tree 53.0 81.0 106.5 111.7 109.2

Random 42.0 64.0 72.5 79.1 76.1

C-Box 51.6 72.0 107.4 105.9 103.1

M-Tree 55.1 80.0 112.1 117.4 119.2

R-Tree 57.1 84.2 109.3 115.2 116.4

Table 4. QC-Tree vs. Quad-Tree under Trip (𝑑 = 3)

streaming data scale 𝑛 100K 200K 500K 1M 2M 5M 10M

QC-Tree

Construction Time (s) 2.1 4.8 11.8 24.9 60.1 129.1 288.7

Data Throughput (K/S) 34.6 33.3 33.3 29.3 27.3 25.3 23.9

Average Height 6.4 7.1 8.5 8.9 9.3 10.6 11.2

Quad-Tree

Construction Time (s) 3.1 6.3 14.1 28.7 64.9 147.4 316.5

Data Throughput (K/S) 29.7 27.2 26.5 24.3 22.8 20.8 18.4

Average Height 10.3 10.8 11.5 12.6 13.1 14.3 15.1

Table 5. Overall running time of 𝜏-DLBP vs. 𝜏 (unit: s)

𝜏 10 50 100 200 300 400 400 600 800 1000

Stock 2.77 2.69 2.71 2.66 2.66 2.66 2.68 2.72 2.76 2.80

Trip 3.93 3.84 3.80 3.79 3.79 3.79 3.77 3.82 3.86 3.88

Mutli 4.96 4.84 4.77 4.77 4.77 4.79 4.76 4.71 4.66 4.75

Normal 4.41 4.23 4.02 4.02 4.02 3.99 3.76 3.71 3.86 3.95

Uniform 4.20 4.50 4.10 4.10 4.10 4.40 3.90 3.80 4.00 4.40

workloads under different 𝜏 values is reported in Table 5. The result shows that the parameter 𝜏 has a

relatively small impact on the performance of 𝜏-DLBP. While a small 𝜏 reduces the maintenance cost,

it increases query time, as discussed in Section 4.4. Nevertheless, its impact on overall performance

is small. Notably, even when 𝜏 = 10, which is much smaller than the mean of 𝑘 (= 100), 𝜏-DLBP still

outperforms its competitors (whose performance is shown in Figure 5) by a significant margin.

6 CONCLUSION AND FUTUREWORKS
In this paper, we propose a novel concept named NNS for supporting KCP search over stream

data. It is able to return the result pairs via accessing O(𝑘) objects. Furthermore, we propose

TNNS and a group of algorithms for supporting KCP search under TNNS. We have conducted

extensive experiments to evaluate the performance of our proposed algorithms on several datasets

with different distributions. The results demonstrate the superior performance of our proposed

algorithms.

In the near future, we would like to study approximate search to support KCP search in streaming

data with higher dimensionalities. We plan to propose a 𝜏-DLBP-alike structure to organize objects,

but apply an approximate algorithm with error guarantee to calculate approximate scores/score

lower bounds of objects, which can provide a flexible trade-off between query quality and update

efficiency to cater for different needs of real applications and alleviate the curse of dimensionality.
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