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Abstract

Sharpness-Aware Minimization (SAM) has been instru-
mental in improving deep neural network training by min-
imizing both training loss and loss sharpness. Despite the
practical success, the mechanisms behind SAM’s general-
ization enhancements remain elusive, limiting its progress
in deep learning optimization. In this work, we investigate
SAM’s core components for generalization improvement
and introduce “Friendly-SAM” (F-SAM) to further enhance
SAM’s generalization. Our investigation reveals the key
role of batch-specific stochastic gradient noise within the
adversarial perturbation, i.e., the current minibatch gra-
dient, which significantly influences SAM’s generalization
performance. By decomposing the adversarial perturba-
tion in SAM into full gradient and stochastic gradient noise
components, we discover that relying solely on the full gra-
dient component degrades generalization while excluding it
leads to improved performance. The possible reason lies
in the full gradient component’s increase in sharpness loss
for the entire dataset, creating inconsistencies with the sub-
sequent sharpness minimization step solely on the current
minibatch data. Inspired by these insights, F-SAM aims to
mitigate the negative effects of the full gradient component.
It removes the full gradient estimated by an exponentially
moving average (EMA) of historical stochastic gradients,
and then leverages stochastic gradient noise for improved
generalization. Moreover, we provide theoretical valida-
tion for the EMA approximation and prove the convergence
of F-SAM on non-convex problems. Extensive experiments
demonstrate the superior generalization performance and
robustness of F-SAM over vanilla SAM. Code is available
at https://github.com/nblt/F-SAM .

1. Introduction
Deep neural networks (DNNs) have achieved remarkable
performance in various vision and language processing
tasks [1–3]. A critical factor contributing to their success
is the choice of optimization algorithms [4–9], designed to
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Figure 1. Investigation on SAM’s adversarial perturbation direc-
tion. We decompose the minibatch gradient ∇BL(w) into two
components: the full gradient component and the remaining batch-
specific stochastic gradient noise. Solely using the full gradient
component leads to a dramatic generalization degradation, while
only using the noise component enhances the generalization.

efficiently optimize DNN model parameters. To achieve
better performance, it is often desirable for an optimizer
to converge to flat minima, characterized by uniformly low
loss values, as opposed to sharp minima with abrupt loss
changes, as the former typically results in better general-
ization [10–13]. However, the complex landscape of over-
parameterized DNNs, featuring numerous sharp minima,
presents challenges for optimizers in real applications.

To address this challenge, Sharpness-Aware Minimiza-
tion (SAM) [14] is proposed to simultaneously minimize
the training loss and the loss sharpness, enabling it to
identify flat minima associated with improved generaliza-
tion performance. For each training iteration, given the
minibatch training loss LB(w) parameterized by w, SAM
achieves this by adversarially computing a adversarial per-
turbation ϵs to maximize the training loss LB(w + ϵs). It
then minimizes the loss of this perturbed objective via one
updating step of a base optimizer, such as SGD [4]. In
practice, to efficiently compute ϵs, SAM takes a linear ap-
proximation of the loss objective, and employs the mini-
batch gradient ∇LB(w) as the accent direction for search-
ing ϵs = ρ · norm(∇LB(w)), where norm(x) = x/∥x∥2
and ρ > 0 is a radius. This approach enables SAM to seek
models situated in neighborhoods characterized by consis-
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tently low loss values, resulting in better generalization
when used in conjunction with base optimizers such as SGD
and Adam [5].

Despite SAM’s practical success, the underlying mech-
anism responsible for its empirical generalization improve-
ments remains limited [15, 16]. This open challenge hin-
ders developing new and more advanced deep learning op-
timization algorithms in a principle way. To address this
issue, we undertake a comprehensive exploration of SAM’s
core components contributing to its generalization improve-
ment. Subsequently, we introduce a new variant of SAM,
which offers a simple yet effective approach to further en-
hance the generalization performance in conjunction with
popular base optimizers.

First, our investigations reveal that the batch-specific
stochastic gradient noise present in the minibatch gra-
dient ∇LB(w) plays a crucial role in SAM’s general-
ization performance. Specifically, as shown in Fig. 1,
we decompose the perturbation direction ∇LB(w) into
two orthogonal components: the full gradient compo-
nent Proj∇L(w)∇LB(w), representing the projection of
∇LB(w) onto the full gradient direction ∇L(w), and the
stochastic gradient noise component Proj⊤∇L(w)∇LB(w),
denoting the residual projection. Surprisingly, we empiri-
cally find that as shown in Fig. 1, using only the full gradient
component for perturbation significantly degrades SAM’s
generalization, which is also observed by [15]. Conversely,
excluding the full gradient component leads to improved
generalization performance. This observation suggests that
the effectiveness of SAM primarily arises from the pres-
ence of the stochastic gradient noise component within the
minibatch gradient ∇LB(w). The reason behind this phe-
nomenon may be that the full gradient component in the per-
turbation increases the sharpness loss of the entire dataset,
leading to inconsistencies with the subsequent sharpness
minimization step which only uses the current minibatch
data to minimize training loss value and its sharpness. See
more discussion in Sec. 4.

Next, building on this insight, we introduce a straight-
forward yet highly effective modification to SAM, referred
to as “Friendly-SAM” or F-SAM. F-SAM mitigates the
undesirable effects of the full gradient component within
the minibatch gradient and leverages the beneficial role of
batch-specific stochastic gradient noise to further enhance
SAM’s generalization performance. Since removing the full
gradient component in the perturbation step can relieve the
adversarial perturbation impact on other data points except
for current minibatch data, the adversarial perturbation in
F-SAM is more “friendly” to other data points compared
with vanilla SAM, which helps the adversarial perturba-
tion and the following minimization perform on the same
minibatch data and improves sharpness minimization con-
sistency. Moreover, such friendliness enables F-SAM to be

less sensitive to the choice of perturbation radius as dis-
cussed in Sec. 6.3. For efficiency, F-SAM approximates the
computationally expensive full gradient through an expo-
nentially moving average (EMA) of the historical stochastic
gradients and computes the stochastic gradient noise as the
perturbation direction. Moreover, we also provide theoreti-
cal validation of the EMA approximation to the full gradient
and prove the convergence of F-SAM on non-convex prob-
lems. Our main contribution can be summarized as follows:
• We take an in-depth investigation into the key component

in SAM’s adversarial perturbation and identify that the
stochastic gradient noise plays the most significant role.

• We propose a novel variant of SAM called F-SAM by
eliminating the undesired full gradient component and
harnessing the beneficial stochastic gradient noise for ad-
versarial perturbation to enhance generalization.

• Extensive experimental results demonstrate that F-SAM
improves SAM’s generalization, aids in training, and ex-
hibits better robustness across different perturbation radii.

2. Related Work

Sharp Minima and Generalization. The connection be-
tween the flatness of local minima and generalization has
received a rich body of studies [10–13, 17–19]. Recently,
many works have tried to improve the model generaliza-
tion by seeking flat minima [14, 17, 20–25]. For example,
Chaudhari et al. [17] proposed Entropy-SGD that actively
searches for flat regions by minimizing local entropy. Wen
et al. [20] designed SmoothOut framework to smooth out
the sharp minima and obtain generalization improvements.
Notably, sharpness-aware minimization (SAM) [14] pro-
vides a generic training scheme for seeking flat minima by
formulating the optimization as a min-max problem and en-
courage parameters sitting in neighborhoods with uniformly
low loss, achieving state-of-the-art generalization improve-
ments across various tasks. Later, a line of works improves
SAM from the perspective of the neighborhood’s geomet-
ric measure [26, 27], surrogate loss function [28], friendly
adversary [29], and training efficiency [30–34].

Understanding SAM. Despite the empirical success of
SAM across various tasks, a deep understanding of its gen-
eralization performance is still limited. Foret et al. [14]
explained the success of SAM via using a PAC-Bayes gen-
eralization bound. However, they did not analyze the key
components of SAM that contributes to its generalization
improvement. Andriushchenko et al. [15] investigated the
implicit bias of SAM for diagonal linear networks. Wen et
al. [35] demonstrated that SAM minimizes the top eigen-
value of Hessian in the full-batch setting and thus improves
the flatness of the minima. Chen et al. [16] studied SAM
on the non-smooth convolutional ReLU networks, and ex-
plained its success because of its ability to prevent noise
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Figure 2. Performance comparison of different versions of SAM with SGD/AdamW as its base optimizer. In (a), SAM-full denotes
the version of SAM using the full gradient component as the perturbation. In (b), SAM-db represents the SAM using different random-
selected data batch for perturbation and its following minimization step. (c) compares SAM using different minibatch size to compute the
perturbation but always fixing minibatch size of 128 for the following minimization step.

learning. While previous works primarily focus on simpli-
fied networks or ideal loss objectives, we aim to deepen the
understanding of SAM by undertaking a deep investigation
into the key components that contribute to its practical gen-
eralization improvement.

3. Preliminaries

SAM. Let f(x;w) parameterized by w ∈ Rd be a neu-
ral network, and L(f(xi;w),yi) (Li(w) for short) denote
the loss to measure the discrepancy between the prediction
f(xi;w) and the ground-truth label yi. Given a dataset
S = (xi,yi)

n
i=1 i.i.d. drawn from a data distribution D, the

empirical training loss is often defined as

L(w) =
1

n

∑n

i=1
Li(w). (1)

To solve this problem, one often uses SGD or Adam to opti-
mize it. To further improve the generalization performance,
SAM [14] aims to minimize the worst-case loss within a de-
fined neighborhood for guiding the training process towards
flat minima. The objective function of SAM is given by:

LSAM(w) = max∥ϵ∥2≤ρ L(w + ϵ), (2)

where ρ denotes the neighborhood radius. Eqn. (2) shows
that SAM seeks to minimize the maximum loss over the
neighborhood surrounding the current weight w. By doing
so, SAM encourages the optimization process to converge
to flat minima which often enjoys better generalization per-
formance [10–13].

To efficiently optimize LSAM(w), SAM first approxi-
mates Eqn. (2) via first-order expansion and compute the
adversarial perturbation ϵs as follows:

ϵs ≈ argmax∥ϵ∥2≤ρ ϵ
⊤∇wL(w) = ρ · norm(∇wL(w)).

(3)

where norm(x) = x/∥x∥2. Subsequently, one can com-
pute the gradient at the perturbed point w+ϵs, and then use
the updating step of the base SGD optimizer to update

wt+1 = wt − γ∇LB(w)|wt+ϵt . (4)

Other base optimizers, e.g., Adam, can also be used to up-
date the model parameters in Eqn. (4).
Assumptions. Before delving into our analysis, we first
make some standard assumptions in stochastic optimization
[15, 34, 36, 37] that will be used in our theoretical analysis.

Assumption 1 (β-smoothness). Assume the loss function
L : Rd 7→ R to be β-smooth. There exists β > 0 such that

∥∇L(w)−∇L(v)∥2 ≤ β∥w − v∥2, ∀w,v ∈ Rd. (5)

Assumption 2 (Bounded variance). There exists a constant
M > 0 for any data batch B such that

E
[
∥∇LB(w)−∇L(w)∥22

]
≤M, ∀w ∈ Rd. (6)

Assumption 3 (Bounded gradient). There exists G > 0 for
any data batch B such that

E [∥∇LB(w)∥2] ≤ G, ∀w ∈ Rd. (7)

4. Empirical Analysis of SAM
Here we conduct a set of experiments to identify the ef-
fective components in the adversarial perturbation that con-
tributes to SAM’s improved generalization performance.
To this end, we decompose SAM’s perturbation direction
∇LB(w) in Eqn. (3) into two orthogonal components. The
first one is the full gradient component Proj∇L(w)∇LB(w)
which is the projection onto the full gradient direction, i.e.,

Proj∇L(w)∇LB(w) = cos(∇L(w), LB(w))∇L(w),
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where cos(·, ·) denotes the cosine similarity function. An-
other one is the residual projection, i.e., the batch-specific
stochastic gradient noise component which is defined as

Proj⊤∇L(w)∇LB(w) = ∇LB(w)− Proj∇L(w)∇LB(w).
(8)

In the following, we will investigate the effects of these two
orthogonal components to the performance of SAM.

4.1. Effect of Full Gradient Component

Here we investigate the impact of the full gradient compo-
nent on the generalization performance of SAM. Specifi-
cally, for each training iteration, we set the perturbation ϵs
as ϵs = ρ · norm(Proj∇L(w)∇LB(w)) where norm(x) =
x/∥x∥2, and then follow the minimization step in vanilla
SAM to minimize the perturbed training loss. For brevity,
this modified SAM version is called “SAM-full” since it
uses the full gradient direction as the perturbation direc-
tion. Then we follow the standard training settings of SAM
and compare the performance of SGD/AdamW, SAM, and
SAM-full in training from scratch and transfer learning
tasks. See more training details in Appendix A5.

Fig. 2a (a) summarizes the results. One can observe that
SAM significantly outperforms the base optimizer in most
scenarios, except for the Flower-102 dataset [38], where the
training data are very limited (see Sec. 6.2 for more dis-
cussion). However, as shown in Fig. 2a (a), SAM-full in-
deed impairs the performance of base optimizers, such as
SGD base optimizer on the CIFAR-10, CIFAR-100 [39],
and OxFordIIITPet datasets [40], and even severely hurt
the performance of AdamW base optimizer on the Flower-
102 dataset, of which the training sample number is small.
This implies that 1) utilizing the full gradient compo-
nent Proj∇L(w)∇LB(w) as the perturbation direction ac-
tually does not improve generalization and can even have
negative effects; 2) the effectiveness of SAM primarily
arises from the presence of stochastic gradient noise com-
ponent Proj⊤∇L(w)∇LB(w) within the minibatch gradient
∇LB(w) in adversarial perturbation.

To provide more evidence, we further modify the per-
turbation step in SAM by increasing the minibatch size in
Eqn. (3) to compute the adversarial perturbation . As illus-
trated in Fig. 2c, we use a minibatch B′ with size k × 128
to compute the perturbation in SAM by following Eqn. (3),
where k is selected from {1, 2, 3, · · · , 10}. However, we
maintain the use of a minibatch B of size 128 for the second
minimization step of standard SAM in Eqn. (4). Here we
ensure the sample set B in the second minimization belong
to the sample set B′ in the first perturbation step, namely,
B ⊆ B′, which allows to better observe the effects of large
minibatch to the performance of SAM. For the perturbation
ϵs = ρ ·norm∇LB′(w), its direction gradually aligns more
closely with the full gradient direction along with increment

of k. Consequently, as the minibatch size grows, the con-
tribution of the full gradient component in the perturbation
step becomes stronger, while the residual stochastic gradi-
ent noise component weakens. This analysis helps to re-
veal the perturbation effects of the full gradient direction to
SAM’s performance.

By observing Fig. 2c, one can find that when mini-
batch size of B′ in the first adversarial perturbation step
increases, the classification accuracy of SAM gradually de-
creases when using ResNet18 on CIFAR-100 dataset. See
more similar experimental results in Appendix A5. All
these results together indicate that strengthening the full
gradient component in the perturbation step indeed impairs
the generalization performance of vanilla SAM.

4.2. Effect of Stochastic Gradient Noise Component

To delve into the role of the batch-specific stochastic gra-
dient noise in the generalization improvement of SAM,
we first replace the stochastic gradient noise component of
the current minibatch data with another random minibatch.
That is, for each training iteration, we use two different
minibatch data of the same size to do the first adversarial
perturbation step (3) and the second minimization step (4).
We term this modified version “SAM-db”. As illustrated in
Fig. 2b, we observe that for the four training settings, SAM-
db with SGD as its base optimizer often does not make sig-
nificant improvements in generalization compared to SGD.
Note that the adversarial perturbation in SAM-db contains
a similar full gradient component as vanilla SAM (in terms
of expectation), but the key difference lies in replacing the
stochastic gradient noise component from the current mini-
batch data with another random minibatch. However, this
substitution ultimately hinders generalization. Therefore,
we conclude that the stochastic gradient noise associated
with the minibatch in decent step in perturbation plays a
pivotal role in improving the generalization of SAM.

To further solidify this observation, we modify SAM by
setting the adversarial perturbation ϵs in vanilla SAM as
ϵs = ρ · norm(Proj⊤∇L(w)∇LB(w)). Note, in this mod-
ification, we compute the full gradient for each iteration
and then follow Eqn. (8) to calculate the stochastic gradi-
ent noise Proj⊤∇L(w)∇LB(w). We refer to this modified
version as “SAM-noise”. As illustrated in Fig. 2b, one can
observe that SAM-noise not only restores the generalization
performance of SAM but even exhibits a notable enhance-
ment. This result highlights that exclusively utilizing the
stochastic gradient noise component as SAM’s perturbation
can further enhance its generalization ability, thereby inspir-
ing our F-SAM algorithm in the next section.

5. The F-SAM Algorithm
In this section, we will present our proposed F-SAM algo-
rithm. We begin by introducing the efficient estimation of
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the stochastic gradient noise component. We then describe
the algorithmic steps of our proposed F-SAM. Finally, we
formulate the loss objective of our F-SAM algorithm and
highlight the distinctions from vanilla SAM.

5.1. Estimation of Stochastic Gradient Noise Com-
ponent

From the empirical results in Sec. 4, we know that
the full gradient component Proj∇L(w)∇LB(w) in the
perturbation impairs the performance of SAM, while
the batch-specific stochastic gradient noise component
Proj⊤∇L(w)∇LB(w) is essential to improve performance.
Accordingly, it is natural to remove the full gradient compo-
nent and only use the stochastic gradient noise component.

To this end, we first reformulate the batch-specific
stochastic gradient noise component in Eqn. (8) as

Proj⊤∇L(w)∇LB(w)=∇LB(w)− σ∇L(w). (9)

where σ = cos(∇L(w),∇LB(w)). From Eqn. (9), one can
observe that to compute Proj⊤∇L(w)∇LB(w), we need to
compute the minibatch gradient ∇LB(w) and also the full
gradient ∇L(w) at each training iteration. For ∇LB(w), it
is also computed in vanilla SAM and thus does not bring
extra computation overhead. Regarding the full gradient
∇L(w), it is computed on the whole dataset, and thus is
computationally prohibitive in practice.

To address this issue, we resort to estimating ∇L(w)
with an exponentially moving average (EMA) which accu-
mulates the historical minibatch gradients as follows:

mt = λmt−1 + (1− λ)∇LBt
(wt), (10)

where λ > 0 is a hyper-parameter. This approach enables
us to approximate the full gradient ∇L(wt) with minimal
additional computational overhead. We also prove that mt

is a good estimation to the full gradient ∇L(wt) as shown
in following Theorem 1 with its proof in Appendix A1.

Theorem 1. Suppose Assumption 1, 2, and 3 hold. Assume
that SAM uses SGD as the base optimizer with a learning
rate γ to update the model parameter in Eqn. (4). Then
by setting λ = 1 − Cγ2/3, after T > C ′γ−2/3 training
iterations, with probability 1− δ, we have

ΦT = ∥mT −∇L(wT )∥2 ≤ O
(
γ

1
3 β

1
3G

1
3M

1
3 log

(1
δ

))
,

where C and C ′ are two universal constants.

Theorem 1 shows that the error bound Φt between the
full gradient ∇L(wt) and its EMA estimation mt is at the
order ofO(γ1/3). On the non-convex problem, learning rate
γ is often set as O(1/

√
T ) to ensure convergence as shown

in our Theorem 2 in Section 5.4. This implies that the error
bound Φt is O(T−1/6) and thus is small since the training

iteration T is often large. So mt is a good estimation the
full gradient∇L(wt).

In this way, the stochastic gradient noise component in
Eqn. (8) is approximated as

Proj⊤∇L(wt)∇LB(wt) ≈P̃roj
⊤
∇L(wt)∇LB(wt), (11)

where P̃roj
⊤
∇L(wt)∇LB(wt) = ∇LB(wt) − σtmt and

σt = cos(mt,∇LB(wt)). In the real network training, the
training frameworks, e.g., PyTorch, often uses propagation
to update mt and ∇LB(wt) from layer to layer. So one
needs to wait until the training framework finishes the up-
dating of all layers, and then compute σt which is not effi-
cient, especially for modern over-parameterized networks.
Moreover, both mt and ∇LB(wt) are high dimensional,
their cosine computation can be unstable due to the possible
noises in the approximation mt. So to improve the training
efficiency and stability, we set σt as a constant σ, and obtain

P̃roj
⊤
∇L(wt)∇LB(wt) = ∇LB(wt)− σmt. (12)

The experimental results in Section 6 show that this practi-
cal setting achieves satisfactory performance. In theory, we
also prove that this practical setting is validated as shown in
the following Lemma 1 with its proof in Appendix A2.

Lemma 1. Assuming mt is a unbiased estimator to the full
gradient∇L(wt). With σ = 1, we have

E
〈
P̃roj

⊤
∇L(wt)∇LB(wt),∇L(wt)

〉
= 0. (13)

Lemma 1 shows that P̃roj
⊤
∇L(wt)∇LB(wt) is orthogo-

nal to the full gradient∇L(wt) in expectation when σ = 1.

So using P̃roj
⊤
∇L(wt)∇LB(wt) as the perturbation direc-

tion can remove the effects of the full gradient∇L(wt). As
Theorem 1 shows that mt is good estimation to full gradient
∇L(wt), the assumption in Lemma 1 is not restrictive.

5.2. Algorithmic Steps of F-SAM

After estimating the stochastic gradient noise component
in Eqn. (12), one can use it to replace the adversarial per-
turbation direction in vanilla SAM, and straightforwardly
develop our proposed F-SAM. Specifically, for the t-th
training iteration, following the algorithmic steps in vanilla
SAM, we first define the perturbation ϵ as follows:

ϵt = ρ · norm
(
P̃roj

⊤
∇L(wt)∇LB(wt)

)
, (14)

where ρ is the radius. Then, following SAM, we use SGD as
its base optimizer, and updates the model parameter wt by
using Eqn. (4) in Section 3. We summarize the algorithmic
steps of F-SAM with SGD as base optimizer in Algorithm
1. One can also use other base optimizers, e.g., AdamW, to
update the model parameters in Eqn. (4).
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Algorithm 1: F-SAM algorithm
Input: Loss function L(w), training datasets

S = {(xi,yi)}ni=1, minibatch size b,
neighborhood size ρ, learning rate γ,
momentum factor λ, projection constant σ

Output: Trained weight w

1 Initialize w0, t← 0, m−1 = 0;
2 while not converged do
3 Sample a minibatch data B of size b from S;
4 gt = ∇LB(wt);
5 mt = λmt−1 + (1− λ)gt;
6 Compute adversarial adversarial perturbation:
7 ϵt = ρ dt

∥dt∥ where dt = gt − σmt;
8 Compute the gradient approximation g:
9 g′

t ← ∇LB(wt + ϵt);
10 Update w using gradient descent:
11 wt+1 ← wt − γg′

t;
12 t← t+ 1;

13 return wt.

5.3. A Friendly Perspective of the Loss Objective

Here we provide an intuitive understanding on the differ-
ence between SAM and F-SAM. For a minibatch data B,
SAM solves the maximization problem to seek adversarial
perturbation: ϵSAM

s = argmax∥ϵ∥2≤ρ LB(w + ϵ). In con-

trast, by observing P̃roj
⊤
∇L(wt)∇LB(wt) in Eqn. (12), F-

SAM indeed computes the adversarial perturbation by max-
imizing the current minibatch loss while minimizing the
loss on the entire dataset:

ϵF-SAM
s = argmax

∥ϵ∥2≤ρ

LB(w + ϵ)− σLD(w + ϵ).

Then combining the following minimization problem, one
can write F-SAM’s bi-level optimization problem as

min
w

EB [LB(w + ϵs)]

s.t. ϵs = argmax∥ϵ∥2≤ρ LB(w + ϵ)− σLD(w + ϵ).

The insight behind is that F-SAM aims to find an adversarial
perturbation ϵs that increases the loss sharpness of the cur-
rent minibatch data while minimizing the impact on the loss
sharpness of the other data points as much as possible. Then
F-SAM minimizes the loss value and sharpness of current
minibatch data. So the adversarial perturbation in F-SAM
is “friendly” to other data points, yielding consistent sharp-
ness minimization. Moreover, this friendliness enables high
robustness of F-SAM to the perturbation radius as shown in
Sec. 6.3. But for vanilla SAM, its adversarial perturbation
increases the loss sharpness of current minibatch data and

other data points but minimizes the loss value and sharp-
ness of only current minibatch data. So in vanilla SAM, the
second minimization step indeed does not consider the loss
sharpness increment caused by its first adversarial pertur-
bation step. This inconsistency may impair the sharpness
optimization and thus limit the generalization.

5.4. Convergence Analysis

In this section, we analyze the convergence properties of
the F-SAM algorithm under non-convex setting. We follow
basic assumptions that are standard in convergence analysis
of stochastic optimization [15, 36, 37].

Theorem 2. Assume Assumption 1 and 2 hold. Assume that
SAM uses SGD as the base optimizer with a learning rate
γ to update the model parameter in Eqn. (4). By setting
learning rate γ = γ0√

T
≤ 1/β and the perturbation radius

ρt =
ρ0√
t
, we have

1

T

T∑
t=1

E∥∇L(wt)∥2 ≤
2∆

γ0
√
T

+
Θ√
T

+
Π log T√

T
, (15)

where ∆ = E[L(w0) − L(w∗)] with the optimal solution
w∗ to L(w), Θ = 2βMγ0 + ρ20β

3γ0, and Π = ρ20β
2.

See the proof in Appendix A3. For non-convex stochastic
optimization, Theorem 2 shows that F-SAM has the conver-
gence rate O(log T/

√
T ) and share the same convergence

speed as SAM. But F-SAM enjoys better generalization per-
formance than SAM as shown in Section 6.

6. Numerical Experiments
Here we test F-SAM on various tasks and network architec-
tures under two popular settings: 1) training from scratch,
and 2) transfer learning by fine-tuning pretrained models.
Moreover, ablation study and additional experiments show
more insights on F-SAM.

6.1. Training From Scratch

CIFAR. We first evaluate over CIFAR-10/100 datasets
[39]. The network architectures we considered include
VGG16-BN [41], ResNet-18 [42], WRN-28-10 [43] and
PyramidNet-110 [44]. The first three models are trained
for 200 epochs while for PyramidNet-110 we train for 300
epochs. We set the initial learning rate as 0.05 with a cosine
learning rate schedule. The momentum and weight decay
are set to 0.9 and 0.0005 for SGD, respectively. SAM and
variants adopt the same setting except that the weight de-
cay is set to 0.001 following [29, 45]. We apply standard
random horizontal flipping, cropping, normalization, and
cutout augmentation [46]. For SAM, we set the perturba-
tion radius ρ as 0.1 and 0.2 for CIFAR-10 and CIFAR-100
[29, 45]. For ASAM, we adopt the recommend ρ as 2 and
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CIFAR-10 SGD ASAM FisherSAM SAM F-SAM (ours)

VGG16-BN 94.96±0.15 95.57±0.05 95.55±0.08 95.42±0.05 95.62±0.11

ResNet-18 96.25±0.06 96.63±0.15 96.72±0.03 96.58±0.10 96.75±0.09

WRN-28-10 97.08±0.16 97.64±0.13 97.46±0.18 97.32±0.11 97.53±0.11

PyramidNet-110 97.63±0.09 97.82±0.07 97.64±0.09 97.70±0.10 97.84±0.05

Table 1. Test accuracy (%) comparison of various neural networks on CIFAR-10.

CIFAR-100 SGD ASAM FisherSAM SAM F-SAM (ours)

VGG16-BN 75.43±0.19 76.27±0.35 76.90±0.37 76.63±0.20 77.08±0.17

ResNet-18 77.90±0.07 81.68±0.12 80.99±0.13 80.88±0.10 81.29±0.12

WRN-28-10 81.71±0.13 84.99±0.22 84.91±0.07 84.88±0.10 85.16±0.07

PyramidNet-110 84.65±0.11 86.47±0.09 86.53±0.07 86.55±0.08 86.70±0.14

Table 2. Test accuracy (%) comparison of various neural networks on CIFAR-100.

4 for CIFAR-10 and CIFAR-100 [26]. For FisherSAM, we
adopt the recommended ρ = 0.1. For F-SAM, we use the
same ρ as SAM, and tune λ = {0.6, 0.9, 0.95} although all
parameters outperforms SAM. We find that λ = 0.9 works
best for WRN-28-10 and PyramidNet-110, while λ = 0.6
achieves the best for others. We simply set σ = 1 for all
the following experiments. Experiments are repeated over
3 independent trials.

CIFAR-10 ASAM F-ASAM (ours)

ResNet-18 96.63±0.15 96.77±0.11

WRN-28-10 97.64±0.13 97.73±0.04

CIFAR-100 ASAM F-ASAM (ours)

ResNet-18 81.68±0.12 81.82±0.14

WRN-28-10 84.99±0.22 85.24±0.16

Table 3. Results on integration with ASAM.

In Tab. 1 and 2, we observe that F-SAM achieves 0.1 to
0.2 accuracy gain on CIFAR-10 and 0.2 to 0.4 on CIFAR-
100 in all tested scenarios. Moreover, F-SAM outperforms
SAM’s adaptive variants in most cases, and in Tab. 3, we in-
tegrate our friendly approach to ASAM (see Appendix A4)
and again observe consistent improvement.

ImageNet. Next, we investigate the performance of F-
SAM on larger scale datasets by training ResNet-50 [42]
on ImageNet [47] from scratch. We set the training epochs
to 90 with batch size 128, weight decay 0.0001, and mo-
mentum 0.9. We set the initial learning rate as 0.05 with
a cosine schedule [29]. We apply basic data preprocess-
ing and augmentation [48]. We set ρ = 0.075 for all three
SAM and variants and λ = 0.95 for F-SAM. In Tab. 4, we
observe that F-SAM outperforms SAM and ASAM and of-
fers an accuracy gain of 0.21 over SAM. This validates the
effectiveness of F-SAM on large-scale problems.

ImageNet SGD ASAM SAM F-SAM

ResNet-50 76.62±0.12 77.10±0.14 77.14±0.16 77.35±0.12

Table 4. Test accuracy (%) comparison on ImageNet.

6.2. Transfer Learning

One of the fascinating training pipelines for modern DNNs
is transfer learning, i.e., first training a model on a large
datasets and then easily and quickly adapting to novel tar-
get datasets by fine-tuning. In this subsection, we evaluate
the performance of transfer learning for F-SAM. We use a
Deit-small model [49] pre-trained on ImageNet (with pub-
lic available checkpoints1). We use AdamW [6] as base op-
timizer and train the model for 10 epochs with batch size
128, weight decay 10−5 and initial learning rate of 10−4.
We adopt ρ = 0.075 for SAM and F-SAM. The results are
shown in Tab. 5. We observe that F-SAM consistently out-
performs SAM and AdamW by an accuracy gain of 0.1 to
0.7. An intriguing observation is that on small Flowers102
dataset [38] (with 1020 images), AdamW even outperforms
SAM. We attribute this to the fact that when the dataset is
small, the full gradient component within the minibatch gra-
dient is more prominent, and its detrimental impact on con-
vergence and generalization becomes more evident.

Datasets AdamW SAM F-SAM (ours)

CIFAR-10 98.10±0.10 98.27±0.05 98.43±0.07

CIFAR-100 88.44±0.10 89.10±0.11 89.49±0.12

Standford Cars 74.78±0.09 75.39±0.05 75.82±0.14

OxfordIIITPet 92.42±0.43 92.70±0.26 92.90±0.23

Flowers102 74.82±0.36 74.38±0.24 75.15±0.35

Table 5. Results on transfer learning by fine-tuning.

6.3. Additional Studies

6.3.1 Robustness to Label Noise

Since previous works have shown that SAM is robust to la-
bel noise, in this subsection, we also test the performance of
F-SAM in the presence of symmetric label noise by random
flipping. The training settings are the same as in Sec. 6.1.
From the results in Tab. 6, we observe that F-SAM con-
sistently improves the performance from SAM, confirming

1https://github.com/facebookresearch/deit
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its improved generalization. Notably, such improvement is
more obvious when the noise rate is large (i.e. 60%-80%).
This is perhaps because when the data label is wrong, the
harmfulness of increasing the sharpness of other batch data
is more prominent, even posing challenges to convergence.
On severe noise ratio of 80%, we find that vanilla SAM
even suffers a collapse with the original setting, which is
also reported by Foret et al. [14], and our F-SAM relieves
it, achieving a remarkable accuracy gain of 28%.

Rates 20% 60% 70% 80%

SGD 87.05±0.06 52.21±0.23 39.31±0.13 27.86±0.53

SAM 95.27±0.09 90.08±0.09 84.89±0.10 31.73±3.37

F-SAM 95.42±0.08 90.47±0.05 86.48±0.07 59.39±1.77

Table 6. Results under label noise on CIFAR-10 with ResNet-18.

6.3.2 Robustness to Perturbation Radius

One deficiency of SAM is its sensitivity to the perturba-
tion radius, which may require choosing different radii for
optimal performance on different datasets. Especially, an
excessively large perturbation radius can result in a sharp
decrease in generalization performance. We attribute a por-
tion of this over-sensitivity to the impact of the adversarial
perturbation derived from the current minibatch data on the
other data samples. Such an impact can be more obvious
when the perturbation radius increases as the magnitude of
the full gradient component grows correspondingly. In our
F-SAM, such impact on other data samples is eliminated as
much as possible, and thus, we can expect that it is more ro-
bust to the choices of the perturbation radius. In Fig. 3, we
plot the performance of SAM and F-SAM under different
perturbation radii. We can observe that F-SAM is much less
sensitive to ρ than SAM. Especially on larger perturbation
radius, the performance gain of F-SAM over SAM is more
significant. For example, when ρ is set to 2x larger than the
optimal on CIFAR100, SAM’s performance suffers a sharp
drop from 80.88% to 78.83%, but F-SAM still maintains
a good performance of 80.30%. We further compare the
training curves of SAM and F-SAM under different pertur-
bation radii in Appendix A6, showing that F-SAM greatly
facilitates training on large radius. This confirms F-SAM’s
improved robustness to different perturbation radii.

6.3.3 Results on Different Batch Sizes

As the main claim of this paper is that the full gradient
component existing in SAM’s adversarial perturbation does
not contribute to generalization and may have detrimen-
tal effects. As the training batch size increases, the corre-
sponding full gradient component existing in the minibatch
gradient can be strengthened. Thus, the improvement of
F-SAM from removing the full gradient component could
be more obvious. In Fig. 4, we compare the performance
of SGD, SAM, and our F-SAM under batch sizes from
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Figure 3. Results under different perturbation radii ρ.
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Figure 4. Performance comparison with different batch sizes.

{128, 512, 2048} while keeping other hyper-parameters un-
changed. We observe that the performance gain of F-
SAM over SAM increases significantly as the batch size in-
creases. This further validates our findings and supports the
effectiveness of removing the full gradient component.
Connection to m-sharpness. We would like to relate our
removing the full gradient component to the intriguing m-
sharpness in SAM, which is defined as the search for an ad-
versarial perturbation that maximizes the sum of losses over
sub-batches of m training points [14]. This phenomenon
emphasizes the importance of using a small m to effectively
improve generalization [14, 15, 50]. It is worth noting that
by utilizing a small sub-batch, one implicitly suppresses the
effects of the full gradient component. Hence, our findings
can provide new insights into understanding m-sharpness.

7. Conclusion

In this paper, we conduct an in-depth investigation into the
core components of SAM’s generalization. By decompos-
ing the minibatch gradient into two orthogonal components,
we discover that the full gradient component in adversar-
ial perturbation contributes minimally to generalization and
may even have detrimental effects, while the stochastic gra-
dient noise component plays a crucial role in enhancing
generalization. We then propose a new variant of SAM
called F-SAM to eliminate the undesirable effects of the
full gradient component. Extensive experiments across var-
ious tasks demonstrate that F-SAM significantly improves
the robustness and generalization performance of SAM.
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