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ABSTRACT
User-generated tags associated with social images are fre-
quently imprecise and incomplete. Therefore, a fundamen-
tal challenge in tag-based applications is the problem of tag
relevance estimation, which concerns how to interpret and
quantify the relevance of a tag with respect to the contents
of an image. In this paper, we address the key problem
from a new perspective of learning to rank, and develop a
novel approach to facilitate tag relevance estimation to di-
rectly optimize the ranking performance of tag-based image
search. A supervision step is introduced into the neighbour
voting scheme, in which tag relevance is estimated by ac-
cumulating votes from visual neighbours. Through explic-
itly modelling the neighbour weights and tag correlations,
the risk of making heuristic assumptions is effectively avoid-
ed for conventional methods. Extensive experiments on a
benchmark dataset in comparison with the state-of-the-art
methods demonstrate the promise of our approach.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing

Keywords
Tag-based image search; Tag relevance estimation; Learning
to rank; Neighbour voting

1. INTRODUCTION
With the advent of Web 2.0 technology, we have witnessed

an explosive growth of social images in recent years [1, 9].
This also raises an urgent demand for smart search tech-
nologies to explore large scale social image repositories, such
as Flickr and Pinterest. Rather than simply providing the
interfaces for image storage and sharing, these repositories
allow users to label images with freely-chosen tags. Natural-
ly, these tags can be used to index social images to facilitate
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the search process. As a result, tag-based image search has
become the de facto way to access and browse resources in
current social image repositories.

Despite the popularity of tag-based image search, its per-
formance is still far from satisfactory due to the inferior
quality of user-generated tags, which are often imprecise and
incomplete for describing the image contents, and thus can-
not be regarded as qualified indexing keywords for image
search. Extensive research endeavours have been devoted
to improving the descriptive capability of tags regarding the
image contents [7, 8]. Although varying in terms of their
targeted tasks and methodologies, these works all rely on
the key functionality of tag relevance [6], i.e., estimating the
relevance of a tag with respect to the visual content of an im-
age, which is also referred to as the problem of tag relevance
estimation.

Tag relevance estimation has been widely studied, howev-
er, there remains a common limitation in the literature. In
essence, the aim of tag relevance estimation is to find out
the tags that can be applied as content descriptors for the
images, so that the accuracy of image search can be further
improved by indexing the images with these reliable tags.
However, existing studies generally perform tag relevance
estimation without the explicit intention of promoting the
performance of tag-based image search. In most cases, they
estimate the tag relevance via heuristic rules [5], through op-
timizing the classification accuracy for specific tags [10], or
by maximizing the likelihood of the annotations of training
images [10]. We argue that these objectives are not direct-
ly related to the search performance, and optimizing them
does not necessarily yield good search results.

In light of the above deficiency, in this paper, we inves-
tigate the problem from a new perspective of learning to
rank, and perform tag relevance estimation to directly op-
timize the ranking performance of tag-based image search.
Specifically, we introduce a supervision step into the neigh-
bour voting scheme [5], in which the tag relevance is esti-
mated by accumulating votes from the visual neighbours of
the given image. Our approach explicitly models the neigh-
bour weights and tag correlations, and thereby avoids the
risk of making heuristic assumptions for conventional meth-
ods. Experimental results demonstrate the promise of our
approach in both applications of tag-based image search and
automatic tag recommendation.

2. TAG RELEVANCE FORMULATION
Our framework formulates a tag relevance function based

on the neighbour voting scheme, where the relevance score
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of a tag is inferred by the tagging information of the visual
neighbours of the given image. While the standard neigh-
bour voting algorithm [5] simply let the neighbours vote e-
qually, efforts have been made to weight neighbours in terms
of their importance. Typically, the weights are heuristically
determined by the visual similarity [4], or in a soft man-
ner that performs a random walk over the k-nearest neigh-
bor graph [13]. However, the performance gain obtained
by these heuristic weighting strategies appears to be limit-
ed [13]. In this paper, we propose to explicitly model the
individual weight of each visual neighbour. Given a tag ti
and an image x, we define r(ti, x) as the relevance score of
ti with respect to x:

r(ti, x) =
k∑

l=1

vlφ(d
x
l , ti) , (1)

where dxl denotes the l-th nearest neighbour of x, v ∈ Rk×1

is a vector of parameters whose l-th element vl indicates
the weight of dxl , and k is the total number of the visual
neighbours. Note that we treat an image itself as its first
nearest neighbour, i.e., dx1 = x. φ(dxl , ti) represents the con-
fidence value that ti is relevant to dxl , which is estimated by
a multiple Bernoulli process with a beta prior:

φ(dxl , ti) =
µδdx

l
,ti + sti
µ+ s

, (2)

where δdx
l
,ti indicates the tagging observation on dxl , i.e.,

δdx
l
,ti = 1 if dxl is tagged with ti in the image collection and

zero otherwise. µ is a smoothing parameter associated with
δdx

l
,ti . sti denotes the number of images tagged with ti, and

s is the total number of images.
It has proven that the information of tag correlations is

highly beneficial to many tag-based applications [7]. Moti-
vated by this, we seek to incorporate the tag correlations to
facilitate tag relevance estimation. Co-occurrence statistics
and WordNet similarity are the most commonly used corre-
lation measurements. However, these prior information may
be unreliable when dealing with noisy social tags. More im-
portantly, limited by their non-negative property, both co-
occurrence statistics and WordNet similarity cannot capture
the potential negative correlations among tags. Therefore,
we propose to explicitly model the pairwise tag correlations
and to reformulate the relevance function as follows:

r(ti, x) = wii

k∑
l=1

vlφ(d
x
l , ti) +

m∑
j=1,j ̸=i

wij

k∑
l=1

vlφ(d
x
l , tj) , (3)

where W ∈ Rm×m is a parameter matrix whose (i, j)-th en-
try wij represents the correlation between the tag ti and the
tag tj , and m is the total number of unique tags. We assume
that W is a symmetric matrix, i.e., wij = wji, and both pos-
itive and negative values are allowed in W . In Equation (3),
we exploit not only the confidence score of ti being relevant
to the neighbours of x, but also the evidences provided by
all the other tags. For the simplicity of the expression, we
introduce a supplementary matrix Φx ∈ Rk×m whose (l, j)-
th entry is equal to φ(dxl , tj). As a result, Equation (3) can
be written in a concise form:

r(ti, x) = ei
TWΦx

Tv . (4)

A potential problem with the above formulation is that it
requires a large number of parameters to capture the corre-
lation between each pair of tags. From the viewpoint of sta-
tistical learning theory, too many parameters may degrade
the model stability and generalization in performance. In

light of this, we further introduce a low-rank prior into the
parameter W with W = UTU , which results in the new
formulation of the relevance function as follows:

r(ti, x) = ei
TUTUΦx

Tv , (5)

where U ∈ Rp×m and p is the dimensionality of a latent s-
pace. Let ui denote the i-th column of U , which corresponds
to the representation vector of ti in the latent space. The
correlation wij is thus measured by the dot product of ui

and uj , which is commonly used to measure the matching
between textual vectors. Because the intrinsic dimensional-
ity of the latent space is typically much smaller than that of
the original space (i.e., p ≪ m), the number of parameters
in Equation (5) is significantly reduced.

3. RANKING-ORIENTED LEARNING
Our framework seeks to learn the parameters v and U in a

supervised fashion, and to facilitate tag relevance estimation
to boost the accuracy of image search. To this end, we
consider the relevance function r as a ranking criterion for
tag-based image search, and approach the problem from a
new perspective of learning to rank.

Without loss of generality, assume that a set of training
instances for the first n tags is available:

{(tq, Y ∗
q ) ∈ T × Y : q = 1, . . . , n} ,

where tq is a query tag and Y ∗
q is the true ranking of the

images with respect to tq. T is the tag vocabulary and Y
is the set of all possible rankings over images. Similar to
[11], we represent any ranking Y ∈ Y as a matrix of pair
orderings, whose (i, j)-th entry yij = +1 if the image xi

is ranked ahead of the image xj , yij = −1 if xi is ranked
behind xj , and yij = 0 if xi and xj have equal rank. Note
that Y ∗

q is a weak ranking with only two relevance levels,

i.e., relevant and irrelevant. We denote by I+tq and I−tq the
sets of the relevant and irrelevant images with respect to tq.

Our goal is transformed into learning a ranking hypothesis
h : T → Y. For the query tag tq, h(tq) needs to correspond
to the image ranking in descending order of r(tq, x). For this
purpose, we first construct a compatibility function f(tq, Y )
measuring how well a possible image ranking Y fits for tq:

f(tq, Y ) =
∑

xi∈I+
tq

∑
xj∈I−

tq

yij

(
r(tq, xi)− r(tq, xj)

|I+tq | · |I
−
tq
|

)
(6)

=
∑

xi∈I+
tq

∑
xj∈I−

tq

yij

(
eq

TUTU(Φxi − Φxj )
Tv

|I+tq | · |I
−
tq
|

)
.

h(tq) is then defined by maximizing f(tq, Y ) over Y ∈ Y:
h(tq) = argmax

Y ∈Y
f(tq, Y ) . (7)

Here, f(tq, Y ) is decomposed into a series of pairwise com-
ponents, i.e., yij(r(tq, xi)− r(tq, xj)). For the fixed v and
U , h(tq) can be attained by maximizing each component in-
dividually: if r(tq, xi) > r(tq, xj), yij is set to +1; otherwise,
it is set to −1. Note that this is the same procedure as sort-
ing the images by r(tq, x), and h(tq) proves to be equivalent
to the ranking in descending order of r(tq, x).

With the set of training instances, we learn the ranking
hypothesis h(tq) by minimizing the empirical ranking risk,

R∆(h) =
1

n

n∑
q=1

∆(Y ∗
q , h(tq)) , (8)

where the loss function ∆ quantifies the inconsistency be-
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tween the derived ranking h(tq) and the true ranking Y ∗
q .

In our study, we define ∆ based on AP score:

∆(Y ∗
q , h(tq)) = 1−AP (Y ∗

q , h(tq)) . (9)

As a result, minimizing R∆(h) is equivalent to directly op-
timizing MAP performance of tag-based image search.
We adopt the structural SVM [3] as the backbone of our

learning algorithm. Specifically, we rewrite the compatibili-
ty function f as:

f(tq, Y ) =
⟨
UTU ⊗ v, eq ⊗Ψ(tq, Y )

⟩
F

, (10)

Ψ(tq, Y ) =
∑

xi∈I+
tq

∑
xj∈I−

tq

yij
Φxi − Φxj

|I+tq | · |I
−
tq
|
, (11)

where ⊗ denotes the Kronecker product, and ⟨·, ·⟩F denotes
the Frobenius inner product. Ψ(tq, Y ) encodes the joint fea-
tures of the input-output pair (tq, Y ). By representing f
in such a form of a linear function of Ψ(tq, Y ), the struc-
tural SVM can be employed to learn v and U through the
following optimization problem [3]:

Optimization Problem 1.

min.
V,U,ξ

λ

2
∥V ∥22 +

λ

2
∥U∥2F + ξ (12)

s.t. ∀(Y1, . . . , Yn) ∈ Yn :

1

n

n∑
q=1

[
f(tq, Y

∗
q )− f(tq, Yq)

]
> 1

n

n∑
q=1

∆(Y ∗
q , Yq)− ξ . (13)

The main difficulty of Optimization Problem 1 is that
there are as many as |Y|n constraints to be considered. To
solve it efficiently, we employ the cutting plane algorithm.
The pseudo-code of the algorithm is presented in Algorithm
1. It starts with an empty working set W of active con-

straints (step 1). Then it iteratively finds the Ŷq which gen-
erates the most violated constraint for each tq with current
v and U (step 3-5). For our MAP-related loss, this step can
be accomplished with the method presented in [11]. If the
corresponding constraints are on average violated by more

than the error tolerance ε, the algorithm adds (Ŷ1, . . . , Ŷn)
into W, and re-optimizes over the updated W (step 6-9).
We implement a sub-gradient method to solve the problem
at this step. The sub-gradients with respect to v and U can

be computed in terms of the single constraint (Ŷ1, . . . , Ŷn)
that achieves the current largest margin in W:

∇v = λv − 1

n

n∑
q=1

δΨ(tq, Ŷq)U
TUeq

∇U = λU − 1

n

n∑
q=1

(
vT δΨ(tq, Ŷq)⊗ uq

+eq
T ⊗ UδΨ(tq, Ŷq)

T
v
)
, (14)

where δΨ(tq, Ŷq) = Ψ(tq, Y
∗
q ) − Ψ(tq, Ŷq). Algorithm 1 ter-

minates when no constraints are added into W (step 10).

4. EXPERIMENTS

4.1 Data Collections
All the experiments are conducted on a benchmark image

dataset collected from Flickr, i.e., NUS-WIDE-Lite (NUS
for short hereafter) [2]. On NUS, the labelling ground-truth
of the images for 75 concepts has been provided. These
concepts are used as the query tags in the experiments.

Algorithm 1 Cutting Plane Algorithm

Input: training instances (t1, Y
∗
1 ), . . . , (tn, Y

∗
n ), regulariza-

tion trade-off λ, error tolerance ε
Output: model parameters v and U , slack variable ξ
1: Initialize W ← ∅
2: repeat
3: for q = 1, 2, . . . , n do

4: Ŷq ← argmaxY ∈Y∆(Y ∗
q , Y ) + f(tq, Y )

5: end for

6: if 1
n

n∑
q=1

∆(Y ∗
q , Ŷq)− 1

n

n∑
q=1

[
f(tq, Y

∗
q )− f(tq, Ŷq)

]
> ξ + ε

then
7: W ←W ∪

{
(Ŷ1, . . . , Ŷn)

}
8: Optimize Equation (12) over W
9: end if
10: until W has no change during iteration

Each image is represented with the same features as de-
scribed in [2]. We use the Euclidean metric to measure the
visual distance between images. Given an image, all im-
ages are ranked by their distance from it and the k nearest
neighbours are subsequently discovered.

4.2 Evaluation Methodology
We compare our approach with several state-of-the-art

methods on tag relevance estimation. Specifically, the com-
petitors include: NVote [5], WVote [4], Graph [12], SVM [10]
and TagProp [10]. We denote our approach as RankVote.

To conduct a comprehensive comparison, we first evaluate
in the scenario of tag-based image search. Given a query
tag, we sort images by descending the predicted tag rele-
vance concerning each image. We study the performance of
different methods with regard to the parameter k. We take
half of the total concepts as query tags during training, and
keep the rest for testing. We use MAP as the evaluation
metric.

We also compare different methods in the scenario of au-
tomatic tag recommendation. Note that SVM is excluded
from this evaluation because of its excessive computational
cost in the need of learning a separate classifier for each tag.
We randomly choose 1,000 images as the evaluation testbed.
Given an image, all tags are ranked by their relevance values,
and the top 10 results are added into the recommendation
list. Three volunteers manually label each recommended tag
with four relevance levels: Most Relevant (score 3), Relevan-
t (score 2), Weakly Relevant (score 1) and Irrelevant (score
0). As the ground-truth tag ranking for a single image is
not available, DCG is used to evaluate the quality of the
recommendation list.

4.3 Experimental Results

4.3.1 Performance Comparison
Figure 1 shows the image search results of different meth-

ods. Clearly, RankVote consistently achieves the best per-
formance in all cases, reaching at least 20% relative improve-
ment over the other methods. Besides, RankVote is also
more robust to the variation of k. Even though tested with
only 10 neighbours, RankVote still remains a relatively high
performance level of 49.9%. The results verify the promise
of RankVote for tag-based image search.

Table 1 reports the empirical results for automatic tag
recommendation. It is shown that RankVote outperforms
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Figure 2: Illustration of neighbour weights.

the other approaches in both evaluation criteria. Especially,
we find that the relative improvements on DCG@5 are more
significant than those on DCG@10. It is a nice property
as users are usually more interested in the top results in
recommendation. The conclusion can thus be drawn that
RankVote is an effective technique for tag recommendation.

4.3.2 Illustration of Learned Parameters
To the best of our knowledge, this is the first study that ef-

fectively estimates the tag relevance, while jointly learns the
neighbour weights and tag correlations in a unified frame-
work. Figure 2 plots the individual weight of each neighbour
in the top 1,000 sequence on a log-log scale. We notice that
the variation trend of neighbour weights is in accordance
with the intuition that close neighbours are more important
than those distant ones, and it can also be well fitted by a
power-law relationship, which has been indicated by a red
line. We believe this finding is valuable to guide the future
research on neighbour voting.
Figure 3 illustrates the learned pairwise correlations a-
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Table 1: Results for automatic tag recommendation.

NVote WVote Graph TagProp RankVote

DCG@5 3.50 3.29 2.46 3.65 4.43
DCG@10 4.82 4.49 3.57 4.88 5.72

mong a group of frequent tags, where a colour map is used
to indicate the magnitude of tag correlations. Among the
pairwise elements, the higher correlations are assigned to the
pairs of tags that commonly co-occur such as (sky, clouds),
or the tags with the same or similar meanings such as (water,
ocean). On the other hand, those rarely co-occurring tags
like (sunset, leaf) and (ocean, town) are assigned with lower
negative correlation values. This reveals that the learned
correlations can properly encode the various kinds of rela-
tionships among tags.

5. CONCLUSIONS
In this paper, we investigate the problem of tag rele-

vance estimation from a new perspective of learning to rank.
A supervision step is introduced into the neighbour voting
scheme, and both neighbour weights and tag correlations
are explicitly modelled. Experimental results demonstrate
the effectiveness of our approach in both scenarios of image
search and tag recommendation. For future study, we plan
to incorporate the distance metric learning techniques for
discovering more accurate visual neighbours.
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