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Abstract

Improving classification accuracy is a key issue to ad-
vancing brain computer interface (BCI) research from lab-
oratory to real world applications. This article presents a
high accuracy EEG signal classification method using sin-
gle trial EEG signal to detect left and right finger move-
ment. We apply an optimal temporal filter to remove ir-
relevant signal and subsequently extract key features from
spatial patterns of EEG signal to perform classification.
Specifically, the proposed method transforms the original
EEG signal into a spatial pattern and applies the RBF fea-
ture selection method to generate robust feature. Classifi-
cation is performed by the SVM and our experimental re-
sult shows that the classification accuracy of the proposed
method reaches 90% as compared to the current reported
best accuracy of 84%.

1. Introduction

A brain-computer interface (BCI) is a communication
system that does not depend on the brain’s normal output
pathways of peripheral nerves and muscles [7]. At present,
eletroencephalography (EEG) is one of the most prevailing
signals used in non-invasive BCI systems.

There are various kinds of EEG based BCIs catego-
rized by the signals used [7]. Typical signals include slow
cortical potential, µ/β rhythms, EEG (de)synchronization
evoked by motor imagery, steady-state visual evoked poten-
tial, P300 potential, etc. EEG signals evoked by limb move-
ment or motor imagery are of interest to this paper.

The preparation, actual operation and mental imagina-
tion of limb movements activate similar EEG changes at
sensorimotor areas on the scalp. When such regions be-
come activated, EEG activities display an amplitude atten-
uation or event-related desynchronization (ERD). For in-
stance, imagination of right-hand or left-hand movement

results in the most prominent ERD localized over the cor-
responding sensorimotor cortex. However, ERD is subject-
related, i.e. different subjects have different spatial localiza-
tions of ERD. This leads to difficulty when extracting fea-
tures for classification.

Pfurtscheller et. al. [6] extracted motor imagery signals
from C3 and C4 EEG Channels to build an online BCI sys-
tem. The features presented to the classifier were short-term
power spectra in pre-define frequency bands. This system
using a LVQ algorithm achieved an accuracy of approxi-
mately 80% for 3 subjects.

Studies showed that the position of ERD may vary
from subject to subject, and are not necessarily located be-
neath electrode positions C3 and C4 [5]. As such, us-
ing more channels of signals may improve performance.
Müller-Gerking et. al. [4] proposed to use Common Spa-
tial Patterns (CSP) for the classification of motor execution
or imagery signals. The CSP method resulted in signifi-
cant improvement to performances as compared to their
previous work in [6].

In this paper, we combined CSP and Principal Compo-
nent Analysis (PCA) to improve the CSP feature classifi-
cation. The resulted transformation is equivalent to a set
of spatial filters optimized to distinguish between the left
and right hand movement or motor imagery. In addition,
temporal filtering was applied to reduce noise. In the past,
the selection of frequency bands was limited to a few pre-
defined bands [4, 5]. In this paper, we investigated the ef-
fects of temporal filtering for specific subject by an ex-
haustive search over all the frequency bands. We showed
that classification performance could be improved signifi-
cantly by applying proper band-pass filter. To further en-
hance recognition accuracy, a Radial Basis Function (RBF)
based feature selection and generation algorithm [3] was
adapted. We applied the Orthogonal Least Square (OLS)
algorithm [3] to feature selection and generation. Using a
Support Vector Machine (SVM) classifier on the features
found, we achieved 90% accuracy on a self-paced finger-
taping dataset, the current best result in the literature on this
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dataset.
The organization of the paper is as follows. Section 2 in-

troduces the feature extraction by the combination of CSP
and PCA. Section 3 presents the feature selection and gen-
eration algorithms. Section 4 discusses the effects of differ-
ent parameters on the recognition performance and present
comparative experiment results. Finally, we conclude our
paper and discuss some future work.

2. EEG Feature Extraction

Given an N -channels spatial-temporal EEG signal X,
where X is a N × K matrix and K denotes the number
of samples in each channel. Let X = [x1, · · · ,xK ], the co-
variance matrix for i-th trial is

R(i) =
K∑

k=1

(
x(i)

k − 1
K

K∑
k=1

x(i)
k

) (
x(i)

k − 1
K

K∑
k=1

x(i)
k

)T

(1)
where x(i)

k is an N -dimensional vector at time k. This way,
we can estimate covariance matrices for left and right hand
data respectively. The normalized covariance matrices are

RL =
1
l

l∑
i=1

R(i)
L

trace(R(i)
L )

RR =
1
r

r∑
i=1

R(i)
R

trace(R(i)
R )

(2)
where RL, RR are the normalized covariance matrices and
l, r denote numbers of trials, for the left and right hand data
respectively.

The common spatial pattern [4] is extracted based on the
simultaneous diagonalize of two covariance matrices be-
longing to left and right hand movement, and the resulted
decomposition maximizes the differentiation between two
groups of data. After we have covariance matrices RL and
RR, we can find

R = RL + RR = UλUT (3)

where U and λ are the eigenvectors and eigenvalues of R
respectively. With these matrices, we can find a transforma-

tion matrix W = λ− 1
2 U

T
to calculate CSP features. For

details on this, refer to [4]. Here, we modify the approach
of [4] by combining PCA, i.e., we only use the p princi-
pal eigenvectors from U to form the transformation matrix

Ws = λ
− 1

2
s UT

s (4)

where Us is composed of the p most significant eigenvec-
tors of U, p ≤ N , and λs the corresponding eigenvalues.
We can then evaluate the transformed covariance matrices
SL,SR as

SL = WsRLWs
T and SR = WsRRWs

T (5)

Hence,

SL + SR = WsRWs
T

= λ
− 1

2
s UT

s UλUT UT
s λ

− 1
2

s

= λ
− 1

2
s

[
Ip 0

] [
Ip

0

]
λ
− 1

2
s

= Ip (6)

where Ip is a p × p identity matrix. The above equation
shows that the CSP criterion is still satisfied when using the
sub-matrix Ws. From (6), it can be found that SL and SR

share a common eigenvectors matrix B such that

SL = BλLBT (7)
SR = BλRBT (8)

For each trial, the data matrix X = [x1, . . . ,xK ], is
transformed to Y by

Y = BT WsX = PX (9)

where the matrix Y is of size p×K. This matrix is used to
obtain the final features for classification by

fj = log


var(yj)

m/2∑
k=1

var(yk)


j = 1, · · · , m

2
(m ≤ p) (10)

and

fj = log


var(yp−m+j)

p∑
k=p−m

2 +1

var(yk)


j = m

2 + 1, · · · , m
(m ≤ p)

(11)
where yj is the j-th row of Y and var(yj) = yjyT

j is
the variance of yj . The optimal variable m and p are found
experimentally. We denote the features generated by this
method PCA+CSP, as the transformation matrix Ws is
found based on the p most significant principal components.

3. Feature selection and generation

In the CSP method, the first m/2 features are evaluated
using the first m/2 rows of Y and the last m/2 features use
the corresponding last m/2 rows of Y [4]. To improve the
feature selection strategy, we perform feature selection by
the Orthogonal Least Square (OLS) algorithm. The OLS is
an efficient implementation of the forward stepwise feature
selection method [2]. It selects the “important” regressors
from an initial linear regression model sequentially. As the
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OLS algorithm can be implemented very efficiently, it can
be applied to select models from very large initial systems.

Here we apply OLS to select features from the input fea-
ture vectors calculated from (10) and (11). Suppose that
the input feature row vector for i-th trial is denoted by
f (i) = [f (i)

1 , · · · , f (i)
m ]T and constitutes the training set F,

F =


f

(1)
1 · · · f

(1)
m

...
...

...

f
(Q)
1 · · · f

(Q)
m

 (12)

where F consists of Q trials and m features per trial.
To improve robustness of features, we apply OLS to find

a parsimonious selection of features from F. Let zi denotes
i-th column of F, the subset model found is F̃,

OLS1(F) = F̃ =
[
z̃1, · · · , z̃m̃

]
0 < m̃ ≤ m (13)

where OLS1 denotes the OLS function and {z̃i} are the fea-
tures chosen from input features using OLS method.

In addition to feature selection, the OLS algorithm may
be used to generate the new features based on the training
set. Chng et. al. [3] introduced an efficient adaptive model
selection method based on the OLS algorithm. It first se-
lect a small subset RBF models from a large initial one
and subsequently applies a local learning step to modify the
selected node’s parameters. Using simulation results, they
showed that the selected model’s performance is improved,
and that the pre-set values of the initial network become
less critical. In this paper, the same algorithm denoted by
OLS2 is applied to generate feature vectors for our classi-
fier, namely

OLS2(F) =
[
z̃1, · · · , z̃m̃

, ẑ1, · · · , ẑm̂

]
(14)

where {ẑi} are the newly generated features. We denote fea-
tures generated by this method as PCA+CSP+OLS2

4. Experimental results

The dataset used in our experiment is one of the datasets
from the BCI Competition 2003, courtesy of Müller and Cu-
rio [1]. This dataset was recorded from a normal subject
during the planning phase of two different types of move-
ment, finger movement of left and right hand. The dataset
includes 316 training trials and 100 test trials. 20-fold cross-
validation is used throughout the training process for pa-
rameter optimization and the final result is reported on the
test set.

An Infinite Impulse Response (IIR) band-pass filter is
applied on the raw data before it is sent for feature extrac-
tion. To evaluate the effect of cut-off frequency, we perform
an exhaustive search on various combinations of high and
low cut-off frequencies by monitoring classification accu-
racy. Results are illustrated in Fig 1. The x-axis and y-axis

of this figure are the low and high cut-off frequency of the
bandpass filter respectively and the classification accuracy
is reflected by the intensity level. It is found that when the
low-cutoff frequency is in the range of 10 − 15Hz and high
cut-off frequency is about 30Hz, similar classification accu-
racy can be achieved.

10 15 20 25 30 35
10

15

20

25

30

35

40

Low Cut−off Frequency  (Hz)
H

ig
h 

C
ut

−
of

f F
re

qu
en

cy
 (

H
z)

0

10

20

30

40

50

60

70

In
te

ns
ity

 =
 p

er
fo

rm
an

ce
 %

Figure 1. Evaluation Set: Classification accu-
racy using the different low/high cut-off fre-
quency selection.

The optimal parameter p for feature extraction is found
to be 18 by similar approach described above. With this op-
timal p, feature extraction using (10) and (11) is performed
and the OLS1 is used to select features. Fig 2 shows the clas-
sification performance versus the number of features found
by OLS1. The best performance is obtained when m̃ = 2 for
various m and interestingly for m̃ = 2, the selection is sim-
ilar to what was used in basic CSP, i.e., the first and last row
of yi

j were used to evaluate f i
1 and f i

2 [4].

To further improve performance, the OLS2 is applied to
generate additional features. Fig 3 shows the classification
performance on the evaluation set using selected and gen-
erated features. Specifically, the x-axis on Fig 3 shows the
number of generated features, and the different lines repre-
sent the experiments using 0, 1 and 2 selected features re-
spectively. The best result is obtained for selected features
m̃ = 0 and generated features m̂ = 6.

Finally, experiments on the test set are performed using a
SVM classifier with 3 different feature extraction methods:
(1) CSP, (2) PCA+CSP and (3) PCA+CSP+OLS2. Fig 4
shows that the PCA+CSP+OLS2 method gives the highest
classification accuracy of 90%. This is better than the best
result of 84% previously reported in BCI Competition 2003.
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formance using different number of features
selected by OLS1.
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Figure 3. Evaluation Set: Classification per-
formance using different number of selected
and generated features obtained by OLS2.

5. Conclusion and future work

In this paper, we present our research result on the classi-
fication of EEG signal for distinguishing left and right hand
movement, preparation or imagination. We propose to ex-
tract CSP features by combining PCA to reduce noise, and
use OLS algorithm to generate features for classification.
These methods are found effective and help achieve a high
accuracy of 90% for single trial motor imagery classifica-
tion.

CSP feature is quite sensitive to the frequency range of
the bandpass filter and it is subject specific. We observed
this phenomena in our study using other subjects’ data. Ex-
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Figure 4. Experiment results on test set.

haustive search for the optimal frequency band can pro-
vide the best performance for individual subjects. However,
it is very time consuming. One of our current interests is
to develop fast method to determine the optimal frequency
band for each subject. As alternatively, we are developing
new feature representations which are immune to subject-
specific frequency dominance.
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