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ABSTRACT

Most studies of online learning require accessing all the attributes/features of training instances. Such a classical setting is not always appropriate for real-world applications when data instances are of high dimensionality or the access to it is expensive to acquire the full set of attributes/features. To address this limitation, we investigate the problem of Online Feature Selection (OFS) in which the online learner is only allowed to maintain a classifier involved a small and fixed number of features. The key challenge of Online Feature Selection is how to make accurate prediction using a small and fixed number of active features. This is in contrast to the classical setup of online learning where all the features are active and can be used for prediction. We address this challenge by studying sparsity regularization and truncation techniques. Specifically, we present an effective algorithm to solve the problem, provide the theoretical analysis, and evaluate the empirical performance of the proposed algorithms for online feature selection on several public datasets. We also demonstrate the application of our online feature selection technique to tackle real-world problems of big data mining, which is significantly more scalable than some well-known batch feature selection algorithms. The encouraging results of our experiments validate the efficacy and efficiency of the proposed techniques for large-scale applications.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications—data mining; I.2.6 [Artificial Intelligence]: Learning

General Terms
Algorithms, Experimentation

Keywords
Feature Selection, Online Learning, Classification

1. INTRODUCTION

Feature selection is an important topic in data mining and machine learning and has been studied for many years in literature [10, 19, 26, 31]. The objective of feature selection is to select a subset of relevant features for building effective prediction models. By removing irrelevant and redundant features, feature selection can improve the performance of prediction models by alleviating the effect of the curse of dimensionality, enhancing the generalization performance, speeding up the learning process, and improving the model interpretability. Feature selection has found applications in many domains, especially for the problems involved high dimensional data.

Despite being studied extensively, most existing studies on feature selection often assume the feature selection task is conducted in an off-line learning fashion and all the features of training instances are given a priori. Such assumptions may not always hold for some real-world applications where training examples may arrive in an online manner or it is expensive to collect the full information of training data. For example, in an online spam email detection system, training data usually arrive sequentially, making it difficult to deploy a regular batch feature selection technique in a timely, efficient, and scalable manner. Another example is feature selection in bioinformatics, where acquiring the entire set of features/attributes for every instance is expensive due to the high cost of conducting wet lab experiments.

Unlike the existing studies on feature selection, in this paper, we investigate the problem of Online Feature Selection (OFS) that aims to solve the feature selection problem by an online learning approach. The goal of online feature selection is to develop online classifiers that involve only a small and fixed number of features. In order to mine big data in real-world applications, we must be able to efficiently identify a fixed number of relevant features for building accurate prediction models in the online learning process. In this paper, we propose algorithms to solve the OFS task, analyze the theoretical property, and validate their empirical performance by extensive experiments. Finally, we apply our technique to solve applications with large-scale data sets.

The rest of this paper is organized as follows. Section 2 reviews related work. Section 3 presents the problem and the proposed algorithms as well as the theoretical analysis. Section 4 discusses our empirical studies and Section 5 concludes this work.

2. RELATED WORK

Our work is closely related to the studies of online learning
and feature selection in machine learning and data mining. Below we review some important related work in both areas.

For online learning studies, many techniques have been proposed for solving different tasks in literature [30, 6, 39, 20, 41, 25]. The most well-known method is the Perceptron algorithm [30, 16], which updates the model by adding a new example with some constant weight into the current set of support vectors when the incoming example is misclassified. Moreover, a lot of new online learning algorithms have been developed recently, in which many of them usually follow the criterion of maximum margin learning principle [17, 21, 6, 40, 34]. For example, the Passive-Aggressive algorithm [6] proposes to update a classifier that is near to the previous function while suffering less loss on the current instance. The PA algorithm is limited in that it only exploits the first order information, which has been addressed by the recently proposed confidence weighted online learning algorithms that exploit the second order information [14, 7, 8]. Despite the extensive investigation, most studies of online learning exploit the full features. In contrast, we consider an online learning problem where the number of active features is fixed, a significantly more challenging problem than the conventional setup of online learning.

Feature Selection (FS) has been actively studied. The goal of FS is to select the most relevant features from the whole feature space in order to improve the prediction performance of the predictors. Various FS methods have been proposed. Based on the selection criterion choice, these methods can be roughly divided into three categories: Filter methods, Wrapper methods, and Embedded methods approaches. Filter methods [38, 9, 1] relies on the characteristics of the data such as correlation, distance and information, without involving any learning algorithm; wrapper methods [22] require one predetermined learning algorithm for evaluating the performance of selected features set. Generally, wrapper methods will search the features suitable for the predetermined learning algorithm to improve the performance, but will be more computationally expensive; while Embedded methods [2, 5, 37] aim to integrate the feature selection process into the model training process, which are faster than the wrapper methods and still provide suitable feature subset for the learning algorithm, but those resultant features may be not suitable for other learning algorithms.

It is important to distinguish online feature selection, the problem addressed in this work, from Online Feature Selection or Streaming Feature Selection studied in [29, 18, 36]. In these works, features are assumed to arrive one at a time while all the training instances are available before the learning process starts. Their goal is to select a subset of features and return an appropriate model at each time step while all the training instances are available before the learning process starts. Their goal is to select a subset of features and return an appropriate model at each time step while all the training instances are available before the learning process starts. Their goal is to select a subset of features and return an appropriate model at each time step while all the training instances are available before the learning process starts. Their goal is to select a subset of features and return an appropriate model at each time step while all the training instances are available before the learning process starts. Their goal is to select a subset of features and return an appropriate model at each time step while all the training instances are available before the learning process starts. Their goal is to select a subset of features and return an appropriate model at each time step while all the training instances are available before the learning process starts. Their goal is to select a subset of features and return an appropriate model at each time step while all the training instances are available before the learning process starts.

The proposed work is closely related to sparse online learning [15, 24], whose goal is to learn a sparse linear classifier. Our work differs from these studies in that we impose a hard constraint on the number of non-zero elements in classifier \( w \), while all the studies of sparse online learning only have soft constraints on the sparsity of the classifier. Our work is also related to budget online learning [3, 11, 27, 42] where the number of support vectors is bounded by a predefined number. A common strategy behind many budget online learning algorithms is to remove the “oldest” support vector when the maximum number of support vectors is reached.

This simple strategy however is not applicable to online feature selection. Finally, our work is closely related to the online learning algorithm that aims to learn a classifier that performs as well as the best subset of experts [35], which is in contrast to most online learning work on prediction with expert advice that only compares to the best expert in the ensemble [4]. Unlike the work [35] where only positive weights are assigned to individual experts, in this study, the weights assigned to individual features can be both negative and positive, making it more flexible.

3. ONLINE FEATURE SELECTION

3.1 Problem Setting

In this paper, we consider the problem of online feature selection for binary classification. Let \( \{(x_t, y_t)\mid t = 1, \ldots, T\} \) be a sequence of input patterns received over the trials, where each \( x_t \in \mathbb{R}^d \) is a vector of \( d \) dimension and \( y_t \in \{-1, +1\} \). In our study, we assume that \( d \) is a large number and for computational efficiency we need to select a relatively small number of features for linear classification. More specifically, in each trial \( t \), the learner presents a classifier \( w_t \in \mathbb{R}^d \) that will be used to classify instance \( x_t \) by a linear function \( \text{sgn}(w_t^\top x_t) \). Instead of using all the features for classification, we require the classifier \( w_t \) to have at most \( B \) non-zero elements, i.e.,

\[
|w_t|_0 \leq B
\]

where \( B > 0 \) is a predefined constant, and consequently at most \( B \) features of \( x_t \) will be used for classification. We refer to this problem as online feature selection. Our goal is to design an effective strategy for online feature selection that is able to make a small number of mistakes. Throughout the paper, we assume \( |x_t|_2 \leq 1, t = 1, \ldots, T \).

3.2 Algorithms

In this problem, we assume the learner is provided with the full inputs of every training instance (i.e. \( x_1, \ldots, x_T \))

3.2.1 A Simple Truncation Approach

A straightforward approach to online feature selection is to modify the Perceptron algorithm by applying truncation. Specifically, in the \( t \)-th trial, when being asked to make prediction, we will truncate the classifier \( w_t \) by setting everything but the \( B \) largest (absolute value) elements in \( w_t \) to be zero. This truncated classifier, denoted by \( w_t^B \), is then used to classify the received instance \( x_t \). Similar to the Perceptron algorithm, when the instance is misclassified, we will update the classifier by adding the vector \( y_t x_t \) where \((x_t, y_t)\) is the misclassified training example. Algorithm 1 shows the steps of this approach.

Unfortunately, this simple approach does not work: it can not guarantee a small number of mistakes. To see this, consider the case where the input pattern \( x \) can only take two possible patterns, either \( x_0 \) or \( x_o \). For \( x_0 \), we set its first \( B \) elements to be one and the remaining elements to be zero. For \( x_o \), we set its first \( B \) elements to be zero and the remaining elements to be ones. An instance \( x \) is assigned to the positive class (i.e., \( y = +1 \)) when it is \( x_o \), and assigned to the negative class (i.e., \( y = -1 \)) when it is \( x_o \). Let \( (x_1, y_1), \ldots, (x_{2T}, y_{2T}) \) be a sequence of \( 2T \) examples, with \( x_{2k+1} = x_o, y_{2k+1} = 1, k = 0, \ldots, T - 1 \) and
Algorithm 1 Modified Perceptron by Truncation for OFS

1: Input
   • $B$: the number of selected features
2: Initialization
   • $w_0 = 0$
3: for $t = 1, 2, \ldots, T$ do
   4:   Receive $x_t$
   5:   Make prediction $\text{sgn}(x_t^T w_t)$
   6:   Receive $y_t$
   7: if $y_t x_t^T w_t \leq 0$ then
   8:      $\tilde{w}_{t+1} = w_t + y_t x_t$
   9:      $w_{t+1} = \text{Truncate}(\tilde{w}_{t+1}, B)$
10: else
11:     $w_{t+1} = w_t$
12: end if
13: end for

Algorithm 2 $w = \text{Truncate}(\tilde{w}, B)$

1: if $||\tilde{w}||_0 > B$ then
2:   $w = \tilde{w}^B$ where $\tilde{w}^B$ is $\tilde{w}$ with everything but the $B$
3:   largest elements set to zero.
4: else
5:   $w = \tilde{w}$
6: end if

$x_{2k} = x_b, y_{2k} = -1, k = 1, \ldots, T$. It is clear that Algorithm 1 will always make the mistake while a simple classifier that uses only two attributes (i.e., the first feature and the $B + 1$ feature) will make almost no mistakes.

3.2.2 A Sparse Projection Approach

One reason for the failure of Algorithm 1 is that although it selects the $B$ largest elements for prediction, it does not guarantee that the numerical values for the unselected attributes are sufficiently small, which could potentially lead to many classification mistakes. We can avoid this problem by exploring the sparsity property of $L_1$ norm, given in the following proposition from [13].

**Proposition 1.** For $q > 1$ and $x \in \mathbb{R}^d$, we have

$$||x - x^m||_q \leq \xi_q ||x||_1 (m + 1)^{1/q - 1}, m = 1, \ldots, d$$

where $\xi_q$ is a constant depending only on $q$ and $x^m$ stands for the vector $x$ with everything but the $m$ largest elements set to 0.

This proposition indicates that when a vector $x$ lies in a $L_1$ ball, most of its numerical values are concentrated in its largest elements, and therefore removing the smallest elements will result in a very small change to the original vector measured by the $L_q$ norm. Thus, we will enforce the classifier to be restricted to a $L_1$ ball, i.e.,

$$\Delta_R = \{w \in \mathbb{R}^d : ||w||_1 \leq R\}$$

(1)

Based on this idea, we present a new approach in Algorithm 3 for Online Feature Selection (OFS). The online learner maintains a linear classifier $w_t$ that has at most $B$ non-zero elements. When a training instance $(x_t, y_t)$ is misclassified, the classifier is updated by online gradient descent and then projected; since after projection, the norm of the classifier could be bound, which is inspired by the Pegasos algorithm [32]. If the resulting classifier $\tilde{w}_{t+1}$ has more than $B$ non-zero elements, we will simply keep the $B$ elements in $\tilde{w}_{t+1}$ with the largest absolute weights.

Algorithm 3 OFS via Sparse Projection. (OFS)

1: Input
   • $\lambda$: regularization parameter
   • $\eta$: step size
   • $B$: the number of selected features
2: Initialization
   • $w_1 = 0$
3: for $t = 1, 2, \ldots, T$ do
   4:   Receive $x_t$
   5:   Make prediction $\text{sgn}(w_t^T x_t)$
   6:   Receive $y_t$
   7: if $y_t w_t^T x_t \leq 1$ then
   8:      $\tilde{w}_{t+1} = (1 - \lambda \eta)w_t + \eta y_t x_t$
   9:      $\tilde{w}_{t+1} = \min\{1, \frac{\eta}{||w_{t+1}||_2^2}\} \tilde{w}_{t+1}$
10:     $w_{t+1} = \text{Truncate}(\tilde{w}_{t+1}, B)$
11: else
12:     $w_{t+1} = (1 - \lambda \eta)w_t$
13: end if
14: end for

The following theorem gives the mistake bound of Algorithm 3.

**Theorem 1.** Let $\ell(z)$ be a convex loss function decreasing in $z$, with $|\ell'(1)| \geq G$ and $\ell(0) = 0$. After running Algorithm 3 over a sequence of training examples $(x_1, y_1), \ldots, (x_T, y_T)$ with $||x_t||_2 \leq 1$ and $x_t \in \mathbb{R}^d$, we have the following bound for the number of mistakes $M$ made by Algorithm 3

$$M \leq \frac{1}{\Omega} \left\{ \min_{w \in \Delta_R} \sum_{t=1}^{T} \ell(y_t w^T x_t) + \frac{2O\xi d}{\sqrt{B + 1}A} - \frac{\xi^2 d}{\lambda (B + 1)} \right\}$$

where $\Delta = \Delta_{\sqrt{G/\eta}}$

**Proof.** At trial $t$ for any classifier $w \in \Delta$, we have

$$\Delta_t = ||w - w_t||^2_2 - ||w - w_{t+1}||^2_2$$

$$= ||w - w_t||^2_2 - ||w - \tilde{w}_{t+1} + \tilde{w}_{t+1} - w_{t+1}||^2_2$$

$$= -2(w - \tilde{w}_{t+1}, \tilde{w}_{t+1} - w_{t+1}) + ||\tilde{w}_{t+1} - w_{t+1}||^2_2$$

Denote $\bar{w}_{t+1} = (1 - \lambda \eta)w_t + \eta y_t x_t$. Then according to Generalized pythagorean inequality [4],

$$||w - \tilde{w}_{t+1}||_2^2 \geq ||w - \bar{w}_{t+1}||_2^2 + ||\tilde{w}_{t+1} - \bar{w}_{t+1}||_2^2 - \frac{2\eta}{\sqrt{G}}$$

As a result, we have

$$||w - \tilde{w}_{t+1}||_2^2 \geq ||w - \bar{w}_{t+1}||_2^2 - ||w - \bar{w}_{t+1}||_2^2$$

$$\geq 2\eta \langle \nabla \ell(y_t w^T x_t), w - w_{t+1} \rangle - \eta^2 ||\nabla \ell||^2_2$$

$$\geq 2\eta \langle \nabla \ell(y_t \tilde{w}_{t+1}^T x_t), \tilde{w}_{t+1} - w_{t+1} \rangle - \eta^2 ||\nabla \ell||^2_2$$

When the number of non-zero elements in $\tilde{w}_{t+1}$ is more than $B$, we will generate $w_{t+1}$ by only keeping the $B$ largest elements in $\tilde{w}_{t+1}$. Since $||\tilde{w}_{t+1}||_2 \leq \frac{\sqrt{d}}{\lambda}$, then $||w_{t+1}||_1 \leq \frac{\sqrt{2d}}{\lambda}$. Using Proposition 1, we have

$$\langle w - \tilde{w}_{t+1}, \tilde{w}_{t+1} - w_{t+1} \rangle \leq ||w - \tilde{w}_{t+1}||_2 ||\tilde{w}_{t+1} - w_{t+1}||_2$$

$$\leq ||w - \tilde{w}_{t+1}||_1 ||\tilde{w}_{t+1} - w_{t+1}||_2 \leq \frac{2\sqrt{2d}}{\sqrt{B + 1} \lambda}$$

$$\frac{2\xi d}{\sqrt{B + 1}A} - \frac{\xi^2 d}{\lambda (B + 1)}$$

$$\left\{ \min_{w \in \Delta_R} \sum_{t=1}^{T} \ell(y_t w^T x_t) + \frac{2O\xi d}{\sqrt{B + 1}A} - \frac{\xi^2 d}{\lambda (B + 1)} \right\}$$
and
\[ \|\tilde{w}_{t+1} - w_{t+1}\|^2 \leq \frac{\xi^2 d}{\lambda(B + 1)} \]
We thus have
\[ \Delta_t \geq 2\eta(\ell(w_t) - \ell(w)) - \eta^2 - \frac{4\xi^2 d}{\sqrt{B + 1}} - \frac{\xi^2 d}{\lambda(B + 1)} \]
We complete the proof by adding up the inequalities of all trials and using the fact \( \ell(y_t w_t^\top x_t) \geq 1 \) when \( y_t w_t^\top x_t \leq 0 \).

4. EXPERIMENTAL RESULTS
In this section, we conduct an extensive set of experiments to evaluate the performance of the proposed online feature selection algorithms. We will evaluate the online predictive performance of the OFS task on several benchmark datasets from UCI machine learning repository, and then demonstrate the applications of the proposed online feature selection technique for real-world applications by comparing the proposed OFS technique with some well-known and successful batch feature selection technique in literature [28]. Finally, we also examine the scalability of the proposed technique for mining large-scale data sets.

4.1 Experiment I: Evaluation of Online Learning Performance on UCI Data Sets

4.1.1 Experimental Testbed on UCI Datasets
To extensively examine the performance, we test the algorithms on a number of public datasets from web machine learning repositories. All of the datasets can be downloaded either from LIBSVM website \(^1\) or UCI machine learning repository \(^2\). Table 1 shows a list of six binary datasets used in our experiments, which were randomly chosen.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>magic04</td>
<td>19020</td>
<td>10</td>
</tr>
<tr>
<td>svmguid3</td>
<td>1243</td>
<td>21</td>
</tr>
<tr>
<td>german</td>
<td>1000</td>
<td>24</td>
</tr>
<tr>
<td>splice</td>
<td>3175</td>
<td>60</td>
</tr>
<tr>
<td>spambase</td>
<td>4601</td>
<td>57</td>
</tr>
<tr>
<td>a8a</td>
<td>32561</td>
<td>123</td>
</tr>
</tbody>
</table>

4.1.2 Experimental Setup and Compared Algorithms
We compare the proposed OFS algorithm with two baselines: (i) the modified perceptron by simple truncation in Algorithm 1, denoted as “PE\(_{trun}\)”, and (ii) a randomized feature selection algorithm, which randomly selects a fixed number of active features in an online learning task, denoted “RAND” for short.
To make a fair comparison, all algorithms adopt the same experimental settings. We set the number of selected features as \(\text{round}(0.1 \times \text{dimensionality})\) for every dataset, the regularization parameter \(\lambda\) to 0.01, and the learning rate \(\eta\) to 0.2. All parameters were chosen by the same approach. After that, all the experiments were conducted over 20 random permutations for each dataset. All the experimental results were reported by averaging over these 20 runs.

4.1.3 Evaluation of Online Predictive Performance
Table 2 summarizes the online predictive performance of the compared algorithms with a fixed fraction of selected features (10% of all dimensions) on the datasets.

4.2 Experiment II: Online vs. Batch Comparison for Real-world Applications
In this experiment, we apply the proposed OFS technique to tackle feature selection tasks of real-world applications in computer vision and Bioinformatics.

4.2.1 Experimental Datasets and Setup
The first application is to solve feature selection for image classification. We adopt the CIFAR-10 image dataset \(^3\).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>svmguid3</th>
<th>german</th>
<th>magic04</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAND</td>
<td>567.6 ± 17.3</td>
<td>472.4 ± 11.1</td>
<td>8689.8 ± 58.9</td>
</tr>
<tr>
<td>PE(_{trun})</td>
<td>512.2 ± 32.6</td>
<td>489.6 ± 29.8</td>
<td>8153.1 ± 79.3</td>
</tr>
<tr>
<td>OFS</td>
<td>400.9 ± 66.8</td>
<td>432.8 ± 13.6</td>
<td>6023.4 ± 1342.3</td>
</tr>
</tbody>
</table>

Several observations can be drawn from the results. First of all, we found that among all the compared algorithms, the RAND algorithm has the highest mistake rate for all the cases. This shows that it is important to learn the active features in an OFS task. Second, we found that the simple “PE\(_{trun}\)” algorithm can outperform the RAND algorithm considerably, which indicates the algorithm is effective to choose informative features for online learning tasks. Finally, among the three algorithms, we found that the OFS algorithm achieved the smallest mistake rate, which is significantly smaller than the two algorithms. This shows that the proposed algorithm is able to considerably boost the performance of the simple “PE\(_{trun}\)” approach.

To further examine the online predictive performance, Figure 1 shows the details of online average mistake rates varying accord the entire OFS process on the three randomly chosen datasets (similar observations can be found on the other three datasets, we simply omit them due to space limitation). Similar to the previous observations, we can see that the proposed OFS algorithm consistently surpassed the other two algorithms for all the situations. This again verifies the efficacy of the proposed OFS algorithm.

Finally, Figure 2 further shows the details of the online performances of the compared online feature selection algorithms with varied fractions of selected features. The proposed OFS algorithm outperform the other two baselines for most cases. This encouraging result further verifies the efficacy of the proposed technique.
Figure 1: Performance evaluation of online feature selection in the online learning process.

Figure 2: Online Classification Accuracy with various fractions of selected features.
which consists of 10 classes of images, which were a subset of the well-known 80-million images. In this experiment, we randomly choose two classes “airplane” and “bird” to a binary classification task. In our dataset, the CIFAR-10 dataset consists of a total of 3,992 images and each image is represented by a 3073-dimensional feature vector.

The second application is to solve feature selection of microarray gene expression data in bioinformatics. We adopt the Colon dataset, which is a microarray gene expression data of tumor and normal colon tissues [33].

4.2.2 Evaluation of Online Prediction Performance

The experimental result is shown in Table 3 and Table 4. Note that the average mistake rates of the original online algorithm with full set of features on CIFAR-10 and Colon datasets are 0.2266±0.0030 and 0.3548±0.0541, respectively.

Several observation could be drawn. Firstly, in both datasets our OFS algorithms performs significantly better than the random feature selection method and the simple truncation approach, which demonstrate the effectiveness of our algorithms; Secondly, in CIFAR-10 dataset, our OFS algorithm performs better as the fraction of features selected increase, and obtain the same performance with OGD when the fraction reach 64%, in Colon dataset, the performance, as the fraction of features used increase, first improve then drop, and achieves the best performance when selecting 2% of the features, which is superior to using all the features, this may be because there exists some noise features in Colon dataset which may affect the performance.

4.2.3 Online vs. Batch Feature Selection Methods

All the above experiments are conducted in an online learning setting. It will also be useful to compare the proposed algorithm against some existing batch feature selection method. To this purpose, we compare our OFS algorithm with a state-of-the-art batch feature selection method: minimum Redundancy Maximum Relevance Feature Selection (mRMR) [28, 12].

We divide the datasets equally into two parts: the first part is used by running feature selection algorithms (OFS and mRMR), and the second part is used to test the performance of the feature selection algorithms. To examine the efficacy of the selected features invariant to different classifiers, we adopt two types of widely used classifiers: (i) Online gradient descent (OGD) which is an online learning classifier, and (ii) K-nearest neighbor classifier (KNN), which is a batch learning classifier. In this experiment, we simply fix $K = 5$ for the parameter $K$ in the KNN classifier. We evaluate the performance in terms of both the classification error rates and the computational time efficiency of the two different feature selection algorithms. The experimental results were shown in Table 5 and Table 6, respectively, and the time efficiency comparison was shown in Figure 4.

From the experimental results, we can see that the proposed OFS algorithm in general outperforms mRMR for most cases in terms of classification efficacy for both different classifiers. In terms of time efficiency and scalability, we observe that the OFS algorithm has a significant advantage over the batch feature selection algorithm, especially when the number of features to be selected is large. For example, when choosing 32% of features on the CIFAR-10 dataset, the mRMR algorithm spent about 1045.83 seconds for learning, while the proposed OFS algorithm took only 1.08 seconds, which is almost 1000 times faster.

4.3 Experiment III: Evaluation on Big Data

In this section, we evaluate the performance of the proposed algorithms for mining big data sets, in which each of these data sets contains at least 100,000 instances. The statistics of these data sets are shown in table 7.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDDCUP08</td>
<td>102294</td>
<td>117</td>
</tr>
<tr>
<td>icmnn1</td>
<td>141691</td>
<td>22</td>
</tr>
<tr>
<td>codrna</td>
<td>271617</td>
<td>8</td>
</tr>
<tr>
<td>covtype</td>
<td>581012</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 8 shows the experimental results of the average numbers of mistakes and the time costs by three different algorithms, in which the experiments were implemented in matlab and run in a regular PC with a Dual-core CPU. From the results, it is clear to see that the proposed OFS algorithm significantly outperforms the other two baselines. In addition, by examining the time costs, we found that all the three online algorithms are very efficient, which generally require only a few minutes in learning the feature selection on these large-scale data sets.

5. CONCLUSIONS

In this paper, we investigated a new research problem of Online Feature Selection (OFS), which aims to select a fixed number of features for prediction by an online learning

Table 3: Evaluation of online mistake rates on CIFAR-10. $\rho$ is the fraction of selected features.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>RAND $P_{trun}$</th>
<th>OFS $P_{trun}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.471 ±0.006</td>
<td>0.367 ±0.009</td>
</tr>
<tr>
<td>0.02</td>
<td>0.466 ±0.006</td>
<td>0.309 ±0.017</td>
</tr>
<tr>
<td>0.04</td>
<td>0.466 ±0.006</td>
<td>0.288 ±0.012</td>
</tr>
<tr>
<td>0.08</td>
<td>0.464 ±0.008</td>
<td>0.267 ±0.008</td>
</tr>
<tr>
<td>0.16</td>
<td>0.461 ±0.006</td>
<td>0.252 ±0.004</td>
</tr>
<tr>
<td>0.32</td>
<td>0.455 ±0.009</td>
<td>0.238 ±0.003</td>
</tr>
<tr>
<td>0.64</td>
<td>0.436 ±0.008</td>
<td>0.226 ±0.001</td>
</tr>
</tbody>
</table>

Table 4: Evaluation of online mistake rates on “Colon”. $\rho$ is the fraction of selected features.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>RAND $P_{trun}$</th>
<th>OFS $P_{trun}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.496 ±0.001</td>
<td>0.406 ±0.009</td>
</tr>
<tr>
<td>0.02</td>
<td>0.480 ±0.007</td>
<td>0.391 ±0.008</td>
</tr>
<tr>
<td>0.04</td>
<td>0.512 ±0.050</td>
<td>0.366 ±0.045</td>
</tr>
<tr>
<td>0.08</td>
<td>0.496 ±0.056</td>
<td>0.361 ±0.046</td>
</tr>
<tr>
<td>0.16</td>
<td>0.506 ±0.075</td>
<td>0.375 ±0.052</td>
</tr>
<tr>
<td>0.32</td>
<td>0.508 ±0.060</td>
<td>0.372 ±0.035</td>
</tr>
<tr>
<td>0.64</td>
<td>0.457 ±0.046</td>
<td>0.391 ±0.040</td>
</tr>
</tbody>
</table>
fashion. We presented a novel OFS algorithm to solve the learning task, and offered theoretical analysis on the mistake bound of the proposed OFS algorithm. We extensively examined their empirical performance on both regular UCI data datasets and large-scale datasets. We also compared the proposed online feature selection technique with a regular state-of-the-art batch feature selection algorithm for solving real-world applications: image classification in computer vision and microarray gene expression analysis in bioinformatics. Encouraging results show the proposed algorithms are fairly effective for feature selection tasks of online applications, and significantly more efficient and scalable than some state-of-the-art batch feature selection technique.
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**Table 5: Evaluation of the classification error rates with different classifiers on Colon.**

<table>
<thead>
<tr>
<th>OGD classifier</th>
<th>0.005</th>
<th>0.01</th>
<th>0.02</th>
<th>0.04</th>
<th>0.08</th>
<th>0.16</th>
<th>0.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>mRMR</td>
<td>±0.007</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.007</td>
<td>±0.006</td>
<td>±0.003</td>
<td>±0.008</td>
</tr>
<tr>
<td>OFS</td>
<td>±0.007</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.007</td>
<td>±0.006</td>
<td>±0.003</td>
<td>±0.008</td>
</tr>
<tr>
<td>KNN classifier</td>
<td>±0.007</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.007</td>
<td>±0.006</td>
<td>±0.003</td>
<td>±0.008</td>
</tr>
</tbody>
</table>

**Table 6: Evaluation of the average number of mistakes by three algorithms on the big data sets and their time costs (as shown inside the parentheses).**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>KDDCUP08</th>
<th>ijcanl</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAND</td>
<td>92788.4 ± 220.2</td>
<td>74778.4 ± 159.9</td>
</tr>
<tr>
<td>PE,un</td>
<td>48714.4 ± 2654.8</td>
<td>62282.6 ± 188.7</td>
</tr>
<tr>
<td>OFS</td>
<td>31155.6 ± 2753.1</td>
<td>40512.8 ± 257.0</td>
</tr>
</tbody>
</table>

**Table 7: Evaluation of the average number of misclassifications by three algorithms on CIFAR-10.**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>0.005</th>
<th>0.01</th>
<th>0.02</th>
<th>0.04</th>
<th>0.08</th>
<th>0.16</th>
<th>0.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAND</td>
<td>±0.007</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.007</td>
<td>±0.006</td>
<td>±0.003</td>
<td>±0.008</td>
</tr>
<tr>
<td>PE,un</td>
<td>±0.007</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.007</td>
<td>±0.006</td>
<td>±0.003</td>
<td>±0.008</td>
</tr>
<tr>
<td>OFS</td>
<td>±0.007</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.007</td>
<td>±0.006</td>
<td>±0.003</td>
<td>±0.008</td>
</tr>
</tbody>
</table>
Figure 3: Performance evaluation of online feature selection on big data sets.

Figure 4: Evaluation of time efficiency: online feature selection (OFS) v.s. batch feature selection (mRMR).