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Abstract

This article shows that when the nonzero coefficients of the population correlation matrix are all greater in absolute value than \((C_1 \log p/n)^{1/2}\) for some constant \(C_1\), we can obtain covariance selection consistency by thresholding the sample correlation matrix. Furthermore, the rate \((\log p/n)^{1/2}\) is shown to be optimal.
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1. Introduction

In the last decade, there has been a surge in interest in the estimation of large covariance matrices under sparsity assumptions. The number of variables \(p\) may be larger than the sample size \(n\) and the population covariance matrix is usually assumed to be sparse in that a number of the off-diagonal elements are zero.

Suppose \(X\) is a \(p\)-dimensional multivariate random vector with unknown mean \(\mu = (\mu_1, \ldots, \mu_p)^T\) and covariance matrix \(\Sigma_{p \times p} = (\sigma_{ij})_{p \times p}\), and let \(X_1, \ldots, X_n\) be independent, identically distributed random observations of \(X\). Write \(\bar{X} = 1/n \sum_{i=1}^{n} X_i\). The sample covariance matrix is:

\[
S = (s_{ij})_{p \times p} = \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X})(X_i - \bar{X})^T.
\] (1)

Email address: stats.jby@gmail.com (Binyan Jiang)

One popular approach in estimating a sparse $\Sigma$ is to use regularized or thresholded sample covariance matrices as estimators. More specifically, a thresholding estimator $\hat{\Sigma} = (\hat{\sigma}_{ij})_{p \times p}$ is usually defined by:

$$\hat{\sigma}_{ij} = \hat{\sigma}_{ji} = T_{ij}(s_{ij}),$$

where $T_{ij}(\cdot)$ is a general thresholding function. For example, Bickel and Levina (2008) considered hard-thresholding $T_{ij}(s) = s \mathcal{I}(|s| > t), 1 \leq i < j \leq p,$ where $\mathcal{I}(\cdot)$ is the indicator function. The thresholding parameter $t$ controls the sparsity of the estimator $\hat{\Sigma}$. Rothman et al. (2009) considered thresholding sample covariance matrices with more general thresholding functions possessing shrinkage properties. However, similarly to Bickel and Levina (2008), they used a thresholding parameter to threshold all the off-diagonal elements of $S$. Hence in this paper we shall call thresholding methods of Bickel and Levina (2008) and Rothman et al. (2009) the universal-threshold approach. Intuitively, when the diagonal elements of the population matrix are not all equal to each other, the universal-threshold approach may not be appropriate. Recently, Cai and Liu (2011) proposed an adaptive thresholding method which is applicable when the $p$ elements in $X$ are not homoscedastic. They used different thresholding parameters for different $s_{ij}$ depending on the variance of $s_{ij}$. Similar to the universal-threshold approach, the sparsity of the resulting estimator is determined by a thresholding parameter. Other than sample covariance matrices, thresholding approaches were also applied to sample correlation matrices. El Karoui (2008) applied hard-thresholding to the off-diagonal elements of the sample correlation matrix and showed consistency under a special notion of sparsity. Cai and Liu (2011) also provided some discussion on the thresholded sample correlation matrix.

In this paper, we focus on answering a relatively simple question: when is it possible to obtain covariance selection consistency by applying the universal-threshold approach to the sample correlation matrix? Here the universal-threshold approach is applied to the sample correlation matrix instead of the sample covariance matrix so that it is adaptive to the case that $p$ elements in $X$ are not homoscedastic. Suppose the nonzero coefficients of the population correlation matrix are all greater in absolute value than $k(n, p)$. Here $k(n, p)$ is the separation gap between zero and those nonzero elements of the population correlation matrix. Clearly, when $k(n, p)$ is large enough, the universal-threshold approach might be able to obtain covariance selection consistency for a proper thresholding parameter. However, it is not clear how large the separation $k(n, p)$ should be. To obtain covariance
selection consistency, it is shown in Section 2 that the rate of the minimal separation is exactly $(\log p/n)^{1/2}$. This result is extended in Section 3 to the case that $X_1, \ldots, X_n$ are weakly dependent.

2. Covariance selection by thresholding the sample correlation matrix

Let $X_1, \ldots, X_n$ be independent, identically distributed $p$-dimensional random vectors with unknown mean $\mu = (\mu_1, \ldots, \mu_p)^T$ and covariance matrix $\Sigma_{p \times p} = (\sigma_{ij})_{p \times p}$. The sample covariance matrix is given by (1) and the sample correlation matrix is denoted as $R = (r_{ij})_{1 \leq i,j \leq p}$ where $r_{ij} = s_{ij}/(s_{ii}s_{jj})^{1/2}, 1 \leq i, j \leq p$. Denote the population correlation matrix by $\Gamma = (\rho_{ij})_{p \times p}$ and define:

$$G = \{(i, j) : \rho_{ij} \neq 0, 1 \leq i < j \leq p\}.$$ (2)

For a thresholding parameter $t$, define:

$$\hat{G}(t) = \{(i, j) : |r_{ij}| \geq t, 1 \leq i < j \leq p\}.$$ (3)

As mentioned in Section 1, to obtain covariance selection consistency, the rate of $k(n, p)$ should be $(\log p/n)^{1/2}$ or larger. More specifically, we shall show that:

(i) When $\rho_{ij}^2 > C_1 \log p/n$ for all $(i, j) \in G$ and some constant $C_1 > 0$ large enough, a threshold $t$ exists such that $\operatorname{pr}\{\hat{G} = G\} \to 1$;

(ii) An example exists in that $\rho_{ij}^2 = C_2 \log p/n$ for some $(i, j) \in G$ and when constant $C_2 > 0$ is small enough, $\operatorname{pr}\{\hat{G} = G\} \to 0$ for any $t$.

The following conditions are needed in the main results of this section:

**CONDITION 1.** Denote $X_j = (X_{1j}, \ldots, X_{pj})^T, 1 \leq j \leq n$. there exist positive constants $B$ and $\sigma^2$ such that for any $1 \leq i \leq p$,

$$E|(X_{ii} - \mu_i)^2/\sigma_{ii}^2 - 1|^r \leq 1/2\sigma^2 B^{r-2}r!, \quad r \geq 2.$$

Condition 1 is analogous to the condition for the well-known Bernstein’s inequality in Bennett (1962), and it is satisfied when $(X_{ii} - \mu_i)^2/\sigma_{ii}, 1 \leq i \leq p$ have exponential moments. In particular, Condition 1 holds true when $X$ follows a multivariate normal distribution.

**CONDITION 2.** $\log p/n \to 0$ as $p, n \to \infty$.  
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Theorem 1. Let \( G \) and \( \hat{G}(t) \) be as in (2) and (3). Suppose \( |\rho_{ij}| \geq k(n, p) \) for any \((i, j) \in G\). Under Condition 1, there exists a constant \( c > 0 \) such that for any \( 0 < t < k \),
\[
\Pr\{\hat{G}(t) = G\} \geq 1 - O[p^2 \exp\{-cn(t^2 \wedge (k - t)^2)\}],
\]
where \( t^2 \wedge (k - t)^2 = \min\{t^2, (k - t)^2\} \). In particular, under Condition 2, if \( k(n, p) \geq (C_1 \log p/n)^{1/2} \) for some constant \( C_1 > 8/c \), by choosing \( t = k/2 \), we have:
\[
\Pr\{\hat{G}(t) = G\} \to 1.
\]

\( k(n, p) \) in Theorem 1 is the separation gap between zero and those nonzero off-diagonal elements of \( \Gamma \). The second statement of Theorem 1 indicates that (i) is true. Theorem 2 below indicates that (ii) is true, and hence we conclude that the rate \((\log p/n)^{1/2}\) is optimal.

Theorem 2. Suppose \( X_1, \ldots, X_n \) are independent, identically distributed multivariate normal random vectors with mean 0 and correlation matrix \( \Gamma = I_{p \times p} + (C_2 \log p/n)^{1/2}(e_1 e_2^T + e_2 e_1^T) \) where \( I_{p \times p} \) is the identity matrix and \( e_i \) is the \( i \)th column of \( I_{p \times p} \). Under Condition 2, when constant \( C_2 > 0 \) is small enough,
\[
\Pr\{\hat{G}(t) = G\} \to 0,
\]
for any \( t > 0 \).

3. Extension to a weakly dependent case

Denote \( X_j = (X_{1j}, \ldots, X_{pj})^T \) and \( Y_{kl}^j = \{(X_{kj} - \mu_k)/\sigma_{kk}^{1/2}, (X_{ij} - \mu_l)/\sigma_{ll}^{1/2}\}^2 \), \( 1 \leq j \leq n, 1 \leq k, l \leq p \). In this section we assume that for any \( 1 \leq k, l \leq p \), \( Y_{kl}^1, Y_{kl}^2, \ldots \) is a sequence of stationary, strongly mixing random variables.

For any \( 1 \leq k, l \leq p \), and integers \( 1 \leq a \leq b \), let \( \mathcal{F}_{kl}^{a,b} \) denote the \( \sigma \)-field generated by \( \{Y_{kl}^i : a \leq i \leq b\} \). Define
\[
\alpha(\mathcal{F}_{kl}^{1,a}, \mathcal{F}_{kl}^{a+b,\infty}) = \sup_{A \in \mathcal{F}_{kl}^{1,a}, B \in \mathcal{F}_{kl}^{a+b,\infty}} |\Pr(A \cap B) - \Pr(A)\Pr(B)| \quad (a, b \geq 1),
\]
\[
\alpha_{kl}(b) = \sup_{a \geq 1} \alpha(\mathcal{F}_{kl}^{1,a}, \mathcal{F}_{kl}^{a+b,\infty}) \quad (b \geq 1).
\]
From the definition of strong mixing, we have $\alpha_{kl}(b) \to 0$ as $b \to \infty$. Assume now that $X_1, X_2, \ldots$ satisfy the following conditions:

**Condition 3.** (semiexponential tail) There exist constants $\delta > 0$, $\gamma_1 \in (0, 1)$ and $K > 0$, such that
\[
\sup_i E[\exp\{\delta|X_i - \mu_i|^2/\sigma_{ii} - 1|^{\gamma_1}\}] \leq K.
\]

**Condition 4.** There exist positive constants $\gamma_2, a$ and $c$ such that for any $b \geq 1$ the strong mixing coefficients $\alpha_{kl}(b)$ satisfy
\[
\alpha_{kl}(b) \leq a \exp(-cb^{\gamma_2}) \quad (1 \leq k, l \leq p).
\]

**Condition 5.** $\gamma < 1$ where $\gamma$ is defined by $1/\gamma = 1/\gamma_1 + 1/\gamma_2$.

These three conditions are similar to the conditions in Theorem 1 of Merlevede et al. (2011). Similar to Theorem 1, we have

**Theorem 3.** Let $G$ and $\hat{G}(t)$ be as in (2) and (3). Suppose $|\rho_{ij}| \geq k(n, p)$ for any $(i, j) \in G$. Under Conditions 3 and 4 and 5, there exist constants $c_1$ and $c_2$ such that for any $0 < t < k$,
\[
\Pr\{\hat{G}(t) = G\} \geq 1 - O\left[p^2n \exp\{-c_1n^{\gamma}(t^\gamma \wedge (k-t)^\gamma)\}\right. \\
\left. + p^2 \exp\{-c_2n(t^2 \wedge (k-t)^2)\}\right],
\]
where $t^\gamma \wedge (k-t)^\gamma = \min\{t^\gamma, (k-t)^\gamma\}$. In particular, if $\log p = O\{n^{\gamma/(2-\gamma)}\}$ and $k(n, p) \geq (C \log p/n)^{1/2}$ for some constant $C > 0$ large enough, by choosing $t = k/2$, we have:
\[
\Pr\{\hat{G}(t) = G\} \to 1.
\]

4. **Numerical study**

In this section we provide some numerical results on covariance selection using the following three approaches: (i) Thresholding the sample correlation matrix $R$ using a universal threshold. We shall denote this method as TR; (ii) Thresholding the sample covariance matrix $S$ using a universal threshold as in Bickel and Levina (2008). We shall denote this method as TS; (iii) Thresholding the sample covariance matrix $S$ using the adaptive thresholding approach as in Cai and Liu (2011). We shall denote this method as ATS. The
universal threshold for the sample correlation matrix is chosen empirically using cross validation; see for example Bickel and Levina (2008). More specifically, split the n sample randomly into two sets of size $n_1 = n - \lfloor n/\log n \rfloor$ and $n_2 = \lfloor n/\log n \rfloor$ and repeat this $N$ times. Here $\lfloor \cdot \rfloor$ is the greatest integer function. For the $k$th split, let $R_{1,k}, R_{2,k}$ be the sample correlation matrix based on the $n_1$ and $n_2$ observations respectively. The Frobenius norm of a matrix $R = (r_{ij})_{p \times p}$ is defined as $\| R \|_F^2 = \sum_{1 \leq i,j \leq p} r_{ij}^2$. For a given threshold $t$ define the thresholding operator by $T_t(R) = [r_{ij} I(|r_{ij}| > t)]_{p \times p}$. We then choose $t$ such that

$$CV(t) = \frac{1}{N} \sum_{k=1}^{N} \| T_t(R_{1,k}) - R_{2,k} \|_F^2,$$

is minimized.

In this simulation, we set $n = 100$, $p = 50, 100, 200$ and we consider the following two models:

**Model 4.1 (Homoscedastic).** Following Jiang and Loh (2012), let $\Sigma = (\sigma_{ij})_{1 \leq i,j \leq p}$, where $\sigma_{ii} = 1, 1 \leq i \leq p$; $\sigma_{ij} = 0.3$ if $1 \leq i, j \leq p/2, i \neq j$ and $\sigma_{ij} = 0$ otherwise.

**Model 4.2 (Heteroscedastic).** Following Cai and Liu (2011), let $\Sigma = (\sigma_{ij})_{1 \leq i,j \leq p}$, where $\sigma_{ij} = (1 - |i - j|/10)_+$ if $1 \leq i, j \leq p/2$, $\sigma_{ii} = 4$ if $p/2 + 1 \leq i \leq p$, and $\sigma_{ij} = 0$ otherwise.

For each case, the simulation is repeated 100 times. Denote the sparsity, i.e., the proportion of zero elements in the off-diagonal of $\Gamma$ as $\omega$. Let $\hat{R} = (\hat{r}_{ij})_{p \times p}$ be the thresholded sample correlation matrix obtained using the TR method or the thresholded covariance matrix obtained using the TS or ATS method. Denote the proportion of zero elements in the off-diagonal of $\hat{R}$ as $\hat{\omega}$. The mean and its standard deviation (sd) of the following quantities are computed over 100 replications: (i) $L_1$-loss: $|\hat{\omega} - \omega|$; (ii) $\text{Error1} = \#\{(i,j) : 1 \leq i < j \leq p, \rho_{ij} = 0, \hat{r}_{ij} \neq 0\}$; (iii) $\text{Error2} = \#\{(i,j) : 1 \leq i < j \leq p, \rho_{ij} \neq 0, \hat{r}_{ij} = 0\}$. $\text{Error1}$ is the number of times of classifying a zero element to a nonzero element while $\text{Error2}$ is the number of times of classifying a nonzero element to a zero element. Hence $\text{Error1} + \text{Error2}$ is the total misclassification error. Simulation results are given in Tables 1 and 2.

From Tables 1 and 2 we can see that the TR approach generally has smaller $L_1$-loss values under Models 4.1 and 4.2, indicating the TR approach can better estimate the sparsity of $\Sigma$ than the other two approaches under models 4.1 and 4.2. In addition, the TR approach has smaller $\text{Error1} + \text{Error2}$.
Table 1: Simulation results under Model 4.1 over 100 replications.

<table>
<thead>
<tr>
<th>p</th>
<th>TR</th>
<th>TS</th>
<th>ATS</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.024(0.002)</td>
<td>0.037(0.003)</td>
<td>0.044(0.004)</td>
</tr>
<tr>
<td>100</td>
<td>0.026(0.003)</td>
<td>0.046(0.005)</td>
<td>0.051(0.005)</td>
</tr>
<tr>
<td>200</td>
<td>0.019(0.002)</td>
<td>0.038(0.004)</td>
<td>0.041(0.001)</td>
</tr>
</tbody>
</table>

values, indicating that in terms of covariance selection, the TR approach can have smaller misclassification errors.

Appendix A. Technical details

For \(1 \leq j,k \leq p, 1 \leq i \leq n\), denote \(t_{jk} = n\sigma_{jj}^{1/2}\sigma_{kk}^{1/2}/s_{jj}^{1/2}s_{kk}^{1/2}\), \(Z_{ji} = (X_{ji} - \mu_j)/\sigma_{jj}^{1/2}\) and \(Z^*_{ji} = (X_{ji} - \bar{X}_j)/\sigma_{jj}^{1/2}\) where \(\bar{X}_j\) is the \(j\)-th element of \(\bar{X}\).

**Lemma 1.** Under Condition 1, for any \(1 \leq j,k \leq p\) and \(0 < x \leq K\), there exists a constant \(f > 0\), depending on \(K\), \(B\) and \(\sigma^2\) only, such that

\[
\begin{align*}
\Pr\left[\left|\sum_{i=1}^{n} \left( (Z^*_{ji} + Z^*_{ki})^2 - 2(1 + \rho_{jk}) \right) \right| \geq nx \right] &\leq \exp(-fnx^2); \quad (A.1) \\
\Pr\left[\left|\sum_{i=1}^{n} \left( (Z^*_{ji} - Z^*_{ki})^2 - 2(1 - \rho_{jk}) \right) \right| \geq nx \right] &\leq \exp(-fnx^2). \quad (A.2)
\end{align*}
\]

**Proof.** Define \(\bar{Z}_j = 1/n \sum_{i=1}^{n} Z_{ji}\). By verifying the condition of the Bernstein’s inequality using Condition 1, see (7) of Bennett (1962), we have:

\[
\Pr(\bar{Z}_j^2 \geq x) \leq \exp(-d_1nx^2), \quad (A.3)
\]
Table 2: Simulation results under Model 4.2 over 100 replications.

<table>
<thead>
<tr>
<th></th>
<th>TR</th>
<th>TS</th>
<th>ATS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>p = 50</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_1$-loss (sd)</td>
<td>0.035(0.001)</td>
<td>0.057(0.003)</td>
<td>0.047(0.001)</td>
</tr>
<tr>
<td>Error1 (sd)</td>
<td>2.4(0.4)</td>
<td>44.0(3.7)</td>
<td>0.6(0.2)</td>
</tr>
<tr>
<td>Error2 (sd)</td>
<td>44.9(1.0)</td>
<td>103.6(1.9)</td>
<td>57.9(1.3)</td>
</tr>
<tr>
<td><strong>p = 100</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_1$-loss (sd)</td>
<td>0.023(&lt;0.001)</td>
<td>0.030(0.001)</td>
<td>0.030(0.001)</td>
</tr>
<tr>
<td>Error1 (sd)</td>
<td>4.7(0.7)</td>
<td>126.6(5.2)</td>
<td>2.6(0.4)</td>
</tr>
<tr>
<td>Error2 (sd)</td>
<td>117.9(1.3)</td>
<td>273.2(2.9)</td>
<td>148.8(2.5)</td>
</tr>
<tr>
<td><strong>p = 200</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_1$-loss (sd)</td>
<td>0.014(&lt;0.001)</td>
<td>0.011(0.001)</td>
<td>0.018(&lt;0.001)</td>
</tr>
<tr>
<td>Error1 (sd)</td>
<td>4.5(0.4)</td>
<td>588.6(20.6)</td>
<td>4.2(0.7)</td>
</tr>
<tr>
<td>Error2 (sd)</td>
<td>289.2(2.5)</td>
<td>557.0(5.7)</td>
<td>353.0(6.1)</td>
</tr>
</tbody>
</table>

$$\Pr\left[\left| \sum_{i=1}^{n} \left\{ \left( Z_{ji} + Z_{ki} \right)^2 - 2(1 + \rho_{jk}) \right\} \right| \geq nx \right] \leq \exp(-d_2 nx^2),$$  \hspace{1cm} (A.4)

for some positive constants $d_1, d_2$ depending on $K$, $B$ and $\sigma^2$ only. From (A.3), (A.4) and the following fact

$$\sum_{i=1}^{n} \left( Z_{ji}^* + Z_{ki}^* \right)^2 = \sum_{i=1}^{n} \left( Z_{ji} + Z_{ki} \right)^2 - nZ_j^2 - nZ_k^2 - 2nZ_jZ_k,$$

we conclude (A.1) holds. (A.2) can be proved similarly.

The following proposition is a key in proving Theorems 1, 2 and 3. It gives a Bernstein type inequality for elements of the sample correlation matrix.

**Proposition 1.** Under Condition 1, for any $0 < v \leq 2$ and $1 \leq j, k \leq p$, there exist constants $d_1 > 0$ and $d_2 > 0$, depending on $B$ and $\sigma^2$ only, such that

$$\Pr(|r_{jk} - \rho_{jk}| \geq v) \leq d_1 \exp(-d_2 n v^2).$$
PROOF. When $\rho_{jk} = \pm 1$, LHS of the inequality equals zero, and so the inequality holds. Now we consider the case: $-1 < \rho_{jk} < 1$.

\[
\Pr(|r_{jk} - \rho_{jk}| \geq v) = \Pr\left(\left|\frac{1}{n} \sum_{i=1}^{n} Z_{ji}^* Z_{ki}^* t_{jk} - \rho_{jk}\right| \geq v\right)
\leq \Pr\left\{\left|\frac{1}{n} \sum_{i=1}^{n} Z_{ji}^* Z_{ki}^*(t_{jk} - 1)\right| \geq \frac{v}{2}\right\} + \Pr\left\{\left|\frac{1}{n} \sum_{i=1}^{n} (Z_{ji}^* Z_{ki}^* - \rho_{jk})\right| \geq \frac{v}{2}\right\}. \tag{A.5}
\]

From Lemma 1 and the following equality
\[
\sum_{i=1}^{n} (Z_{ji}^* Z_{ki}^* - \rho_{jk}) = \frac{1}{4} \left[\sum_{i=1}^{n} \left\{ \left(Z_{ji}^* + Z_{ki}^*\right)^2 - 2(1 + \rho_{jk})\right\} - \sum_{i=1}^{n} \left\{ \left(Z_{ji}^* - Z_{ki}^*\right)^2 - 2(1 - \rho_{jk})\right\} \right],
\]
we conclude that there exists a constant $f_1 > 0$, depending on $B$ and $\sigma^2$ only, such that,
\[
\Pr\left(\left|\frac{1}{n} \sum_{i=1}^{n} (Z_{ji}^* Z_{ki}^* - \rho_{jk})\right| \geq \frac{v}{2}\right) \leq \exp(-f_1 n v^2). \tag{A.6}
\]

On the other hand, let $a = \frac{v}{2(|\rho_{jk}| + 1)}$, we have:
\[
\Pr\left(\left|\frac{1}{n} \sum_{i=1}^{n} Z_{ji}^* Z_{ki}^*(t_{jk} - 1)\right| \geq \frac{v}{2}\right) \leq \Pr\left(\left|\sum_{i=1}^{n} Z_{ji}^* Z_{ki}^*\right| \geq \frac{n v}{2a}\right)
+ \Pr(|t_{jk} - 1| > a). \tag{A.7}
\]

Similar to (A.6), there exists a constant $f_2 > 0$ such that,
\[
\Pr\left(\left|\sum_{i=1}^{n} Z_{ji}^* Z_{ki}^*\right| \geq \frac{n v}{2a}\right) \leq \Pr\left(\left|\sum_{i=1}^{n} Z_{ji}^* Z_{ki}^* - n \rho_{jk}\right| \geq n v\right)
\leq \exp(-f_2 n v^2). \tag{A.8}
\]
Again by Lemma 1, there exists a constant $f_3 > 0$ independent of $n$ such that,

$$\text{pr}(|t_{jk} - 1| > a) \leq 2 \exp\left\{-f_3 na^2/(1 + a)^2\right\} \leq 2 \exp\left(-f_3 nv^2/64\right). \quad (A.9)$$

The theorem is proved by combining (A.5), (A.6), (A.7), (A.8) and (A.9).

**Proof of Theorem 1.** Theorem 1 follows from Proposition 1 and the following inequality.

$$\text{pr}\{\hat{G}(t) \neq G\} \leq p^2 \text{pr}\{|r_{ij} - \rho_{ij}| \geq |k - t|, (i, j) \in G^c\} + p^2 \text{pr}\{|r_{ij} \geq t, (i, j) \in G^c\}. \quad (A.10)$$

**Proof of Theorem 2.** Without loss of generality assume that $p$ is an odd number. It suffices to show that when constant $C_2$ is small enough,

$$\text{pr}\{|r_{12}| < \max(|r_{34}|, |r_{56}|, \ldots, |r_{p-1,p}|)\} \rightarrow 1.$$ 

Since $X_1, \ldots, X_n$'s are multivariate normal and $\Gamma = I_{p \times p} + (C_2 \log p/n)^{1/2}(e_1 e_2^T + e_2 e_1^T)$, we know that $r_{12}, r_{34}, \ldots, r_{p-1,p}$ are independent. Therefore it suffices to show that

$$\text{pr}(|r_{12} - \rho_{12}| \leq \rho_{12})\left\{1 - \text{pr}\{|r_{34} \leq 2\rho_{12}, \ldots, |r_{p-1,p} \leq 2\rho_{12}\}\} \rightarrow 1. \quad (A.10)$$
We shall prove (A.10) by showing:
\[ \text{pr}(|r_{12} - \rho_{12}| \leq \rho_{12}) \to 1, \quad (A.11) \]
and
\[ \text{pr}(|r_{34}| \leq 2\rho_{12}, \ldots, |r_{p-1,p}| \leq 2\rho_{12}) = \text{pr}(|r_{34}| \leq 2\rho_{12})^{(p-2)/2} \to 0. \quad (A.12) \]
By Markov’s inequality, we have
\[ \text{pr}(|r_{12} - \rho_{12}| \leq \rho_{12}) \geq 1 - E((r_{12} - \rho_{12})^2)/\rho_{12}^2. \]
Together with the following observation from Kendall (1960),
\[ E((r_{12} - \rho_{12})^2) = O(1/n), \]
we conclude that (A.11) is true.

Now using the density function of \( r_{34} \), see for example Anderson (2003), and (4.2) of Bustoz and Ismail (1986) we have
\[
\text{pr}(|r_{34}| \leq 2\rho_{12}) = 1 - 2\int_{2\rho_{12}}^{1} \frac{\Gamma(n/2 - 1/2)}{\Gamma(n/2 - 1)} \frac{1}{\pi^{1/2}} (1 - r^2)^{(n-4)/2} dr \\
\leq 1 - \frac{2}{\pi^{1/2}} \int_{2\rho_{12}}^{3\rho_{12}} (n/2 - 2)^{1/2}(1 - r^2)^{n/2} dr \\
\leq 1 - \frac{2^{1/2}(n - 4)^{1/2}}{\pi^{1/2}} \rho_{12}(1 - 9\rho_{12}^2)^{n/2} \\
\to 1 - \frac{(2C_2)^{1/2} \log^{1/2} p}{\pi^{1/2} p^{9C_2}/2}. 
\]
Therefore there exists a constant \( 0 < c < (2C_2/\pi)^{1/2} \) such that when \( p, n \) are large enough,
\[
\text{pr}(|r_{34}| \leq 2\rho_{12})^{(p-2)/2} \leq \left\{ 1 - \left( c \log p / p^{9C_2} \right)^{1/2} \right\}^{p/2 - 1} \\
\to \exp\left\{ -(c \log p / p^{9C_2 - 2})^{1/2} / 2 \right\}
\]
which will tends to 0 as long as \( C_2 < 2/9 \). Hence we conclude that (A.12) is true when \( C_2 \) is small enough.

**Proof of Theorem 3.** Under Conditions 3, 4 and 5, by Theorem 1 in Merlevede et al. (2011) we can obtain a Bernstein type inequality for the sample correlation coefficients as in Proposition 1. The rest of the proof is similar to the proof of Theorem 1.
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