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ABSTRACT
Mobile advertising has recently seen dramatic growth, fueled by the global proliferation of mobile phones and devices. The task of predicting ad response is thus crucial for maximizing business revenue. However, ad response data change dynamically over time, and are subject to cold-start situations in which limited history hinders reliable prediction. There is also a need for a robust regression estimation for high prediction accuracy, and good ranking to distinguish the impacts of different ads. To this end, we develop a Hierarchical Importance-aware Factorization Machine (HIFM), which provides an effective generic latent factor framework that incorporates importance weights and hierarchical learning. Comprehensive empirical studies on a real-world mobile advertising dataset show that HIFM outperforms the contemporary temporal latent factor models. The results also demonstrate the efficacy of the HIFM’s importance-aware and hierarchical learning in improving the overall prediction and prediction in cold-start scenarios, respectively.
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1. INTRODUCTION
The proliferation of mobile phones and devices has made mobile advertising an effective means for businesses to target the desired market on the fly. Global mobile advertising revenue is projected to hit $11.4 billion by 2013, creating new opportunities in many countries [7]. A mobile advertising ecosystem is typically governed by an ad network, which mediates all transactions between advertisers and content publishers. The advertiser plans a budget, provides ads, and agrees on commission for customer actions (e.g., clicking an ad, or bidding in an auction). The publisher contracts with the ad network to display ads on their (web)pages, and earns commission based on the traffic driven to the advertisers.

The most popular monetary paradigm in mobile advertising is the cost-per-click (CPC) scheme. An advertiser places a bid for an ad to be placed on some publisher’s webpage, and pays the bid amount to the publisher only if the ad is displayed (i.e., an exposure) and chosen by a user (i.e., a click). Among the competing ads, the publisher chooses to display the ad with the highest expected revenue, which is the ad’s bid price times the probability it is clicked. This probability is known as clickthrough rate (CTR), and accurately estimating it is important for maximizing revenue. The task of estimating CTR (or similar metrics such as conversion rate) falls under the term response prediction [11, 15].

Response prediction tasks present several challenges. First, ad response data are dynamic and change over time. There is a need for a method that can account for the temporal aspects of the data. Second, most ads have limited or no past history in a page—also known as the cold-start issue. That is, the response estimation is highly unreliable if we have very low ad exposures. Robust estimation in cold-start cases is important for the advertisers, as it provides a means to measure/explore the potential of investing in new pages and ads. To increase robustness, we can plausibly leverage on prior knowledge in the form of hierarchical structure of pages and ads. Such hierarchy contains useful information about correlations between responses at various levels, which can smoothen the estimation for limited historical data.

From the modeling standpoint, response prediction tasks involve two requirements: good regression and good ranking performances [16]. In real-time auctions for mobile adver-
tising, ads are often ranked based on bid × CTR. It is thus important that CTR gives good ranking that distinguishes the impacts of different ads. Also, ads are usually priced via a next-price auction, i.e., the price of a click on an ad at rank \( i \) is based on the ad’s expected bid × CTR at the next lower rank \([3]\). In this, the CTR (regression) estimates must be as accurate as possible, especially for ads that are displayed many times. That is, high importance weights should be assigned to ads with high exposures, as the cost of inaccurately predicting the response of such ads is high.

To address all the above challenges and requirements, we present in this paper a novel latent factor model for response prediction, termed Hierarchical Importance-aware Factorization Machine (HIFM). Our HIFM is built upon the state-of-the-art factorization machines (FM) \([12, 13]\), with new extensions to utilize importance weights and hierarchical knowledge for handling temporal/dynamic ad response data. We summarize our key contributions as follows:

- We develop a new latent factor framework that utilizes importance-aware and hierarchical learning for handling temporal ad response data. These two ideas help improve response prediction by putting priorities based on ads’ exposures and by making more informative prediction in cold-start cases, respectively. Deviating from the existing approaches, which are often very specialized (e.g., only works for dyads) and not able to cater for temporal data, HIFM offers a generic approach to simultaneously address importance weight, hierarchical knowledge, and temporal dynamics.

- We adapt and generalize two learning algorithms, the stochastic gradient descent (SGD) and coordinate descent (CD), to facilitate importance-aware and hierarchical learning in HIFM. We adopt roulette wheel sampling strategy and weighted least square update to cater for the importance weight in SGD and CD respectively, while hierarchical learning is achieved in both SGD and CD by means of hierarchical fitting and regularization. For each algorithm, we develop several variants with (the same) linear runtime complexity. These extensions in turn facilitate comprehensive studies for evaluating different methods.

- Extensive experiments on real-world mobile advertising data show that HIFM outperforms contemporary temporal latent factor models. We also find statistically significant improvements due to the HIFM’s importance-aware and hierarchical learning, in terms of the overall (weighted) prediction and prediction for cold-start cases, respectively. This shows the applicability of HIFM in complex response prediction tasks.

2. RELATED WORK

Traditionally, the data mining approaches to ad response prediction broadly fall into two camps: feature-based and maximum likelihood-based \([11]\). In feature-based methods, prediction models are constructed based on explicit features of a page and/or an ad. These features—also termed as side information—may include textual content of an ad, its placement on the (web)page, etc. Feature-based methods typically utilize prediction models from logistic regression family \([8, 15]\). However, constructing these models requires extensive manual intervention or domain knowledge. On the other hand, maximum likelihood-based methods try to smoothen the response estimation using statistical models of ad clicks and exposures, e.g., the Gamma-Poisson model \([1, 2]\). These methods, however, are based on simple linear models and lack the ability to capture rich latent structure in data.

In this light, Menon et al. \([11]\) proposed a hybrid approach by combining matrix factorization (MF) with explicit page and ad features as well as hierarchical information about pages and ads. This method learns a set of latent features from data through MF, and at the same time allows side information—typical of traditional feature-based methods—to be incorporated for improving the prediction. However, the MF representation used in this method is only restricted to dyadic relations (e.g., page vs. ad), and does not cater for higher-order relations such as those that include temporal dynamics (e.g., page vs. ad vs. day). Similar hierarchical MF methods were proposed in \([23, 18]\), but like \([11]\) all of them assume a restrictive dyadic representation.

On the other hand, several time-aware factorization approaches have been proposed, which take into account the temporal dynamics in data. Comon et al. presented a tensor factorization method trained using an alternative least square algorithm \([5]\). Koren developed TimeSVD++ to address temporal dynamics via specific parameterization with factors drifting from a central time \([9]\). More recently, Shen et al. \([19]\) proposed a tensor factorization model to address the issue of personalization in click modeling. Other models have been developed that combine MF and Kalman filter to simultaneously model the spatial and temporal patterns in data \([10, 21]\). Regardless, all these methods use restrictive representation and cannot be easily extended to augment side information such as hierarchical prior knowledge.

Recently, Rendle \([12, 13]\) proposed a generic factorization machine (FM) framework, which can efficiently handle arbitrary relationships (i.e., dyad, triad, etc.). The approach can thus be used to address temporal data and can easily incorporate side information. As noted in \([13]\), the FM approach can mimic many state-of-the-art factorization models (e.g., pairwise tensor factorization, TimeSVD++, attribute-aware models, and neighborhood models), and exhibits good performances on many competitive tasks \([13]\). Nonetheless, the current FM does not yet cater for hierarchical structure and/or instance importance in its model. In light of response prediction task, we extend and generalize the FM framework in this work by combining importance-aware learning and hierarchical fitting and regularization.

3. PROBLEM FORMULATION

3.1 Dataset

In our study, we use the data provided by our industry partner, a global mobile advertising network based in Sin-

### Table 1: Global count statistics

<table>
<thead>
<tr>
<th>Entity</th>
<th>Minimum exposure (c_{min} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>#records</td>
<td>24,172,134</td>
</tr>
<tr>
<td>#advertisers</td>
<td>1,989</td>
</tr>
<tr>
<td>#countries</td>
<td>243</td>
</tr>
<tr>
<td>#channels</td>
<td>8</td>
</tr>
<tr>
<td>#banner types</td>
<td>5</td>
</tr>
<tr>
<td>#records</td>
<td>10,535,658</td>
</tr>
<tr>
<td>#advertisers</td>
<td>1,406</td>
</tr>
<tr>
<td>#countries</td>
<td>239</td>
</tr>
<tr>
<td>#channels</td>
<td>8</td>
</tr>
<tr>
<td>#banner types</td>
<td>4</td>
</tr>
<tr>
<td>#records</td>
<td>3,587,160</td>
</tr>
<tr>
<td>#advertisers</td>
<td>1,245</td>
</tr>
<tr>
<td>#countries</td>
<td>226</td>
</tr>
<tr>
<td>#channels</td>
<td>8</td>
</tr>
<tr>
<td>#banner types</td>
<td>3</td>
</tr>
<tr>
<td>#records</td>
<td>931,032</td>
</tr>
<tr>
<td>#advertisers</td>
<td>1,124</td>
</tr>
<tr>
<td>#countries</td>
<td>199</td>
</tr>
<tr>
<td>#channels</td>
<td>8</td>
</tr>
<tr>
<td>#banner types</td>
<td>3</td>
</tr>
</tbody>
</table>

Minimum exposure \(c_{min} \): minimum exposure for each entity.
The supplied data consist of a campaign table and an ad click table. The latter contains records of clicks and exposures for various (web)pages and ads at different days. The data were taken from a 27-day period, 05-31 October 2012, and have 24,172,134 records. In this period, there are over 17 billion ad exposures and over 42 million ad clicks.

The ad click table has several fields: day (yyyymm-dd format), page (page ID), publisher (publisher ID), ad (ad campaign ID), channel (publisher’s channel type), and numclick and numexpose (number of clicks and exposures for a page-ad pair at a given day, respectively). Each record in the table is uniquely identified by a (page, ad, day) triplet. There are five (i.e., channel) types, each denoting the publisher category (e.g., adult sites, entertainment and lifestyle, glamour and dating, etc.). From numclick and numexpose, we can then estimate CTR = numclick/numexpose, though precaution needs to be exercised when numexpose is low. Also note that all records in the ad click table have numexpose ≥ 1.

The campaign table, on the other hand, complements the ad click table and comprises several fields: ad (as with the ad click table), advertiser (advertising company of the ad), and bannertype (type of ad banners). That is, the table maintains a list of ads with their corresponding advertisers and banner types; the latter involve five categories: {image, remote, splash, tablet, text}. It is also worth noting that all fields (except for day) in the ad click and campaign tables are anonymized for security protection.

Table 1 summarizes the count statistics derived from the ad click and campaign tables. It shows the counts of various entities as the minimum exposure threshold εmin is varied from 1 to 1000. Here the number of records refers to that of (page, ad, day) triplets in the ad click table. As εmin gets increased, we can see rather drastic reductions in the counts (except for channel and bannertype), suggesting a heavy-tail distribution where most pages have small number of ad exposures and thus low-confidence CTR estimates.

### 3.2 Response Prediction

We now formulate our response prediction task: Given a pair of page p and ad a at a specific day d, we predict the click probability CTR. That is, we wish to compute the probability P_{p,a,d} = \Pr(\text{Click} | \text{Exposure, p, a, d})

where P_{p,a,d} > 0, ε_{p,a,d} and ε_{p,a,d} are the numbers of ad clicks and exposures respectively. However, when ε_{p,a,d} is very small, the MLE estimate would be highly noisy. For instance, if an ad has been exposed 3 times on a page and received no click, a CTR estimate of 0 would make no sense. As this extreme case is common in practice, we need an alternative estimate \hat{P} that smoothens the MLE so as to make it more reliable.

As advocated in [11], a good predictive model for estimating \hat{P} should fulfill several criteria. First, it should provide smoothed estimates in the face of very few exposures ε_{p,a,d}. Second, it should output meaningful probabilities, within the range [0,1]. Finally, the MLE should be consistent, meaning that as ε_{p,a,d} \to \infty, \hat{P}_{p,a,d} \to P_{p,a,d}^{MLE}. In other words, when the number of exposures is large enough, any estimator \hat{P} should converge to the MLE.

### 3.3 Page and Ad Hierarchies

Further investigations on the ad click and campaign tables reveal that page and ad hierarchies exist in the data. That
is, a page is associated with a publisher, and a publisher belongs to a unique channel. Similarly, an ad belongs to an advertiser. Hierarchical structure encodes useful prior knowledge for improving CTR estimation when we have little data at granular level. For instance, if a (page, ad) pair has only very small numexpose, but the siblings of the ad has large numexpose, we can increase the confidence of its estimate by leveraging the siblings’ estimates. This allows a “back-off” mechanism for borrowing data from coarse level for instance, we first group each variations (i.e., first quantile, median, and third quantile in the page and ad hierarchies: page × advertiser, publisher × ad, channel × ad, publisher × advertiser, and channel × advertiser. Figure 1 shows the box plots of the CTR variations (i.e., first quantile, median, and third quantile) for each entity pair over 27 days. To obtain Figure 1(a), for instance, we first group each ad by the advertiser, and then look at the CTR variation under the page-advertiser pair for a given day. Specifically, we calculate the standard deviation of the CTR for each page-advertiser pair, which measures the homogeneity of the CTR under the group. We repeat the procedure for the remaining (four) combinations, the results of which are shown in Figures 1(b)-(d).

From these plots, we can make several observations. First, the CTR values vary across different days, which justifies the need to model temporal dynamics. Second, comparing Figure 1(a)-(c) and 1(d)-(e), we can see that the CTR variability increases as we go up in the hierarchy, implying that the CTR values are less (more) homogeneous at the higher (lower) level. This suggests the feasibility of the “back-off” mechanism, i.e., when a child node lacks data, we can leverage the estimates from its parent(s), and then those from its grandparent(s), and so on.

4. FACTORIZATION MACHINE
The HIFM model we proposed to predict CTR is built upon a generic latent factor model called factorization machine (FM) [12, 13]. We first describe the basic FM in this section, and then new extensions that we develop in-house for HIFM in Section 5, based on different importance-aware learning methods and use of page and ad hierarchies.

4.1 Model Overview
The FM takes as its inputs a real-valued feature matrix (also called design matrix) \( X \in \mathbb{R}^{N \times J} \). For an input vector \( x_i \in \{1, \ldots, N\} \), \( x_i \in \mathbb{R}^J \), the output \( \hat{y}_i \) of an (order-2) FM is defined in (1):

\[
\hat{y}(x_i) = w_0 + \sum_{j=1}^{J} w_j x_{i,j} + \sum_{j=1}^{J} \sum_{j'=j+1}^{J} v_{j,j'} x_{i,j} x_{i,j'} + \sum_{k=1}^{K} v_{k,k} x_{i,k} x_{i,k}
\]

where \( K \) is the dimensionality of the interaction factors, and the model parameters \( \Theta = \{w_0, w_1, \ldots, w_J, v_{1,1}, \ldots, v_{K,J}\} \) consist of \( w_0 \in \mathbb{R}, w \in \mathbb{R}^J, \) and \( V \in \mathbb{R}^{K \times J} \).

According to [12], we can efficiently compute the term \( \hat{p}(x_i) \) in (1) based on its equivalent formulation (2):

\[
\hat{p}(x_i) = \frac{1}{2} \sum_{k=1}^{K} \left[ \left( \sum_{j=1}^{J} v_{j,k} x_{i,j} \right)^2 - \sum_{j=1}^{J} v_{k,k} x_{i,j}^2 \right]
\]

This makes it possible to quickly process all \( N \) instances of a design matrix \( X \) in linear time \( O(K N_x(X)) \), where \( N_x(X) \) is the number of non-zero entries in \( X \).

4.2 Multilinearity Property
The FM has an appealing multilinearity trait: for each model parameter \( \theta \in \Theta \), the FM output \( \hat{y}(x_i) \) is a linear combination of two functions \( r_0(x) \) and \( q_0(x) \), as per (3):

\[
\hat{y}(x_i) = r_0(x_i) + \theta q_0(x_i), \quad \forall \theta \in \Theta
\]

where \( q_0(x) \) corresponds to the gradient term (4):

\[
g_0(x_i) = \frac{\partial \hat{y}(x_i)}{\partial \theta} = \begin{cases} 1 & \text{if } \theta = w_0 \\ x_{i,j} & \text{if } \theta = w_j \\ v_{i,j} & \text{if } \theta = v_{i,j} \\ q_{i,k} & \text{if } \theta = v_{k,k} \end{cases}
\]

and \( q_{i,k} = \sum_{j=1}^{J} v_{k,j} x_{i,j} \) is the inner-product term that can be precomputed (cached) for efficient learning (cf. Section 5.3). Note that in our learning procedures, the residual term \( r_0(x_i) \) need not be computed; we only use the term \( g_0(x_i) \).

5. THE PROPOSED HIFM FRAMEWORK
We extend the basic FM model to incorporate importance weights and hierarchical structure for response prediction tasks, which results in the proposed HIFM model. We first discuss how importance weights and hierarchy can be incorporated into our model in Sections 5.1 and 5.2, respectively. Section 5.3 then presents our several variants of optimization algorithm for learning the HIFM’s model parameters.

5.1 Importance-Aware Loss Functions
We consider the problem of predicting the click probability \( \hat{y}(x_i|\Theta) \in [0, 1] \) (i.e., CTR), given a design matrix \( X \) and model parameters \( \Theta \). The goodness-of-fit between the predicted and actual probabilities can be expressed using the two objective functions in (5) and (6):

\[
L_{\text{square}}(\Theta) = \sum_{i=1}^{N} c_i (\hat{y}(x_i|\Theta) - \hat{y}(x_i|\Theta))^2 + \Omega(\Theta)
\]

\[
L_{\text{logistic}}(\Theta) = -\sum_{i=1}^{N} (c_i \log \sigma(\hat{y}(x_i|\Theta)) + (e_i - c_i) \log (1 - \sigma(\hat{y}(x_i|\Theta)) + \Omega(\Theta))
\]

where \( c_i \geq 0 \) and \( e_i \geq 1 \) denote the numbers of observed ad clicks and exposures (impressions) for the \( i \)-th instance \( x_i \in X \), respectively, \( \hat{y}(x_i|\Theta) \in [0, 1] \) is the click probability to be predicted by FM, \( \Omega(\Theta) \) is the regularization term, and \( \sigma(x) = \frac{1}{1+e^{-x}} \) is the logistic function. These formulae are also known as the weighted square and weighted logistic loss functions, using \( c_i \) as the importance weights.

The regularization term \( \Omega(\Theta) \) is useful to reduce the risk of data overfitting, due to a large number of model parameters \( \Theta \) (especially when \( K \) is large). Typically, L2 regularization is used [20] as given in (7):

\[
\Omega(\Theta) = \frac{1}{2} \sum_{\theta \in \Theta} \lambda_\theta \theta^2
\]

which is equivalent to imposing a Gaussian prior on \( \theta \), i.e., \( \theta \sim N(0, \lambda_\theta^{-1}) \). This regularization essentially tries to penalize model parameters that have large (squared) norm, thus driving the parameter values to be small.
5.2 Hierarchical Learning

Inspired by [11, 18], we utilize hierarchical information in our FM model via two ways: hierarchical fitting and regularization. For illustration, we consider the page and ad hierarchies in Figure 2. There are six instances at the bottom level, each corresponding to a page-ad-day \((p, a, d)\) triplet. For the page hierarchy, each page belongs to a publisher node \((pb)\) and then a publisher belongs to a unique channel \((ch)\). Meanwhile, for the ad hierarchy, each ad belongs to an advertiser node \((av)\). We implement the hierarchies as a directed graph. It should be noted that the hierarchy structure need not be a tree; the DG representation allows us to work with non-tree hierarchy as well.

To incorporate hierarchical constraints into FM, we let every node in the hierarchy to possess its own latent factors (i.e., \(\{w_j\}\) and \(\{v_k\}\)). Using this setup, we impose hierarchical regularization on the latent factors, so that each factor has a prior that makes it more similar to its parent in expectation. This is expressed in (8):

\[
\begin{align*}
\theta_0 &\sim \mathcal{N}(0, \lambda^{-1}_0), \forall \theta_0 \in \mathcal{H}^{\text{root}} \\
\theta_j &\sim \mathcal{N}(\bar{\theta}_{\text{par}}, \lambda^{-1}_j), \forall \theta_j \in \mathcal{H} - \mathcal{H}^{\text{root}}
\end{align*}
\]

(8)

where \(\bar{\theta}_{\text{par}}\) is the average of the parents’ latent factors as defined in (10):

\[
\bar{\theta}_{\text{par}} = \frac{1}{|\text{Par}(\theta)|} \sum_{\theta_p \in \text{Par}(\theta)} \theta_p
\]

(10)

where \(\text{Par}(\theta)\) is the set of all parents of \(\theta\).

The resulting hierarchical regularization is given in (11):

\[
\Omega(\theta) = \left\{ \begin{array}{ll} 
\frac{1}{2} \sum_\theta \lambda \theta (\theta - \bar{\theta}_{\text{par}})^2 & \text{if } \theta \in \mathcal{H} - \mathcal{H}^{\text{root}} \\
\frac{1}{2} \sum_\theta \lambda \theta^2 & \text{if } \theta \in \mathcal{H}^{\text{root}}
\end{array} \right.
\]

(11)

where \(\mathcal{H}\) is the set of all nodes in the hierarchy, and \(\mathcal{H}^{\text{root}}\) is the set of root nodes sitting at the top of the hierarchy (i.e., with no incoming edges). In other words, every node is expected to be similar to its parents (if any). Note that our regularization approach is more general than that in [11, 18], which is only restricted to dyads (pages and ads in this case) and does not model temporal dynamics. Also, in our approach, the interactions between pages, ads (and days) are governed by shared latent factors \(V_k\), instead of separate latent factors for pages and ads as in [11, 18]. Together with hierarchical regularization, this enables our method to handle sparse data more effectively.
level (e.g., publisher × ad × day). As our model is weighted by the exposures, the contribution of the base cases would be “ignored” in our HIFM training. To remedy this, we rescale the importance weights of all non-base cases using (13):

$$e_i \leftarrow \frac{e_i}{2} \sum_{p \in \text{page} \times \text{ad} \times \text{day}} e_p \quad \forall i \notin \text{page} \times \text{ad} \times \text{day}$$  \hspace{1cm} (13)$$

That is, we rescale based on the ratio of the sum of exposures of the base cases over that of the non-base cases.

5.3 Optimization Algorithms

To support hierarchical and importance-aware learning in HIFM, we develop two classes of efficient iterative methods: stochastic gradient descent (SGD) and coordinate descent (CD), as described in Sections 5.3.1 and 5.3.2 respectively.

5.3.1 Stochastic Gradient Descent

The standard, unweighted SGD update for a specific model parameter $\theta$ is given in (14):

$$\theta \leftarrow \theta - \eta \left[ \frac{\partial l(y_i, \hat{y}_i(\Theta))}{\partial \theta} + \frac{\partial \Omega(\Theta)}{\partial \theta} \right]$$  \hspace{1cm} (14)$$

where $y_i$ is the target value of the $i$th instance, and $l(a,b) = (b - a)^2$ for square loss or $l(a,b) = -a \log(\sigma(b)) - (1 - a) \log(1 - \sigma(b))$ for logistic loss. The (sub)gradients of the square and logistic losses translate to (15)-(16) respectively:

$$\frac{\partial l_{\text{square}}(y_i, \hat{y}_i(\Theta))}{\partial \theta} = (\hat{y}_i(\Theta) - y_i) g_\theta(\hat{y}_i(\Theta))$$  \hspace{1cm} (15)$$

$$\frac{\partial l_{\text{logistic}}(y_i, \hat{y}_i(\Theta))}{\partial \theta} = (\sigma(\hat{y}_i(\Theta)) - y_i) g_\theta(\hat{y}_i(\Theta))$$  \hspace{1cm} (16)$$

A simple way to incorporate importance weights is to oversample the instances as many as the number of exposures $e_i$. However, for large $e_i$, the oversampled data would be much larger than the original data, leading to inefficient computation. Another tempting approach is to multiply the gradient $\partial l(\theta)$ by $\frac{1}{e_i}$. However, such approach violates the principle that an instance $x_i$ with importance weight $e_i$ should be treated as if it appears $e_i$ times in the data.

**Algorithm 1** Importance-aware SGD with regularization

**Input:** Design matrix $X$, targets $y = \{y_i\}$, regularization parameters $\{\lambda_\theta\}$, initial width $\sigma$, learning rate $\eta$

**Output:** Model parameters $\Theta$

1: $w_0 \leftarrow 0; \ w \leftarrow (0, \ldots, 0); V \sim N(0, \sigma^2)$

2: repeat

3: for $i \in \{1, \ldots, N\}$ do

4: $i \leftarrow \text{RouletteWheelSelection()}$

5: $w_0 \leftarrow w_0 - \eta \left( \frac{\partial l_i((\Theta))}{\partial \theta} + \frac{\partial \Omega((\Theta))}{\partial \theta} \right)$

6: for $j \in \{1, \ldots, J\} \times x_i \neq 0$ do

7: $w_j \leftarrow w_j - \eta \left( \frac{\partial l_i((\Theta))}{\partial \theta} + \frac{\partial \Omega((\Theta))}{\partial \theta} \right)$

8: for $k \in \{1, \ldots, K\}$ do

9: $v_{k,j} \leftarrow v_{k,j} - \eta \left( \frac{\partial l_i((\Theta))}{\partial \theta} + \frac{\partial \Omega((\Theta))}{\partial \theta} \right)$

10: end for

11: end for

12: end for

13: until stopping criterion is met

In light of these drawbacks, we propose to use a simple roulette wheel selection mechanism [4]. That is, the probability of selecting instance $x_i$ with importance weight $e_i$ is given by $p(x_i) = \frac{e_i}{\sum_{j=1}^{N} e_j}$, and subsequently a random sampling (with replacement) is carried out according to $p(x_i)$ until $N$ instances are obtained. In this way, we can avoid explicitly oversampling the data, while achieving asymptotically the same effect of presenting an instance $e_i$ times, given sufficient number of iterations. Note that, for each instance, the runtime complexity of our importance-aware SGD remains the same as the original SGD, i.e., $O(KNY(X))$.

Our importance-aware SGD method (with generic regularization term) is summarized in Algorithm 1. With respect to the different regularizations (7) and (11), the term $\frac{\partial \Omega((\Theta))}{\partial \theta}$ evaluates to (17) and (18) respectively:

$$\frac{\partial \Omega(\Theta)}{\partial \theta} = \lambda_\theta \theta$$  \hspace{1cm} (17)$$

$$\frac{\partial \Omega(\Theta)}{\partial \theta} = \lambda_\theta (\theta - \bar{\theta}_{\text{par}})$$  \hspace{1cm} (18)$$

where we have a special case $\bar{\theta}_{\text{par}} = 0$ if $\theta \in H_{\text{root}}$.

Finally, in cold-start situations, we perform a special procedure when dealing with a new column $j$ in unseen (test) data. Specifically, whenever we have hierarchy information, we augment our prediction using the latent factors of the ancestors. This is realized via the “back-off” formula (19):

$$w_j \leftarrow \sum_{j' \in \text{Path}(j) - (j)} w_{j'}; \ v_{k,j} \leftarrow \sum_{j' \in \text{Path}(j) - (j)} v_{k,j'}$$  \hspace{1cm} (19)$$

where $\text{Path}(j)$ refers to the path from the root node to node $j$ in the hierarchy. For a non-tree hierarchy, we utilize the average latent factor of the parent nodes level by level.

5.3.2 Coordinate Descent

The basic idea of the CD algorithm is to start with an initial (random) guess of $\Theta$, and then iterate over and update each model parameter $\theta \in \Theta$, assuming all the other parameters are fixed. We propose an extended importance-aware CD with generic regularization. For the weighted square loss in (5), the importance-aware CD algorithm performs an update of the form (20):

$$\theta = \arg \min \left\{ \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i(\Theta) - y_i)^2 + \Omega((\Theta)) \right\}$$  \hspace{1cm} (20)$$

Note that, for logistic loss, there is no closed-form solution for the update, so we focus only on square loss in this paper.

Consequently, the update steps for the regularizations in (17) and (18) are given by (21) and (22) respectively:

$$\theta \leftarrow \frac{\theta \sum_{i=1}^{N} e_i g^{2}_\theta(x_i) + \sum_{i=1}^{N} e_i g_{\theta}(x_i) r_i}{\sum_{i=1}^{N} e_i g^{2}_\theta(x_i) + \lambda_\theta}$$  \hspace{1cm} (21)$$

$$\theta \leftarrow \frac{\theta \sum_{i=1}^{N} e_i g^{2}_\theta(x_i) + \sum_{i=1}^{N} e_i g_{\theta}(x_i) r_i + \lambda_\theta \bar{\theta}_{\text{par}}}{\sum_{i=1}^{N} e_i g^{2}_\theta(x_i) + \lambda_\theta}$$  \hspace{1cm} (22)$$

where $r_i = y_i - \hat{y}_i(\Theta)$ is the residual term and, again, $\bar{\theta}_{\text{par}} = 0$ if $\theta \in H_{\text{root}}$. The update for standard (L2) regularization is thus a special case of (22), where $\text{Par}(\theta) = \emptyset$. In the case of a cold-start column such that all $g_{\theta}(x_i) = 0$, hierarchical regularization gives us $\theta \leftarrow \theta_{\text{par}}$, which should lead to a more informative prediction.

Algorithm 2 outlines our importance-aware CD method with generic regularization. Here, linear-time learning can
Algorithm 2: Importance-aware CD with regularization

Input: Design matrix X, targets y = \{y_i\}, regularization parameters \{\lambda_q\}, initial width \sigma

Output: Model parameters \Theta

1: \( w_0 \leftarrow 0; \ w \leftarrow (0, \ldots, 0); \ V \sim N(0, \sigma^2) \)
2: repeat
3: \( \hat{y} \leftarrow \text{predict all instances } X \)
4: \( r \leftarrow y - \hat{y} \)
5: Update \( w_0 \) using (21) or (22)
6: Update cache \( r \) using (25)
7: for \( j \in \{1, \ldots, J\} \) do
8: Update \( w_{j} \) using (21) or (22)
9: Update cache \( r \) using (25)
10: end for
11: for \( k \in \{1, \ldots, K\} \) do
12: Initialize cache \( q_{i,k} \) using (24)
13: for \( j \in \{1, \ldots, J\} \) do
14: Update \( v_{i,k,j} \) using (21) or (22)
15: Update cache \( r \) using (25)
16: Update cache \( q \) using (26)
17: end for
18: end for
19: until stopping criterion is met

be achieved using \( r\)-cache and \( q\)-cache, which store the results of (pre)computing the residuals \{\( r_i \)\} and inner-product terms \{\( q_{i,k} \)\}. They are given in (23) and (24) respectively:

\[
r_i = y_i - \hat{y}(x_i; \Theta)
\]

\[
q_{i,k} = \sum_{j=1}^{J} v_{i,k,j} x_{i,j} \tag{24}
\]

After each update of model parameter \( \theta \), we update the \( c\)-cache accordingly. Similarly, for every update of \( V_{k,j} \), we update the \( q\)-cache. The cache update steps are summarized in (25) and (26) respectively:

\[
r_i \leftarrow r_i - \left( \theta^{\text{new}} - \theta^{\text{old}} \right) g_\theta(x_i) \tag{25}
\]

\[
q_{i,k} \leftarrow q_{i,k} + \left( v_{i,k,j} - \bar{v}_{k,j} \right) x_{i,j} \tag{26}
\]

Referring to (22), the bulk of the CD computations lies on two terms: \( \sum_{i=1}^{N} e_i g_\theta(x_i) \) and \( \sum_{i=1}^{N} e_i g_\theta(x_i)r_i \). By caching residuals \{\( r_i \)\} and inner-products \{\( q_{i,k} \)\}, each full iteration over all \( \theta \in \Theta \) can be done quickly in \( O(KN_X(X)) \).

We also note that Algorithm 2 actually corresponds to the cyclic coordinate descent, which traverses all columns \( j \) in a fixed order (i.e., from \( j = 1 \) to \( j = J \)). In a similar vein to [17], we also develop a stochastic variant called stochastic coordinate descent, which iterates over the columns in a random order instead. In our experiments, we found that this stochastic version exhibits faster convergence, albeit producing similar overall prediction quality (cf. Section 6.3).

6. EXPERIMENTS

6.1 Setup

We conducted 10 runs of experiments to evaluate our algorithms, based on the ad response dataset supplied by our partner for the period of 05-31 October 2012 (cf. Section 3). For each run, we take 9 days and split the data by time into a training set (7 days) and a test set (2 days). For our evaluations, we use the average and standard deviation of the prediction results on the 10 test sets. Table 2 summarizes the configuration of our training and test sets.

For all algorithms, we set the number of interaction factors as \( K = 5 \), as we find it gives good overall results. We also fix the regularization parameters as \( \lambda_0 = 0 \) for \( \theta = w_0 \), and \( \lambda_0 = 0.001 \) for \( \theta = w_j \) or \( \theta = V_{k,j} \). As our stopping criterion, we fix a total number of iterations for each algorithm. For the SGD algorithm, we set the total iterations to 100, while we use 10 for the CD algorithm (since CD generally requires fewer iterations than SGD to reach convergence).

6.2 Evaluation Metrics

As mentioned in Section 1, a desirable model for response prediction should give good regression and ranking results. Accordingly, we evaluate the prediction performance of our algorithms using several regression and ranking metrics. For regression, we use weighted root mean square error (wRMSE) and weighted negative log likelihood (wNLL), as defined in (27) and (28) respectively, for a test set with \( N \) instances:

\[
wRMSE = \sqrt{\frac{\sum_{i=1}^{N} e_i (y_i - \hat{y}_i)^2}{\sum_{i=1}^{N} e_i}} \tag{27}
\]

\[
wNLL = -\frac{\sum_{i=1}^{N} e_i (y_i \log \sigma(\hat{y}_i) + (1 - y_i) \log (1 - \sigma(\hat{y}_i)))}{\sum_{i=1}^{N} e_i} \tag{28}
\]

Here \( y_i \) and \( \hat{y}_i \) denote the target and predicted outputs respectively, and (again) \( e_i \) is the number of exposures. The wRMSE and wNLL can be thought as complementary metrics quantifying the importance-weighted “distance” between predicted and actual probabilities. They also correspond to the loss functions (5) and (6) respectively.

For ranking, on the other hand, we use the weighted area under the receiver-operating characteristic curve (wAUC) [6]. Essentially, this metric reflects the probability that a predictive model will rank a randomly chosen positive instance higher than a randomly chosen negative one. In this, we treat the problem as a binary classification task, where a click (no click) indicates a positive (negative) instance. For example, if the number of exposures \( e_i = 10 \) and the number of clicks \( c_i = 3 \) (i.e., \( CTR = y_i \sim 0.3 \)), we treat this as 3 positive instances and 7 negative instances. By “unrolling” all CTR entries this way, we can compute AUC weighted by ad exposures so as to measure the ranking quality.

6.3 Overall Results

The overall prediction results, evaluated using the three performance metrics, are summarized in Tables 3, 4 and 5,
for different minimum exposures $\epsilon_{\text{min}} = 10, 100$ and 1000, respectively. For our SGD algorithm, we employ two variants that optimize for square and logistic loss functions respectively. Similarly, we utilize the cyclic and stochastic variants of our CD algorithm. For comparison, we also experiment with two popular time-aware factorization algorithms: TensorALS [5] and TimeSVD++ [9], which should serve as good reference methods. For fairness, similar configurations were used in these methods, e.g., 5 latent factors ($K = 5$) and 100 training iterations (as with our SGD).

To investigate the effects of importance-weighted and hierarchical learning, we conduct experiments by turning on and off the importance weight and hierarchy, resulting in four configurations for each algorithm variant. Subsequently, to

<table>
<thead>
<tr>
<th>Method</th>
<th>Type</th>
<th>Importance</th>
<th>Hierarchy</th>
<th>$wRMSE$</th>
<th>$wNLL$</th>
<th>$wAUC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TensorALS</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0118000 ± 0.0001214</td>
<td>0.0698346 ± 0.0000719</td>
<td>0.85 ± 0.0</td>
</tr>
<tr>
<td>TimeSVD++</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0009354 ± 0.0002304</td>
<td>0.0244543 ± 0.0009942</td>
<td>0.7067218 ± 0.0113939</td>
</tr>
<tr>
<td>FM-SGD</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000179 ± 0.0000641</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
<tr>
<td>FM-SGD</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000175 ± 0.0000350</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
<tr>
<td>FM-Cycle</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000175 ± 0.0000350</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
<tr>
<td>FM-Random</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000175 ± 0.0000350</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
<tr>
<td>FM-Stochastic</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000175 ± 0.0000350</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
</tbody>
</table>

(*) indicates statistically significant improvements over the baseline based on Wilcoxon signed-rank test at significance level of 0.01

<table>
<thead>
<tr>
<th>Method</th>
<th>Type</th>
<th>Importance</th>
<th>Hierarchy</th>
<th>$wRMSE$</th>
<th>$wNLL$</th>
<th>$wAUC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TensorALS</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0118000 ± 0.0001214</td>
<td>0.0698346 ± 0.0000719</td>
<td>0.85 ± 0.0</td>
</tr>
<tr>
<td>TimeSVD++</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0009354 ± 0.0002304</td>
<td>0.0244543 ± 0.0009942</td>
<td>0.7067218 ± 0.0113939</td>
</tr>
<tr>
<td>FM-SGD</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000179 ± 0.0000641</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
<tr>
<td>FM-SGD</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000175 ± 0.0000350</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
<tr>
<td>FM-Cycle</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000175 ± 0.0000350</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
<tr>
<td>FM-Random</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000175 ± 0.0000350</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
<tr>
<td>FM-Stochastic</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>0.0000175 ± 0.0000350</td>
<td>0.0134027 ± 0.00002817</td>
<td>0.8517787 ± 0.0115789</td>
</tr>
</tbody>
</table>

(*) indicates statistically significant improvements over the baseline based on Wilcoxon signed-rank test at significance level of 0.01.
see how significant the result improvements are due to importance weight and/or hierarchy, we use the non-parametric Wilcoxon signed-rank statistical test\footnote{The Wilcoxon test can be used as an alternative to the t-test for matched pairs, or the t-test for dependent samples when they cannot be assumed to be normally distributed.} [22]. All the tests were performed at a significance level of 1%, with the baseline being the “no importance weight and no hierarchy” case.

Several observations can accordingly be made based on the overall prediction results in Tables 3, 4 and 5:

- All our FM-based algorithms outperform the TensorALS and TimeSVD++ methods, in terms of both regression and ranking results. (Separate Wilcoxon tests using TensorALS and TimeSVD++ as baselines also show that all our algorithms are significantly better.) Note also that TensorALS gives “flat” predictions on the test set (where all the time indices never appear in the training set), leading to a constant $wAUC = 0.5$.

- As the minimum exposure threshold $e_{\text{min}}$ increases, we see improvements in all performance metrics. This is expected, since a higher $e_{\text{min}}$ implies a higher confidence in the $CTR$ estimation and thus cleaner data for training and testing (recall that $CTR = \frac{\text{numclick}}{\text{numexpose}}$).

- We observe large improvements when we incorporate importance weights (i.e., importance-aware learning), while incorporating hierarchical information does not necessarily improve the overall prediction results. This is reasonable nonetheless, since we can expect that hierarchical learning helps in (near) cold-start cases, which would likely have small importance weights in our (weighted) evaluation on the test data. Further investigation on the performance of our methods in cold-start scenarios is presented in Section 6.4.

- In general, the CD algorithm produces similar performance to the SGD procedure, though the former needs fewer iterations to converge and has fewer user parameters (i.e., no learning rate $\eta$). Comparing the square and logistic SGD variants, we observe that the former generally exhibits better results in terms of $wRMSE$ and $wAUC$, while the latter is superior in terms of $wNLL$, which is expected. Meanwhile, the cyclic and stochastic CD variants yield very similar performances, though the stochastic approximation in the latter is expected to give faster training convergence.

### 6.4 Cold-Start Results

We carried out further studies on how hierarchical learning in our HIFM approach can help address the cold-start situations. In this study, we concentrate on the extreme cold-start scenarios whereby we deal with new pages and ads. We define new pages and ads as those that only appear in the test data, and never in the training set. We conducted the experiments as before, and averaged the results for these cold-start cases over 10 trials. We can expect that, when no hierarchical regularization or fitting takes place, our algorithms will produce a “flat” prediction (i.e., $wAUC = 0.5$).

In this case, we may obtain reasonably good regression performance, but the ranking produced will be meaningless. Due to this reason (and space constraint), we shall focus on evaluating the ranking performance (i.e., $wAUC$) here.

![Figure 4: Results for cold-start cases](image-url)
7. CONCLUSION

In this paper, we put forward a latent factor model, termed the Hierarchical Importance-Aware Factorization Machine (HIFM), for predicting dynamic ad response. Using the factorization machine as the base generic framework, we develop new importance-aware and hierarchical learning mechanisms to improve the model’s predictive abilities in complex response prediction tasks where cost-varying instances and cold-start cases are ubiquitous. Several variants of efficient learning methods have been developed to explore different ways of incorporating importance weight and hierarchy information in HIFM. The efficacy of our HIFM model has been exemplified through extensive empirical studies on real-world mobile advertising data from a global ad network.

Moving forward, we consider several avenues for future research. First, there is a need to further scale up the HIFM for large datasets, either by means of parallelization or a more efficient data representation (e.g., [14]). Second, we can further enhance the HIFM’s predictive power by incorporating hierarchical Bayesian learning on top of a deep, multi-layer representation. Last but not least, we wish to explore the applicability of the HIFM in other task domains, such as temporal item adoption or rating prediction.
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