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Figure 4.31: M21, M22, M32, M37, M38,
M39, M40, Ochiai, and Tarantula for two-
bug versions
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Figure 4.32: M2–M4, M8, M10, M11,
M13, M14, M20, M23, M25, M30, Ochiai
and Tarantula for two-bug versions

localize similar numbers of buggy versions as compared to Ochiai when less than

10% of the code is inspected and they also have similar performance with Tarantula

and Ochiai.

On the other hand, Tarantula could not localize any multi-bug version within

10% of code inspection. Measures that have similar performance with Tarantula

are shown in Figure 4.24. Measures that perform worse than Tarantula and Ochiai

are shown in Figures 4.25 and 4.26. In this work, we omit showing the curves for

versions that contain five bugs because the curves are similar to the curves for all

multiple-bug versions.

We also plot the curves showing the proportion of code that is investigated (x-

axis) vs. the proportion of bugs localized (y-axis) for versions that contain two bugs,

as shown in Figures 4.27, 4.30, 4.28, 4.29, 4.31, and 4.32. A number of measures

could localize more bugs as compared to Tarantula and Ochiai when more than

10% of code is inspected, as shown in Figures 4.27, while several measures shown

in Figure 4.30 have the same performance as Tarantula. Figure 4.28 shows measures

that could localize more bugs as compared to Ochiai when more than 10% of code

is inspected. The rest of the measures could not outperform Tarantula and Ochiai.

See Figures 4.29, 4.31, and 4.32 for the details of these measures. We summarize

the findings of this section in the answer for RQ6 in the next section.
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4.5 Discussion

In this section, we summarize the answers to the research questions mentioned in

Chapter 1.

RQ1. Are vanilla or off-the-shelf association measures accurate enough in lo-

calizing faults? We are interested to find if off-the-shelf association measures are

powerful enough to locate bugs. Based on the mean accuracy values of the mea-

sures, the 40 association measures could localize all the bugs when an average of

25–58% of the program elements are inspected. Fifty percent of the association

measures are able to help find bugs by inspecting an average of 25–27% of ele-

ments, while Tarantula and Ochiai require developers to inspect approximately 27%

and 26% of program elements respectively.

RQ2. Among 40 association measures, which of the association measures are

the most accurate for localizing faults? Next, we are interested to find which as-

sociation measures are better than others in localizing single-bug programs. The an-

swer to this research question is the partial order shown in Figure 4.2. Two off-the-

shelf association measures are at the top of the partial order namely: Klosgen (M18),

and Normalized Mutual Information (M26). They perform comparably to Ochiai.

They are statistically significantly better than Tarantula and the other off-the-shelf

association measures. We also highlight 7 other measures that perform statistically

significantly better than Tarantula i.e., φ-coefficient (M1), Added Value (M15), Col-

lective Strength (M16), Two-Way Support (M28), Interestingness Weighting Depen-

dency (M24), Example and Counterexample Rate (M34), and Kappa (M5).

RQ3. What is the relative performance of off-the-shelf association measures as

compared to well-known suspiciousness measures (in particular, Tarantula and

Ochiai) for fault localization? We also would like to know the relative accuracy of

the association measures versus those of well-known suspiciousness measures for

fault localization for single-bug versions. When only 10% of the code is inspected,

Klosgen (M18) and Added Value (M15) could localize more bugs than Tarantula and
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Ochiai. They could localize 47% and 48% of the bugs respectively, while Tarantula

and Ochiai could localize 39% and 45% of the bugs respectively.

RQ4. Is the accuracy of off-the-shelf association measures, of Tarantula, and

of Ochiai, in localizing faults for programs written in C, different from their

accuracy in localizing faults for programs written in Java? We find that most

measures perform better for the C programs than the Java programs. We compute

two partial orders of the 40 association measures, Tarantula, and Ochiai, by per-

forming statistical significance tests based on their percentages of code inspected in

localizing bugs in C and Java programs. For the C programs, Ochiai and Klosgen

(M18) are the measures that are at the top of the partial orders (i.e., no measures

are statistically significantly better than them). For the Java programs, a number of

measures are at the top including Ochiai, Klosgen (M18), Confidence (M9), Inter-

est (M12), Added Value (M15), Sebag (M31), Example and Counterexample Rate

(M34), Zhang (M35), Tarantula, Interestingness Weighting Dependency (M24), and

Normalized Mutual Information (M26). When up to 10% of the code is inspected,

Klosgen (M18) and Added Value (M15) could localize more bugs in C programs

than Ochiai and Tarantula. Tarantula and Ochiai could localize 43% and 52% of the

bugs respectively, while Klosgen (M18) and Added Value (M15) could localize 54%

and 53% of the bugs. For the Java programs, Tarantula, Confidence (M9), Interest

(M12), Added Value (M15), Klosgen (M18), Odd Multiplier (M33), Interestingness

Weighting Dependency (M24), One-Way Support (M27), Sebag (M31), Example

and Counterexample Rate (M34), and Zhang (M35) could localize the largest num-

ber of bugs as compared to Ochiai (i.e., 26% of the bugs could be localized within

10% of code inspected). Ochiai, on the other hand, could only localize 20% of the

bugs.

RQ5. What is the effectiveness of off-the-shelf association measures, Taran-

tula, and Ochiai in localizing different types of bugs? In terms of the percentage

of code inspected, we also compute several partial orders (one per bug category)
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by performing statistical significance tests. Tarantula is at the top of three partial

orders. Ochiai, Information Gain (M19), Normalized Mutual Information (M24),

and Two-Way Support Variation (M29) are at the top of six partial orders. Klosgen

(M18) is at the top of seven partial orders. In terms of proportion of bugs local-

ized, Klosgen (M18) could also localize the most number of bugs for all categories

as compared to other measures. The categories of bugs that could be better local-

ized by most of the measures are addition or removal of non-conditional statements

(CH-CS), change of loop predicates (LP-CC), and change of return expression (CH-

RET).

RQ6. What is the accuracy of off-the-shelf association measures, Tarantula,

and Ochiai in localizing bugs in multiple-bug programs? When localizing mul-

tiple bugs in programs, no measure performs better than in localizing a single

bug in the programs. The percentages of code inspected to localize all bugs in

all multi-bug versions, versions containing five bugs, and versions containing two

bugs are 74% to 91%, 76% to 92%, and 43% to 84% respectively. Measures that

are at the top of the partial order for localizing all multiple-bug versions are Added

Value (M15), Collective Strength (M16), Ochiai, Ochiai II (M40), One-Way Support

(M27), Relative Risk (M23), Two-Way Support (M28), and φ-Coefficient (M1). We

notice that Added Value (M15) and Collective Strength (M16) also have good ac-

curacies in localizing single-bug programs. The overall means of the percentage of

code inspected for Added Value (M15) and Collective Strength (M16) are 25.74%

and 25.66%, respectively, which are only slightly larger than the smallest mean of

percentage of code inspected to localize all single-bug programs (25.24%). Also,

Added Value (M15) and Collective Strength (M16) are at the top of partial order of

5 and 4 bug categories out of 7 categories.

Based on our results, we find that there is no single best measure for all cases.

For localizing C and Java programs containing a single bug, Klosgen (M18) could

localize the bug with the smallest average of percentage of code inspected. Also,

when we evaluate the effectiveness of the measures to localize different bug cat-
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egories, Klosgen (M18) could outperform other measures for all bug categories.

While in localizing multiple bugs, Added Value (M15) could localize bugs with

the smallest average of percentage of code inspected. We notice that Added Value

also has good accuracy in localizing single bugs; its accuracy is only slightly lower

than that of Ochiai and Klosgen.

We also find that the effectiveness of association measures in localizing faults

can be different for different buggy programs. The formula of association measures

and the program spectra of buggy programs are two important factors that greatly

affect the effectiveness of the measures in localizing faults. The score assigned

by an association measure to each program element depends on the values of its

dichotomy matrix (i.e., a matrix that associates the executions of a program element

with the occurrence of a program failure) which is derived from the program spectra.

When some program elements have the same dichotomy matrix, the scores assigned

to the elements are the same. Hence it is hard to differentiate which element is

more likely to be the faulty element. Lack of variety in scores assigned to program

elements may not benefit the association measures in localizing faults.

Based on our results, association measures as well as the two well-known mea-

sures require larger number of program elements to be inspected to localize bugs in

XML security programs. We observe that many program elements in these buggy

programs obtain the same scores. The values of their dichotomy matrices indicate

that many program elements are either being executed or not executed at all. There-

fore, having test cases that produce program spectra that can provide information

about the number of times a program element is executed and not executed by failed

test cases, as well as executed and not executed by correct test cases would be help-

ful to differentiate the likelihood of each program element to be the faulty element

(as more unique score assigned to each program element).

Nevertheless, it remains challenging to determine under which case each mea-

sure can better localize the bugs. The formula of an association measures only in-

dicates the association strength between the executions of a program element with
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the occurrence of a failure. However, the effectiveness of an association measure

in localizing faults is affected by the scores of program elements collectively, that

determines the relative ordering of the faulty elements. This chapter emphasizes

on investigating whether or not there is a benefit of employing association mea-

sures for fault localization. Further study is required to investigate the characteristic

of cases under which an association measure can successfully localize faults with

minimum percentage of code inspected. Both formula of association measures and

characteristic of program spectra or bugs are important factors to be studied.

In addition, localizing bugs in multiple-bug programs requires much more code

to be inspected than localizing bugs in single-bug programs. Future research is re-

quired to improve the effectiveness of the technique in localizing bugs in multi-

bug programs. Also, it can be interesting future work to explore ways to compose

various measures together so that the combined meta-measure may perform better

for all cases than individual measures.

4.6 Threats to Validity

Threats to construct validity refers to the suitability of our evaluation criteria. In

this work, we use two criteria: percentage of program elements inspected to find all

bugs, and proportion of bugs localized when at most a given percentage of program

elements are inspected. We believe these two criteria reasonably measure the effec-

tiveness of a fault localization approach. They have also been used before in prior

studies on fault localization [6, 65].

Threats to internal validity include bias and human errors. The accuracy of a

measure in localizing bugs is influenced by the granularity level considered during

program instrumentation and trace generation (statement, basic block, or method

levels). Different granularity levels may produce different accuracies since there

would be a different total numbers of elements which would affect the percentages

of inspected elements. We choose to use block-hit spectra in our evaluation since it
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has a suitable balance between instrumentation cost and bug-revealing power, and

our study focuses on comparing the effectiveness of different association measures

on the same spectra. We hypothesize that the relative performance of different asso-

ciation measures on other spectra may remain the same as that on block-hit spectra,

but it remains an interesting future work for us to verify. Also, we manually instru-

ment the C programs; we might miss instrumenting some blocks or add extraneous

instrumentation code. For Java programs, we automatically instrument the pro-

grams ; there could be some errors in our implementation. We manually assign the

bugs into categories; there might be some errors in our assignments. We carefully

checked the instrumented programs and assigned bug category labels to minimize

such errors.

Threats to external validity refers to the generalizability of our findings. We

have tried to reduce this threat by considering a number of programs of various

sizes written in two popular programming languages: C and Java.

4.7 Conclusion

In this work, we investigate the effectiveness of a comprehensive number of asso-

ciation measures for fault localization. These measures gauge the strength of asso-

ciation between two variables expressible as a dichotomy matrix. We consider and

compare 40 association measures with two well-known fault localization measures,

namely Tarantula and Ochiai.

For programs that contain a single bug, we find that Klosgen outperforms Ochiai

and Tarantula in terms of the average percentage of code that must be inspected.

Many measures, including Normalized Mutual Information, J-Measure, Informa-

tion Gain, Two-Way Support Variation, Example and Counterexample Rate, Confi-

dence, Kappa, Sebag, Odd Multiplier, Interest, Zhang, and One-Way Support out-

perform Tarantula. The percentages of code that must be inspected for different

buggy program versions are different; such percentage values for each measure form
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a distribution, and we employ statistical significance tests to compare the accuracy

of different measures. We find that three measures, Klosgen, Normalized Mutual

Information, and Ochiai can be statistically significantly better than other measures

when localizing single-bug program. In terms of proportions of bugs found when up

to 10% of code is inspected, Klosgen outperforms Ochiai. Also, Klosgen, Ochiai,

φ-coefficient, Added Value, Collective Strength, Two-Way Support, Interestingness

Weighting Dependency, Example and Counterexample Rate, and Kappa outperform

Tarantula. Thus, we can conclude that association measures are also promising to

be used for fault localization.

We find that most measures perform better for the C programs than the Java pro-

grams. For the C programs, in terms of proportions of bugs localized, Added Value

and Klosgen outperform Ochiai and Tarantula. For the Java programs, in terms of

proportions of bugs localized, Tarantula, Confidence, Interest, Added Value, Klos-

gen, Relative Risk, Loevinger, Normalized Mutual Information, Odd Multiplier,

Example and Counterexample Rate, and Least Contradiction measures, outperform

the other measures and Ochiai.

We have also grouped the bugs into 7 categories and analyze the effectiveness

of the measures to localize each category of bugs. The categories of bugs that

could be better localized by most of the measures are addition or removal of non-

conditional statements (CH-CS), change of loop predicates (LP-CC), and change

of return expression (CH-RET). Klosgen is among the best measures for all bug

categories.

The effectiveness of all measures in localizing multiple bugs in programs is

not as good as localizing buggy programs that contain a single bug. Added Value

could localize the bugs with the smallest percentage of inspected code. There are

also other measures that have comparable performance as Added Value, i.e., Ochiai,

Relative Risk, Ochiai II, Collective Strength, One-Way Support, Two-Way Support,

and φ-Coefficient.

Based on our results, we find that there is no single best measure for all cases.
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While there are several measures that perform statistically comparable for localiz-

ing single-bug programs, Klosgen could localize bugs with the smallest on average

percentage of code inspected. As for localizing multi-bug programs, Added Value

could localize bugs with the smallest on average percentage of code inspected, but

a number of measures have comparable performance as well. Thus, solely based on

fault localization accuracy, Klosgen and Added Value can be best measures to use.

Dataset. Our dataset and tool are made publicly available at: http://www.

mysmu.edu/phdis2009/lucia.2009/jsme/Dataset.htm.
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Chapter 5

Fusing Fault Localizers

As we have demonstrated in Chapter 4, for various bugs, the best techniques to

localize the bugs may differ due to the characteristics of the buggy programs and

their program spectra. In this chapter, we leverage the diversity of existing spec-

trum-based fault localization techniques to better localize bugs using data fusion

methods. Our proposed approach requires no training data and is able to adapt itself

for various kinds of spectra and bugs.

We organize this chapter as follows. Section 5.1 presents the motivation and

main contribution of this chapter. Section 5.2 provides a motivating example to

illustrate the benefit of our data fusion approach and Section 5.3 elaborates our

approach. We present our experiment results that demonstrate the effectiveness of

our approach in Section 5.4 and finally conclude our work in Section 5.5.

5.1 Variations in Effectiveness of Localizing Faults

Many fault localization techniques have been proposed to locate the root cause of

a program failure by analyzing the program traces (i.e., the abstraction of program

behaviors). Spectrum-based fault localization techniques [3,27,31,65,84,151] com-

pare the spectra of correct and failed executions to identify program elements (i.e.,

statements, blocks, methods, and components) that are likely to be the root cause of
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a program failure. These techniques often use statistical analysis to assign a suspi-

ciousness score to each program element based on its likelihood to be faulty. The

higher the score, the more suspicious an element is. A list of the most suspicious

program elements is then presented to developers for inspection. As discussed in

Chapter 4, the best performing spectrum-based fault localization techniques vary for

different buggy programs. Some techniques can rank faulty elements at the top po-

sitions for some buggy programs, while for other buggy programs, they rank faulty

elements low in the list.

In this chapter, we aim to better localize the bugs by leveraging diversity of

existing spectrum-based fault localization techniques (in particular 40 association

measures used in Chapter 4, Tarantula [65], and Ochiai [3]). Since these techniques

are lightweight, we could inexpensively obtain suspiciousness scores for program

elements by using different techniques. Different from the approach proposed by

Santelices et al. [122] that analyze several types of program spectra using a sin-

gle technique, we combine many techniques that analyze a single type of program

spectra (i.e., block hit spectra).

Data fusion methods have been proposed in the domain of information retrieval

to rank the most relevant documents such that the relevant ones are in the top posi-

tions by combining the ranking information from different retrieval systems [142].

We incorporate data fusion methods with the goal of ranking the faulty program

elements higher in the list by combining the scores or ranks assigned to program

elements by different fault localization techniques. Our approach, referred to as

Fusion Localizer, normalizes the suspiciousness scores of different fault lo-

calization techniques, selects fault localization techniques to be fused, and com-

bines the selected techniques using a data fusion method. We propose 20 variants

of Fusion Localizer that use different score normalization, technique selec-

tion, and data fusion methods.

Related to our work, Wang et al. [137] propose an approach that linearly com-

bines the scores of a number of association measures to rank faulty program el-
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ements. Their approach generates a weight for each association measure using

genetic algorithm based on a set of training data i.e., program traces of the past

program failures and the corresponding faults of the past failures. However, such

training data could be unavailable e.g., if developers did not archive the program

traces and the corresponding faults. Archiving program traces of past failures can

consume a lot of storage. Even when traces are not archived but test cases to gen-

erate the traces are available, regenerating such program traces using the test cases

may take time especially for large programs. Furthermore, the bugs and failures

in the training set may not be representative enough to generalize to other buggy

programs, which could limit the effectiveness of the approach. Different from this

technique, our approach can compute the weight for each fault localization tech-

nique and select the techniques to be fused without requiring any training data.

Furthermore, our approach is bug specific – it adaptively chooses a different set of

techniques to be fused for different buggy programs based on their program spectra.

We have evaluated our approach on a commonly used benchmark dataset con-

sisting of 10 small to medium sized programs written in C and Java, and our own

dataset consisting of 30 real bugs collected from 3 larger programs – namely Rhino,

Lucene, and Ant. We compare our approach against a number of state-of-the-art

spectrum-based fault localization techniques that also do not require training data

and analyze a single type of program spectra, i.e., Ochiai [3], theoretically best

spectrum-based fault localization techniques [143], and theoretically best genetic

programming (GP) based fault localization techniques [144]. Our experiment re-

sults show that our approach outperforms these techniques. The best performing

variants of Fusion Localizer (i.e., zZero−One,Bias
CombANZ and zZero−One,Overlap

CombANZ ) statisti-

cally significantly outperform the state-of-the-art spectrum-based fault localization

techniques. These best variants require statistically significantly smaller average

percentage of code inspected to locate faulty elements as compared to the best per-

forming state-of-the-art fault localization techniques (i.e., 21% vs. 24%). When

developers only inspect 10% of the most suspicious program elements, these best
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variants could improve the percentage of bugs localized by the best performing

state-of-the-art fault localization techniques by 11% to 26%. Furthermore when de-

velopers only inspect the top 10 most suspicious program blocks, these best variants

could improve the number of bugs localized by the best performing state-of-the-art

fault localization techniques by 23% to 26%.

The main contributions of this chapter are as follow:

1. We leverage diversity of 40 association measures evaluated in Chapter 4, Taran-

tula [65], and Ochiai [3] to better localize bugs using data fusion methods.

2. We provide a bug specific approach that adaptively selects a set of techniques

to be fused for each buggy program.

3. We propose an approach that does not require any training data (e.g., program

traces of the past program failures) to select which techniques to be fused to

better localize bugs in programs.

4. We show that combining the lists of most suspicious program elements recom-

mended by different fault localization techniques (i.e., association measures,

Tarantula, and Ochiai) using data fusion methods can improve the effectiveness

in localizing faults and significantly outperform the state-of-the-art spectrum-

based fault localization techniques.

5.2 Motivating Example

This section provides an illustration of the benefit of the use of data fusion to lever-

age different techniques to help ranking faulty program elements such that the faulty

ones are in the top positions. Figure 5.1 contains a sample program code, excerpted

from one of our subject programs, i.e., the method gser of the program tot info,

version 8. In this example, we divide the code into five blocks. The bug is in Block

5 where the value assigned to a variable temp is incorrectly calculated.

Various spectrum-based fault localization techniques, such as Ochiai [3], Klos-
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gen [75], and Pietatsky Shapiro [108], can be used to assign suspiciousness scores

to each program block. Based on these scores, developers could inspect the program

blocks starting from the most suspicious blocks. Figure 5.1 shows the suspicious-

ness score of each program blocks as output by Ochiai, Klosgen, and Pietatsky

Shapiro. These scores are computed by analyzing the program traces collected dur-

ing the executions of the test cases that come with the program (i.e, tot info).1

According to Ochiai and Klosgen, the most suspicious program blocks are

Blocks 3 to 5, followed by Block 1, then Block 2. The ranks of Blocks 1 and 2

would be 4 and 5. According to Ochiai and Klosgen, Blocks 3 to 5 obtain the same

score. Among the three blocks, we do not know which block developers would

inspect first, thus we assign the worst case rank to these blocks. The worst case

rank that either Blocks 3 to 5 is inspected by developers would be 3. According to

Pietatsky Shapiro, Blocks 2 and 5 are the most suspicious program blocks, followed

by Blocks 3, 4, and 1. Since Blocks 2 and 5 obtain the same score, the worst case

rank that either Blocks 2 or 5 is inspected by developers using this measure would

be 2. In this example, locating the faulty block based on the recommendation by

Pietatsky Shapiro requires examining fewer blocks than when using the recommen-

dations of Ochiai and Klosgen.

A simple data fusion method to combine a set of techniques is CombSUM [41,

42]. CombSUM can be used to combine the scores output by Ochiai, Klosgen, and

Pietatsky Shapiro to produce a new score for each program block. For each program

block, the new score is calculated by summing up the normalized scores given by

Ochiai, Klosgen, and Pietatsky Shapiro. As the ranges of the scores produced by

these techniques may differ one another, we may need to normalize the scores to

make them comparable. In this example, we normalize the scores using zero-one

score normalization.2 From Figure 5.1, the CombSUM score for Block 5 is 1 + 1 +

1 = 3. We also compute the CombSUM score for the other blocks similarly. Finally,

1Please refer to [3] and Tables 4.5 for the formulas used to compute the suspiciousness scores.
2We elaborate the details of the normalization process in Section 5.3.
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we find that Block 5 is the most suspicious block as it has the highest score among all

of the blocks. Using the list of most suspicious blocks recommended by CombSUM,

developers could locate the faulty block by only inspecting the first block, which is

more effective than using the list of most suspicious blocks recommended by either

Ochiai, Klosgen, or Pietatsky Shapiro. In this example, we show that a data fusion

method can be used to boost the effectiveness of fault localization techniques.

5.3 Fusion Localizer

In this section, we present our approach that incorporates data fusion methods to

locate the source of a program failure. The overview of this approach is presented

in Section 5.3.1. We elaborate three main steps of our approach namely score nor-

malization, technique selection, and data fusion in Sections 5.3.2, 5.3.3, and 5.3.4

respectively.

5.3.1 Overview

Our approach combines the scores produced by different spectrum-based fault lo-

calization techniques to produce a new ranking with the goal of improving fault

localization effectiveness. In this work, we employ spectrum-based fault localiza-

tion techniques because they are lightweight and have good accuracy. Nevertheless,

it is also possible to use other fault localization techniques that can assign scores to

program elements. The overall framework of our approach named Fusion Localizer

is shown in Figure 5.1.

The input to our approach is a set of spectrum-based fault localization tech-

niques which computes the suspiciousness scores of all program elements in a

buggy program. In this work, we use two well-known spectrum-based fault local-

ization techniques: Tarantula [65,66] and Ochiai [4,6], as well as the 40 association

measures that have been studied for fault localization as in Chapter 4.
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Different fault localization techniques use different formulas to calculate suspi-

ciousness scores. Each formula has its own characteristics, especially in terms of the

range and distribution of the suspiciousness scores computed using it. Thus, nor-

malizing the scores is essential so that scores produced by different measures can be

compared with one another. For every technique, we normalize the suspiciousness

scores that are assigned to program elements into a new set of scores that falls in

the range of between zero and one. Section 5.3.2 elaborates on the methods that we

use in this work to normalize the scores.

After the scores are normalized, our approach then adaptively selects techniques

to be fused together based on the spectra of the buggy program. Our goal is to

select a set of techniques that complement one another well for a particular buggy

program. Some techniques could perform worse when they are grouped together

to localize a particular bug. As we demonstrate in Section 5.4, incorporating all 42

techniques does not result in the best performance. Section 5.3.3 elaborates on the

methods that we use in this work to select the techniques.

Given a set of normalized scores from the selected techniques, we combine the

scores using a number of existing data fusion methods. A new set of scores would

then be assigned to program elements for the given buggy program. These new

scores can then be used to create a new list for developer’s inspection. Section 5.3.4

elaborates on the methods that we use in this work to fuse the normalized scores of

selected fault localization techniques.

5.3.2 Step 1: Score Normalization

In this work, we apply two score normalization methods: Zero-One score normal-

ization [142] and Reciprocal ranking normalization [85, 142]. Each of them can be

used as the first step of Fusion Localizer. The following paragraphs discuss how

these normalization methods work.

1) Zero-One Score Normalization: This method transforms scores from different
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Figure 5.1: Overview of Fusion Localizer

fault localization techniques into the same range, i.e., zero to one. The method

works as follows.

Let n be the total number of techniques andm be the total number of program el-

ements for a given buggy program, then si(ej) denotes the score of the j-th program

element, assigned by the i-th technique, where 1 ≤ j ≤ m and 1≤ i ≤ n. Further-

more, let max si denote the maximum score produced by the i-th technique, and

min si denote the minimum score produced by the i-th technique. The normal-

ized score of the j-th program element given by the i-th technique, is calculated as

follows:

s normi(ej) =
si(ej)−min si
max si −min si

2) Reciprocal Rank Normalization: Instead of directly normalizing a list of scores

produced by different techniques, this method considers the ranks of program ele-

ments and transforms them into normalized scores. The method works as follows.

Let n be the total number of techniques and m be the total number of program
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elements in a buggy program. Also, let ri(ej) denote the rank of the j-th program

element, assigned by the i-th technique, where 1 ≤ j ≤ m and 1≤ i ≤ n. The nor-

malized score of the j-th program element, ranked by the i-th technique is calculated

as follows:

s normi(ej) =
1

ri(ej)

5.3.3 Step 2: Technique Selection

We adapt overlap-based selection [142] and bias-based selection [113] to se-

lect a subset of techniques to be fused together from a set of fault localization

techniques.These methods are instance (or bug) specific since the selected tech-

niques could be different for different programs. Also, they require no training data

to select techniques. Each of them can be used as the second step of Fusion Local-

izer. We elaborate how we adapt these methods for fault localization as follows.

1) Overlap-Based Selection: This method selects techniques to be fused together

based on the overlap between the list of top-K most suspicious program elements

produced by a fault localization technique and the top-K lists produced by other

techniques. By default, we set K to be 10% of the total number of program elements

that the input buggy program has. If this number is less than 10, we set K to 10.

This method then measures the overlap rate of the results returned by each tech-

nique with the results of other techniques and favors the techniques for which the

results overlap less than other techniques. Hence more possible failure-relevant pro-

gram elements could be covered. The overlap rate of each technique with other

techniques is computed as follows:

Definition 5.3.1 (Overlap Rate) Let Lall be a set of program elements that appear

in at least one of the top-K lists produced by the set of fault localization techniques.

Also, let Li be a set of program elements that appear in the top-K list of the i-th
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Technique Top 5 Most Suspicious Blocks
T1 Block 2, Block 3, Block 4, Block 7, Block 8

T2 Block 4, Block 5, Block 6, Block 7, Block 9

T3 Block 1, Block 4, Block 5, Block 6, Block 8

T4 Block 4, Block 5, Block 6, Block 8, Block 10

Table 5.2: Example: Overlap-based selection

technique but not in the top-K lists of other techniques. The overlap rate of the i-th

technique with the other techniques is calculated as follows:

o ratei =
|Lall| − |Li|
|Lall|

Example: Given a buggy program, consider four techniques (i.e., T1, T2, T3, and

T4) that return the top 5 most suspicious program elements (i.e., program blocks) as

shown in Table 5.2.

Based on Table 5.2, the set of program blocks returned by at least one of the four

techniques, denoted by Lall, is {Block 1, Block 2, Block 3, Block 4, Block 5, Block

6, Block 7, Block 8, Block 9, Block 10}. T1 recommends two program blocks that

are not recommended by the other techniques, i.e., L1={Block 2, Block 3}. T2, T3,

and T4 each recommends one block that is not recommended by other measures –

L2={Block 9}, L3={Block 1}, and L4={Block 10}. Hence, the overlap rate of T1

among the other techniques can be calculated as (10−2)
10

= 0.8. The overlap rate of

the other 3 techniques can be similarly computed – they are (10−1)
10

= 0.9.

After calculating the overlap rate of each technique, we sort the techniques in as-

cending order of their overlap rates and select the top-N techniques. In this way, we

aim to include techniques that have more unique results (i.e., top-K lists). By de-

fault, we set N to be 50% of all input techniques.

2) Bias-Based Selection: This method selects a subset of techniques to be fused

based on the bias rate of each technique towards the norm considering the top-K

lists returned by each technique. By default, we set K to be 10% of the total number

of program elements that the input buggy program has. If this number is less than
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10, we set K to 10.

This method represents each technique as a vector of zeroes and ones represent-

ing whether each of the program elements occurs in its top-K list. It also constructs

the norm which is a vector containing the number of top-K lists each program ele-

ment belongs to. This method then computes a bias rate for each technique based

on a similarity coefficient (i.e., cosine similarity) and favors the techniques that are

more biased towards the norm. The bias rate for each technique is computed as

follows:

Definition 5.3.2 (Bias Rate) Let n be the number of input techniques and m be the

number of program elements that appear in a top-K list produced by at least one of

the techniques. Let Li be a vector of zeros and ones that represents whether each

program element appears in the top-K list of the i-th technique, where 1 ≤ i ≤ n.

The normLall is a vector containing the number of top-K lists each program element

appears in. Let Sim(Li, Lall) be the similarity between the vector Li and the vector

Lall, computed based on cosine similarity [146]. Given Sim(Li, Lall), the bias rate

of the i-th technique is calculated as follows:

Bias(Li, Lall) = 1− Sim(Li, Lall)

Sim(Li, Lall) =

∑m
j=1 Lj × Lallj√∑m

j=1 L
2
j ×

√∑m
j=1 L

2
allj

Example: Based on Table 5.2, the set of program blocks that appear in at least

one top-5 lists is {Block 1, Block 2, Block 3, Block 4, Block 5, Block 6, Block 7,

Block 8, Block 9, Block 10}. Block 4 is recommended by four techniques, while

Blocks 5, 6, and 8 are recommended by three techniques. Block 7 is recommended
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by two techniques, and the rest of the blocks are recommended by only one tech-

nique. From these pieces of information, the norm Lall is {1, 1, 1, 4, 3, 3, 2, 3, 1,

1}. To calculate the bias rate of T1 to the norm, i.e., Bias(L1, Lall), we first calculate

the similarity score of this technique with the norm Lall. The similarity score of

L1 with the norm Lall is 0.6822 which is calculated as follows:

Sim(L1, Lall) =
(1 + 1 + 4 + 2 + 3)√

5× 52

Based on the similarity score, the bias rate of T1 is 1− 0.6822 = 0.37. The bias

rate of the other techniques can be computed in a similar way. The bias rate of T2 is

1− 13√
5×52

= 0.19. T3 has the same bias rate as T4, i.e., 1− 14√
5×52

= 0.13. For each

technique, we calculate the bias rate of the results and sort them in decreasing order

of their bias rates. We then select the top-N techniques, with the aim of including

techniques that are less similar towards the norm. By default, we set N to be 50%

of the input fault localization techniques.

5.3.4 Step 3: Data Fusion

Our approach adapts an unsupervised data fusion method proposed in the informa-

tion retrieval domain to combine normalized scores from the selected fault localiza-

tion techniques. In this work, we adapt five well-known unsupervised data fusion

methods, namely CombSUM [41, 42], CombMNZ [41, 42], CombANZ [41, 42],

correlation-based fusion methods [142], and Borda count [14]. Each of them can be

used as the third step of Fusion Localizer.

The following paragraphs elaborate how the five popular fusion methods can be

adapted for fault localization. We use the example shown in Figure 5.1 to illustrate

how each method works.

1) CombSUM: This method combines the scores of different techniques, by sim-

ply summing up their scores. This method assumes that each technique is equally

important.
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Example. Based on the example in Figure 5.1, the set of new scores of Blocks

1 to 5 would be {2.44, 1, 2, 2, and 3}.

2) CombANZ: This method combines the scores from different techniques, by com-

puting the average of the non-zero scores. Let the j-th program element be denoted

as ej , the i-th technique be denoted as Ti, and the score assigned to program element

ej by technique Ti be denoted as Ti(ej). Suppose there are n techniques and mej

denotes the number of techniques that assign a non-zero score to ej , CombANZ

calculates the new score for ej as follows:

Score(ej) = 1/mej ×
n∑
i=1

Ti(ej)

Example. Based on the example in Figure 5.1, the set of new scores of Blocks

1 to 5 are {2.44
3
, 1

1
, 2

2
, 2

2
, 3

3
}={0.81, 1, 1, 1, 1}.

3) CombMNZ: CombMNZ is a variant of CombANZ; it multiplies the sum of all

the scores for a given element with the number of techniques that assign a non-

zero score to the element. Let the j-th program element be denoted as ej , the i-

th technique be denoted as Ti, and the score assigned to program element ej by

technique Ti be denoted as Ti(ej). Suppose there are n techniques and mej denotes

the number of systems that give a non-zero score to ej , CombMNZ calculates the

new score for ej as follows:

Score(ej) = mej ×
n∑
i=1

Ti(ej)

Example. Based on the example in Figure 5.1, the set of new scores of Blocks 1 to

5 is {2.44× 3, 1× 1, 2× 2, 2× 2, 3× 3} = {0.732, 1, 4, 4, 9}.

4) Correlation-based methods: Different from the above methods, correlation-based

methods assume each technique is not equally important. The importance of a
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technique is represented by its weight. Based on the weights of the techniques,

these methods linearly combine (i.e., sum up) the scores assigned by different tech-

niques multiplied by their weights. Let the j-th program element be denoted as

ej , and the score assigned to program element ej by the i-th technique be denoted

as Ti(ej). Then, let wi denote the weight assigned to the i-th technique and n be

the number of techniques. The new score of program element ej is calculated as

follows:

Score(ej) =
n∑
i=1

wi × Ti(ej) (5.1)

The following paragraphs describe the weight calculation procedures of two

correlation-based methods: CorrA and CorrB.

4.1) CorrA: This method computes the correlation among the techniques based on

the overlap of the lists of top-N most suspicious program elements returned by the

techniques. The method aims to minimize the domination of a certain group of

techniques that tend to return similar results, by assigning a heavier weight to a

technique that has less correlation with other techniques.

Let the sets of top-N most suspicious program elements returned by the i-th and

j-th techniques be denoted as Li and Lj respectively, where i 6= j. The overlap ratio

between Li and Lj is calculated as follows:

OverlapRatioij = 2× |Li
⋂
Lj|

2×N

Suppose, there are n techniques, we calculate the weight of the i-th technique,

based on the average of its overlap ratio with other techniques to be fused together

as follows:

wi = 1− 1

n− 1

n∑
j=1,2,..,j 6=i

OverlapRatioij
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Example. Based on the example in Table 5.1 and the top 3 most suspicious

program elements returned by each technique, the overlap ratio between Ochiai and

Klosgen is 1, while the ratio between Ochiai and Piatetsky Shapiro is 0.33. Thus,

the weight assigned to Ochiai is 1-1.33
2

=0.335. In the same way, the weights of

Klosgen and Piatetsky Shapiro are 0.335 and 0.67 , respectively. The set of new

scores for these blocks can be calculated using these weights and Equation 5.1 – it

is {1.07, 0.67, 0.67, 0.67, 1.34}.

In this work, we denote the variant of the CorrA that calculates the correlation

among the measures based on the top 10% of the most suspicious program elements

by CorrA Top10% and another variant that is based on the top 50% of the most

suspicious program elements as CorrA Top50%.

4.2) CorrB: CorrB is a correlation-based method that also computes the weight of a

technique based on the overlap of its list of top-N most suspicious program elements

with other lists produced by other techniques. Let the list of top-N most suspicious

program elements returned by the i-th technique be denoted as Li. For a program

element e, let us denote the number top-N lists it belongs to as list(e). Let Lall

denote a set of program elements which appear in at least one of the lists produced

by the techniques. Suppose there are n techniques to be fused, the weight of the i-th

technique can be calculated as follows:

wi = 1−
(
∑

e∈Li
list(e))− |Li|

|Li| × |Lall|

where |Li| denotes the number of elements returned by the i-th technique and |Lall|

denotes the number of elements that appear in at least one of the lists returned by

the techniques.

Example. Based on the example in Table 5.1 and the top 3 most suspicious pro-

gram elements returned by each technique, LOchiai, LKlosgen, and LPietatsky Shapiro

are {Block 3, Block 4, Block 5}, {Block 3, Block 4, Block 5}, and {Block 2, Block
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1, Block 5} respectively. Thus, Lall is {Block 1, Block 2, Block 3, Block 4, Block

5}. Also, list(Block3), list(Block4), and list(Block5) are 2, 2, and 3 respectively.

From the above, the weight assigned to Ochiai is 1-7−3
3×5

= 0.73. In the same way, the

weights of Klosgen and Piatetsky Shapiro are 0.73 and 0.87, respectively. There-

fore, the set of new scores for these blocks calculated using Equation 5.1 is {1.87,

0.87, 1.46, 1.46, 2.33}.

In this work, we denote the variant of the CorrB method which calculates

the correlation among the measures based on the top 10% of the most suspi-

cious program elements by CorrB Top10% and another variant of the CorrB

method which is based on the top 50% of the most suspicious program elements

as CorrB Top50%

5) Borda count: This method converts the normalized scores that are assigned to

program elements by each selected technique into ranks – program elements with

higher scores are given smaller ranks. For each element, this method sums up the

ranking points of an element given by a set of techniques. The ranking point of an

element given by a technique is defined as the substraction of the element’s rank in

the list produced by the technique from the total number of program elements in the

input buggy program.

Let ej denotes the j-th program element and ri(ej) the rank assigned to program

element ej by the i-th technique. Also, let Ne denotes the number of program

elements and n the number of techniques. The new score of program element ej is

then calculated using Borda count as follows:

Score(ej) =
n∑
i=1

(Ne − ri(ej))

Example. Table 5.3 shows the ranking points for each program block in Fig-

ure 5.1 given by Ochiai, Klosgen, and Piatetsky Shapiro. The set of new scores for

Blocks 1 to 5 based on the summation of their ranking points is {4, 3, 4, 4, 7}.
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Block Ranks Ranking Points
Block 1 {4, 4, 3} {1, 1, 2}
Block 2 {5, 5, 2} {0, 0, 3}
Block 3 {3, 3, 5} {2, 2, 0}
Block 4 {3, 3, 5} {2, 2, 0}
Block 5 {3, 3, 2} {2, 2, 3}

Table 5.3: Example of Ranks And Ranking Points Given By Ochiai, Klosgen, and
Piatetsky Shapiro

5.4 Empirical Evaluation

In this section, we present the subject programs used in our evaluation, our evalua-

tion metrics, and our experiment results. We also discuss some threats to validity.

5.4.1 Dataset

We evaluate the effectiveness of data fusion methods presented in Section 5.3.4 to

localize faults in 230 buggy programs. Each buggy program contains a single bug

that could span across multiple program elements. Table 5.4 briefly describes our

subject programs.

In this work, we evaluate eight subject programs written in C: one real program,

namely space, from the Software-artifact Infrastructure Repository (SIR) [125]

and the seven Siemens programs [58, 125], namely print tokens, print tokens2, re-

place, schedule, schedule2, tcas, and tot info. Each of the eight programs has a

number of buggy versions. We manually instrument these buggy programs at block

level. After excluding buggy versions that could not be reached by our instrumen-

tation, e.g., bugs in global variable declarations, we evaluate 154 buggy versions.

We also analyze two real Java programs from the SIR [125] namely:

NanoXML [122] and XML-Security [122]. In this work, we analyze four versions

of NanoXML (i.e., NanoXML v1, NanoXML v2, NanoXML v3, and NanoXML

v5) and three versions of XML-Security (i.e., XML-Security v1, XML-Security v2,

and XML-Security v3). Similarly, each of these programs has multiple buggy ver-
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sions and we instrument them at block level. After excluding buggy versions that

have no failed test case, we evaluate 46 buggy versions.

As previously shown in Table 2.1, the above subject programs have often been

used to evaluate many fault localization techniques. Despite their popularity, the

size of the above subject programs are relatively small. Most of the bugs in the

above subject programs are also synthetic rather than real. Thus, we create another

dataset consisting of 30 real bugs from three larger programs namely Rhino [33],

Lucene [2], and Ant [1]. Rhino bugs and test suite are obtained from the iBugs

repository which was created by Dallmeier and Zimmermann [33]. Lucene and Ant

bugs and test suite are obtained from their bug tracking and version control systems

following the procedure described by Dallmeier and Zimmermann [33]. In particu-

lar, we consider Lucene bugs that were reported for versions 2.0 to 3.1, and Ant bugs

that were reported for versions 1.5.1 to 1.9.2. Kawrykow and Robillard observed

that not all changes made to fix a bug are essential; many of them are cosmetic

changes or simple refactorings that do not change the behavior of a program [71].

Thus, to find the root cause of a real bug (i.e., the buggy program blocks), we need

to manually inspect the code that are changed to fix the bug. To help us in the

manual inspection, we only include Rhino, Lucene, and Ant bugs whose fixes only

change at most five lines of code. Among these bugs, we also only choose bugs that

have at least one faulty test case covering the faulty lines.

5.4.2 Evaluation Criteria

A fault localization technique (either using data fusion or not) generates a list of

most suspicious program elements for developers’ inspection. We evaluate the ef-

fectiveness of a fault localization technique in localizing faults based on the follow-

ing commonly used metrics:

1) Percentage of Code Inspected: For each bug, we measure the percentage of

program blocks that a developer needs to inspect to locate all the faulty program
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Dataset LOC Num. of Buggy Version Num. of Test Cases
print token 478 5 4,130
print token2 399 10 4,115
replace 512 31 5,542
schedule 292 9 2,650
schedule2 301 9 2,710
tcas 141 36 1,608
tot info 440 19 1,051
space 6,218 35 13,585
NanoXML v1 3,497 6 214
NanoXML v2 4,007 7 214
NanoXML v3 4,608 9 216
NanoXML v5 4,782 8 216
XML security v1 21,613 6 92
XML security v2 22,318 6 94
XML security v3 19,895 4 84
Rhino 49k 11 20-152
Lucene 88k 9 1,072-1,154
Ant 264k 10 1,024-1,555

Table 5.4: Dataset descriptions

elements. The percentage of program blocks that needs to be inspected depends on

the rank of the faulty program elements in the list. We report the average percentage

of code (i.e., program blocks) inspected over all the bugs.

2) Proportion of Bugs Localized: We compute the proportion of bugs that can

be localized when developers inspect up to a certain percentage of program blocks.

3) Absolute Amount of Code Inspected: As studied by Panin and Orso [106],

developers may only inspect a certain number of most suspicious program elements

recommended by an automatic debugging tool. Thus, we also compute the number

of bugs that can be localized when developers inspect up to E program blocks. In

this study, we set E to 10.

5.4.3 Experiment Results

We evaluate the effectiveness of various variants of our approach to localize faults.

We denote a variant of Fusion Localizer as zX,Y
Z where X specifies a score nor-

malization method (i.e., Zero-One or Reciprocal), Y specifies a technique selection

102



method (i.e., Overlap or Bias), and Z specifies a data fusion method such as Com-

bANZ, CorrA Top10%, CorrA Top50%, CorrB Top10%, CorrB Top50%, Comb-

SUM, CombMNZ, or Borda count.

Their effectiveness is compared with the effectiveness of the well-known

spectrum-based fault localization techniques, namely Tarantula [65] and Ochiai [4,

6]. We also compare with the theoretically best spectrum-based fault localization

techniques [143] namely Naish1, Naish2, Binary, Wong1, and Russel & Rao, as

well as the theoretically best genetic programming (GP) based fault localization

techniques namely GP02, GP03, GP13, and GP19 [144].

Percentage of Code Inspected

In terms of average percentage of code inspected to localize all bugs, twelve vari-

ants of Fusion Localizer perform better than the state-of-the-art fault localization

techniques. These variants fuse the techniques using CombANZ, CorrA Top10%,

CorrA Top50%, CorrB Top10%, CorrB Top50%, CombSUM, and CombMNZ by

first normalizing the scores using Zero-one normalization and selecting the tech-

niques using either the bias-based or overlap-based method. They could achieve

smaller average percentage of code inspected (i.e., 21.36% to 23.78%) as compared

to the best performing state-of-the-art fault localization technique (i.e., Naish2).

Among the state-of-the-art fault localization techniques, Naish2 achieves the small-

est average percentage of code to be inspected (i.e., 24.63%), followed by GP13

(i.e., 24.78%) and Ochiai (i.e., 25.29%). See Table 5.5 for the details of average

percentage of code inspected for the above variants of Fusion Localizer and the

state-of-the-art fault localization techniques.

To investigate whether the differences in the average percentage of code in-

spected between our twelve variants and the best performing state-of-the-art fault

localization techniques (i.e., Naish2, GP13, and Ochiai) are significant or not, we

perform a statistical significance test namely Wilcoxon signed rank test [139] at

5% significance level. This statistical test does not assume that the data should
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Technique Average Technique Average

zZero−One,OverlapCombANZ 21.36% Naish2 24.63%

zZero−One,BiasCombANZ 21.39% GP13 24.78%

zZero−One,BiasCombSUM 22.94% Ochiai 25.29%

zZero−One,OverlapCorrB Top50% 23.11% GP03 25.82%

zZero−One,OverlapCombSUM 23.15% Tarantula 26.77%

zZero−One,OverlapCorrB Top10% 23.23% GP19 31.60%

zZero−One,OverlapCombMNZ 23.31% Naish1 34.40%

zZero−One,BiasCorrB Top10% 23.33% GP02 39.48%

zZero−One,BiasCorrB Top50% 23.38% Russel&Rao 42.48%

zZero−One,OverlapCorrA Top10% 23.56% Binary 52.04%

zZero−One,BiasCombMNZ 23.78% Wong1 86.26%

zZero−One,BiasCorrA Top10% 23.78%

Table 5.5: Average Percentage of Code Inspected to Localize All Bugs.

follow normal distribution. Based on the significance tests, zZero−One,Bias
CombANZ and

zZero−One,Overlap
CombANZ significantly outperform Naish2 with p-values equal to 0.0135

and 0.02284, respectively. They also significantly outperform GP13 and Ochiai

with p-values less than 0.05. The other ten variants could only significantly out-

perform Ochiai with p-values less than 0.05. Table 5.6 lists the p-values when we

compare each of the best performing Fusion Localizer variants with each of the best

performing state-of-the-art fault localization techniques using Wilcoxon signed rank

test.

Furthermore, we plot the improvements of the best performing variant of Fu-

sion Localizer, namely zZero−One,Bias
CombANZ over the three best performing state-of-the-

art fault localization techniques namely Naish2, GP13, and Ochiai for each of the

buggy versions in Figures 5.2, 5.3, and 5.4 respectively. We plot the improvements

made by zZero−One,Bias
CombANZ because it achieves the most significant improvement over

Naish2 (i.e., the lowest p-value over Naish2). The improvement is based on the

difference in percentage of code inspected. The graphs only show the buggy ver-

sions where the improvements are either positive (our technique performs better)

or negative (our technique performs worse). There are 87 buggy versions in which
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Fusion Localizer Variant p-value

over Ochiai

p-value

over GP13

p-value

over Naish2

zZero−One,OverlapCombANZ 1.70e-07 0.0182 0.0228

zZero−One,BiasCombANZ 3.12e-05 0.0104 0.0135

zZero−One,BiasCombSUM 4.30e-06 0.2464 0.2736

zZero−One,OverlapCorrB Top50% 1.54e-06 0.2966 0.2985

zZero−One,OverlapCombSUM 1.75e-06 0.5985 0.6189

zZero−One,OverlapCorrB Top10% 1.21e-05 0.5495 0.5642

zZero−One,OverlapCombMNZ 1.24e-05 0.6354 0.7402

zZero−One,BiasCorrB Top10% 4.09e-06 0.2047 0.2464

zZero−One,BiasCorrB Top50% 2.90e-06 0.2981 0.2948

zZero−One,OverlapCorrA Top10% 1.00e-05 0.4842 0.5231

zZero−One,BiasCombMNZ 0.0032 0.7860 0.8588

zZero−One,BiasCorrA Top10% 1.74e-05 0.3065 0.3065

Table 5.6: Statistical Significance Test Results

zZero−One,Bias
CombANZ improves Naish2 and GP13. As compared to Ochiai, it has better

performance for 91 buggy versions. In addition, there are 66, 65, and 88 buggy

versions in which zZero−One,Bias
CombANZ performs the same as Naish2, GP13, and Ochiai

respectively. Based on the figures, our best variant outperforms the three best per-

forming state-of-the-art fault localization techniques for most of the buggy versions.

Figure 5.2: Improvement of zZero−One,Bias
CombANZ over Naish2 in Terms of Percentage of

Code Inspected
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Figure 5.3: Improvement of zZero−One,Bias
CombANZ over GP13 in Terms of Percentage of

Code Inspected

Figure 5.4: Improvement of zZero−One,Bias
CombANZ over Ochiai in Terms of Percentage of

Code Inspected
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Technique %Bug Technique %Bug

zZero−One,OverlapCombANZ 46.96% zZero−One,BiasCombMNZ 38.70%

zZero−One,BiasCombANZ 46.52% GP03 38.70%

zZero−One,BiasCombSUM 43.48% GP02 37.83%

zZero−One,OverlapCombSUM 43.48% Tarantula 37.39%

zZero−One,BiasCorrB Top10% 43.48% Naish2 36.96%

zZero−One,OverlapCorrB Top10% 43.48% GP13 36.96%

zZero−One,OverlapCorrA Top10% 43.48% Naish1 36.09%

zZero−One,BiasCorrA Top10% 43.04% GP19 29.13%

zZero−One,BiasCorrB Top50% 43.04% Russel&Rao 5.65%

zZero−One,OverlapCorrB Top50% 42.61% Binary 4.78%

Ochiai 42.17% Wong1 3.04%

zZero−One,OverlapCombMNZ 41.30%

Table 5.7: Proportion of Bug Localized When Only 10% of Blocks are Inspected.

Proportion of Bugs Localized

We also evaluate the number of buggy versions in which the faulty program el-

ements could be found when developers inspect a certain percentage of program

elements (i.e., program blocks). Table 5.7 shows the proportion of bug localized

when developers only inspect the top 10% of the most suspicious program elements

produced by the state-of-the-art fault localization techniques and our twelve vari-

ants that have better average percentage of code inspected than the best performing

state-of-the-art fault localization techniques.

When 10% of the most suspicious program elements are inspected,

zZero−One,Overlap
CombANZ and zZero−One,Bias

correlation−based can localize more bugs as compared to the

other variants of Fusion Localizer and the state-of-the-art fault localization tech-

niques. They can localize 46.96% and 46.52% of the bugs, while the best perform-

ing state-of-the-art fault localization technique (i.e., Ochiai) can localize 42.17% of

the bugs. Naish2 and GP13 can localize only 36.96% of the bugs. Thus, these two

best variants could improve the best performing state-of-the-art fault localization

techniques by 11.26% to 26.95%.

In addition, there are eight other variants of Fusion Localizer which can localize
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Figure 5.5: Comparing zZero−One,Bias
CombANZ , zZero−One,Overlap

CombANZ with Naish2, GP13, and
Ochiai

more bugs than the best performing state-of-the-art fault localization technique (i.e.,

Ochiai) when 10% of program elements are inspected. They can localize 42.17% to

43.48% of the bugs. Thus, our best variants can improve number of bugs that can

be localized when developers only inspect a small percentage of code.

Furthermore, we plot the proportion of bug localized using our two best variants

(i.e., zZero−One,Overlap
CombANZ and zZero−One,Bias

CombANZ ), Naish2, GP13, Ochiai, and Tarantula

when different percentage of program elements are inspected, as shown in Fig-

ures 5.5. Based on the figure, our two best variants can localize more bugs when

different percentages of program elements are inspected as compared to the best

performing state-of-the-art fault localization techniques.

Absolute Amount of Code Inspected

We also investigate the number of bugs that can be localized when only a small num-

ber of program elements (i.e., 10 basic blocks) are inspected. Table 5.8 shows that

our twelve variants can localize more bugs than the state-of-the-art fault localization

techniques. They can localize 78 to 91 bugs, while the best performing state-of-the-

art fault localization technique (i.e., Ochiai) can only localize 74 bugs. Amongst

our variants, zZero−One,Bias
CombANZ can localize the largest number of bugs as compared to
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Technique Hit@10 Technique Hit@10

zZero−One,BiasCombANZ 91 Ochiai 74

zZero−One,OverlapCombANZ 87 Naish1 73

zZero−One,OverlapCombSUM 87 Naish2 73

zZero−One,BiasCorrA Top10% 86 GP13 72

zZero−One,OverlapCorrA Top10% 86 GP03 71

zZero−One,BiasCorrB Top10% 85 GP02 64

zZero−One,OverlapCorrB Top10% 85 Tarantula 56

zZero−One,BiasCorrB Top50% 85 GP19 51

zZero−One,OverlapCorrB Top50% 84 Russel&Rao 3

zZero−One,BiasCombSUM 84 Binary 3

zZero−One,OverlapCombMNZ 84 Wong1 0

zZero−One,BiasCombMNZ 78

Table 5.8: Number of Bugs Localized When Only Up To 10 Most Suspicious Pro-
gram Elements Are Inspected (i.e., Hit@10)

the other techniques. Its relative improvement over Ochiai, Naish2, and GP13 are

23%, 25%, and 26% respectively. These results also show that our best variants can

substantially improve the number of bug localized when developers only inspect a

small number of program elements.

5.4.4 Discussion

In this section, we first discuss the effect of score normalization on the performance

of Fusion Localizer. We then describe the effect of technique selection on the per-

formance of Fusion Localizer. Next, we describe the effect of varying the number

of techniques to be fused together. At the end of this section, we describe some

threats to validity.

Effect of Score Normalization. To investigate the effect of the score normalization

step, we disable this step and evaluate the effectiveness of the resultant solution. We

find that without score normalization, the performance of the best performing vari-

ant of Fusion Localizer is not as good as the best performing variant that normalizes

the scores.
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Without normalization, the average percentage of program block inspected to

localize all bugs achieved by the best variant is 30.28% which is larger than the

result of the best variant that normalizes the scores (i.e., 21.36%). When developers

only inspect up to 10% of program blocks, the best variant that does not normalize

the scores can only localize 30% of the bugs which is smaller than the percentage

of bugs that are successfully localized by the best variant that normalizes the scores

(i.e., 46.96%). Also, when inspecting up to 10 program blocks, the number of bugs

localized by the best variant that does not normalize the scores is not even half of

those achieved by the best variant that normalizes the scores (38 bugs vs. 91 bugs).

Therefore, normalization is an important step to improve the performance of Fusion

Localizer.

Effect of Technique Selection. To investigate the effect of the technique selection

step, we disable this step and evaluate the effectiveness of the resultant solution.

When we fuse all 42 fault localization techniques, the performance of the best vari-

ant is worse than the best variant that employs technique selection. When the tech-

nique selection step is disabled, on average, the best variant can localize all bugs

when 22.27% of code are inspected, which is not as good as the result achieved by

the best variant that employs technique selection (i.e., 21.36%). When developers

only inspect up to 10% of program blocks, the best variant that does not use tech-

nique selection localizes a smaller percentage of bugs than the percentage localized

by the best variant that uses technique selection (i.e., 46.52% vs. 46.96%). Simi-

larly, when developers only inspect up to 10 program blocks, the best variant that

does not use technique selection localizes a smaller number of bugs than the num-

ber localized by the best variant that employs technique selection (i.e., 87 vs. 91).

Therefore, applying technique selection can improve the performance of Fusion

Localizer.

Effect of Number of Techniques to be Fused. To evaluate the effect of the number

of techniques to be fused by our Fusion Localizer, we use one of our best variants
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(i.e., zZero−One,Bias
CombANZ ) and set the number of techniques to be selected to top 25%,

top 50%, top 75%, and all of the techniques. Let us refer to the 4 sub-variants of

zZero−One,Bias
CombANZ as V25, V50, V75, and V100. By default Fusion Localizer selects

top 50% of the techniques. We find that the average percentage of code inspected

to locate all bugs are 27.13%, 21.36%, 21.88%, and 22.27% for V25, V50, V75,

and V100 respectively. When developers only inspect the top 10% of the code,

the percentage of bugs localized by V25, V50, V75, and V100 are 30%, 46.96%,

46.52%, and 46.52% respectively. When developers only inspect the top 10 program

blocks, the number of bugs localized by V25, V50, V75, and V100 are 57, 91, 87,

and 87 respectively. The results show that selecting the top 50% of the techniques

(the default option) is the best setting.

Threats to Validity. Threats to internal validity relates to errors in our experiments.

We have checked our implementation but there could be bugs that we do not notice.

Threats to external validity relates to the generalizability of our findings. We have

analyzed 230 bugs from 13 programs written in C and Java. The programs vary

from small to large programs. The bugs vary from synthetic to real bugs. In the

future, we plan to reduce this threat to external validity further by investigating

more bugs from more systems written in various programming languages. Threats

to construct validity relates to the suitability of our evaluation metrics. We have

used common metrics used to analyze past fault localization studies [4, 6, 31, 65,

66, 137]. We have also used another metric (i.e., Hit@10) to address the concern

raised by Parnin and Orso [106]. Hit@10 only considers the performance of a fault

localization tool when a small number of program elements (in our case: program

blocks) are inspected. The measure was previously used by information retrieval

(IR) based bug localization studies that find buggy program files given a textual bug

report [115, 120, 136, 154].
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5.5 Conclusion

In this chapter, we propose an approach named Fusion Localizer to fuse a number

of spectrum-based fault localization techniques. Our propose approach consists of

three steps: score normalization, technique selection, and data fusion. We investi-

gate two score normalization methods, two technique selection methods, and five

data fusion methods resulting in twenty variants of Fusion Localizer. Fusion Lo-

calizer does not require any training data, i.e., execution traces of past relevant pro-

gram failures, to select the set of techniques to be fused. This allows our approach

to be used for new programs or programs where program spectra of past relevant

bugs are unavailable. Furthermore, our approach is bug specific in which the set of

techniques to be fused is adaptively selected for each buggy program based on its

spectra.

We evaluate our approach using a common benchmark dataset and a dataset

that contains real bugs from three medium to large programs. Our evaluation

shows that the best performing variants of Fusion Localizer (i.e., zZero−One,Bias
CombANZ

and zZero−One,Overlap
CombANZ ) statistically significantly outperform the state-of-the-art

spectrum-based fault localization techniques (i.e., Ochiai, theoretically best

spectrum-based fault localization techniques, and theoretically best genetic pro-

gramming (GP) based fault localization techniques). Our best variants require

smaller average percentage of code inspected to locate faulty elements as compared

to the best performing state-of-the-art fault localization techniques (i.e., 21% vs.

24%). When developers only inspect 10% of the most suspicious program ele-

ments, these best variants could improve the best performing state-of-the-art fault

localization techniques (i.e., Ochiai, Naish2, and GP13) by 11% to 26%. Further-

more when developers only inspect the top 10 most suspicious program blocks,

these best variants could improve the best performing state-of-the-art fault local-

ization techniques by 23% to 26%. In addition, there are many other variants of

Fusion Localizer that can outperform the state-of-the-art fault localization tech-
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niques (albeit not statistically significantly). These variants use CorrA Top10%,

CorrB Top10%, CorrB Top50%, CombSUM, and CombMNZ to fuse the selected

techniques, by first normalizing the scores using Zero-One normalization and by

selecting the techniques using the bias-based or overlap-based selection methods.
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Chapter 6

Active Refinement of Clone Anomaly

Reports

In this chapter, we propose an approach that complements spectrum-based fault lo-

calization for cases in which test cases or program spectra are not available to be

analyzed to locate faults in programs. In the absence of program spectra, clone-

based anomaly detection techniques can find real bugs on large systems, neverthe-

less these techniques often have a high false positive rate. In order to reduce the false

positive rate of such techniques, we propose an active learning method to re-rank

anomaly reports produced by a clone-based anomaly detection technique so that the

anomaly reports that contain faults would appear in the top positions for developers’

inspection.

We organize this chapter as follows. Section 6.1 presents the motivation and

main contribution of this chapter. In Section 6.2, we review the concept of clone-

based anomaly detection. In Section 6.3, we describe our overall active refinement

framework which iteratively invokes a refinement engine. We elaborate this engine

in Section 6.4. Our evaluation metric is described in Section 6.5. In Section 6.6, we

describe our evaluation results on three large software systems. We conclude and

mention potential future work in Section 6.7.
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6.1 Code Clones for Bug Detection

Code clones, or pieces of similar code, commonly occur in large software sys-

tems [19, 86] for various reasons, which range from improper code reuse via the

prevalent copy-and-paste practice, to the introduction of redundant code to improve

runtime efficiency and/or reliability of systems. Code clones have attracted much

research interest resulting in various studies on detecting code clones [17,19,62,69],

tracking and managing code clones [36,57,101], and examining the harmfulness or

usefulness of code clones [68, 70, 72].

One important use of code clones is their applicability in detecting bugs [43,53,

64, 68, 78, 81]. These clone-based anomaly detection tools look for inconsistencies

among code clones in every clone group (i.e., a group of code fragments similar

to each other) and report them as anomalies (i.e., potential bugs). For example,

Li et al. [81] look for different identifier names among clones and check whether

all names are changed consistently; Jiang et al. [64] look at syntactic structures of

the code surrounding every clone, in addition to the identifier names in clones, and

report differences as anomalies. These tools have found a number of true positives

of diverse characteristics from large systems, such as the Linux kernel and Eclipse.

Figure 6.2 shows a true positive from the Linux kernel: there is a missing null-check

on the tmp variable in the code fragment 2. Such a detection is possible because

most parts of the two code fragments (after the if condition) are detected as clones,

and the code surrounding the clones (which are the variable declaration and the if

condition) shows some structural differences (no if in code fragment 2).

However, the set of reported anomalies can be huge, containing hundreds or

even thousands of reports. Among these anomalies, only a small proportion are true

positives; others are benign variations among clones in a clone group, which are

intended changes rather than mistakes. Verifying whether these anomalies are true

or not can be painstaking and time-consuming. Developers tend to give up if many

of the first set of anomaly reports that they check are false positives. For example,
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Case 1: Without refinement
Jack is presented with 500 bug reports.He investigates the first 100, and can
find five true positives. If the bugs are mission critical, it’s worth the effort.

Case 2: With refinement
Jack is presented with 500 bug reports. As he navigates through the bug
reports and labels each of them as true bugs or false positives, the system
automatically reorders the remaining unlabeled bug reports. He can now
find ten true positives after investigating 100 reports. Jack’s productivity in
finding bugs is doubled.

Table 6.1: Informal illustration: Refinement process

Jiang et al. [64] report that among more than 800 reports generated by their tool for

the Linux kernel, only 57 are true bugsor bad programming styles. Gabel et al. [43]

apply more advanced filtering techniques based on textual similarity and sequence

alignment on inconsistent clones detected from a large commercial code base. They

report that among 500 manually checked anomaly reports (out of 8103 in total), 149

may be true bugs and 109 may be code smells, while for the rest they are unsure.

Hence, reducing the manual effort in locating true positives in clone-based anomaly

reports is an important task for the wide adoption of such tools.

In this chapter, we propose an active-learning and user-feedback directed ap-

proach to help alleviate the problem of false positives. The task is challenging as

there are only a few true positives embedded in a mass of false positives. Our idea

is to actively, iteratively incorporate user feedback to refine anomaly reports. Users

are presented anomaly reports one by one; when a user labels a report as a false

positive or true positive, our system actively updates the remaining set of anomaly

reports. In so doing, we aim to make true positives appear earlier in the list of

all anomaly reports according to this information. Thus, we provide a feedback

loop between bug detection tools and developers, and help to improve the quality of

anomaly reports and reduce the effort of manual investigation. Table 6.1 presents

two scenarios for an informal illustration.

Now we describe how this active refinement of anomaly reports could be per-

formed. Conceptually, we divide the space of possible clone groups into four quad-
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Rigid

Flexible

Inconsistent Consistent

True Positive

Figure 6.1: Clone group’s four quadrants

rants as shown in Figure 6.1. The columns separate clone groups that have inconsis-

tencies from those that do not; the rows separate clone groups that allow variations

(i.e., flexible) from those that do not (i.e., rigid). A rigid clone group is a set of

clones where variations among clones are harmful; a flexible clone group is a set of

clones where variations are benign.1 Current clone-based anomaly detection tools

would separate clone groups in the two quadrants on the left from those in the two

quadrants on the right. However, clone groups in the bottom left quadrant would

be all false positives since the inconsistent changes in those clones are allowed or

intentional and should not be reported as anomalies. The goal of our approach is to

learn a discriminative model to provide the likelihood of a clone group belonging to

the top left quadrant (i.e., rigid but inconsistent) versus belonging to the bottom left

quadrant (i.e., flexible and inconsistent). Then, this model can be used to re-sort the

list of anomaly reports and make true positives appear earlier.

We observe that false positives could be similar to one another in certain ways.

For example, consider the code snippets in Figure 6.3 containing two clone groups

with two clones each. All of code snippets involve the same number of if state-

ments, || operators, function calls, and assignments, but they are quite different

from the true positive shown in Figure 6.2. Thus, the intuition of our approach

is that false positives may have similar characteristics among themselves, but they

have different characteristics from true positives, and the differences between false

and true positives could be leveraged to build a discriminative model.

In order to characterize the similarities and differences among clones, we con-

1Both notions allow gapped clones, and are orthogonal to the concept of gapped clones.

117



vert each clone group into a set of features. These features are built from the var-

ious syntactical patterns in the clones of each group. A discriminative model is

a composition of features that collectively captures the differences between false

and true positives. Often such models are built from a fixed static training dataset,

e.g., [22, 79]. However, in our bug refinement process, the training dataset is incre-

mentally updated as a new anomaly report is inspected and marked by a developer

as either a false or true positive, and we would like to build our discriminative model

based on such a dynamic training dataset.

We propose a framework consisting of a refinement engine that leverages user

feedbacks and is iteratively invoked. Developers need to take action on anomaly

reports, to either get bugs fixed or discard them. Our feedback is from such actions

and no extra effort is needed. The refinement engine is composed of a feature ex-

tractor, a pre-processor, and a classifier, arranged in a pipeline. It takes in the given

feedback, to build and refine the discriminative models. The resultant discrimina-

tive model in each iteration is used to refine the remaining uninvestigated anomaly

reports.

We evaluate our framework on three sets of clone anomaly reports for three

large programs: the Linux kernel (C), Eclipse, and ArgoUML (Java) [64] extracted

by a clone-based anomaly detection tool. Our evaluation shows that compared to

the original ordering of bug reports, we can improve the average percentage of true

positives found, an evaluation metric adopted from the test case prioritization com-

munity [37], by 11%, 87%, and 86% for the Linux kernel, Eclipse, and ArgoUML

respectively. We further discuss these improvements in Section 6.6.

The main contributions of this work are as follows:
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1. We present the topic of refining clone anomaly reports.

2. We propose an active learning approach to incrementally refine anomaly

reports with user feedback.

3. We present an engine that learns discriminative models that can assign the

likelihood of each anomaly report being a false positive.

4. We evaluate our proposed approach on three large systems—the Linux Ker-

nel, Eclipse, and ArgoUML—with promising results.

6.2 Clone-Based Anomaly Detection

Clone-based bug detection techniques [64, 81] are based on code clone detection

and the concept of contextual consistency. The intuition behind the technique is that

code clones should be inherently similar to each other, and inconsistent changes to

the clones themselves or their surrounding code (which are called contexts) may

indicate unintentional changes, bad programming styles, and bugs [64].

We summarize the technique as follows:

1. It uses a code clone detection tool, DECKARD [62], to detect code clones in

programs. The output of this step is a set of clone groups, where each clone

group is a set of code pieces that are syntactically similar to each other (a.k.a.

clones);

2. Then, it locates the locations of every clone in the source code and generates

parse (sub)trees for them;

3. Next, it detects inconsistencies among the parse trees of the clones and their

contexts, e.g., whether the clones contain different numbers of unique iden-

tifiers, and how the language constructs of the contexts are different. The

inconsistencies are heuristically ranked based on their potential relationship

with bugs. Inconsistent clones unlike to be buggy are also filtered out.

4. Finally, it outputs a list of anomaly reports, each of which indicates the loca-

tion of a potential bug in the source code, for developers to inspect.
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It has been reported that this technique has a high false positive rate, even though

it can find true bugs of diverse characteristics that are difficult to detect by other

techniques. For example, among more than 800 reported bugs for the Linux Kernel,

only 40 are true bugs and another 17 are bad programming style; among more than

400 reported bugs for the Eclipse, only 21 are true bugs and 17 are issues with bad

programming style [64].

6.3 Overall Refinement Framework

To alleviate a high false positive rate of anomaly reports produced by clone-based

anomaly detection tools, we propose an active learning approach that can dynam-

ically and continually refine anomaly reports based on user feedback; each item of

feedback is immediately incorporated by our approach into the ordering of anomaly

reports to move newly possible true positive reports up in the list while moving

likely false positives towards the end of the list.

Our proposed approach is shown in Figure 6.4. It is composed of five parts

corresponding to the boxes in the figure.2 We refer to them as Blocks 1 to 5 (counter-

clockwise from left to right).

Anomaly Detection 
System

Refinement 
Engine

<<Refinement Loop>>

1

5

User
Feedback

4

Sorted 
Bug Reports 2

First Few Bug 
Reports 3

Figure 6.4: Active refinement process

2A square, a trapeze, and a parallelogram represent a process, a manual operation, and data
respectively.
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Block 1 represents a typical batch-mode clone-based anomaly detection system.

Given a program, the system identifies parts of the program that are different from

the norm, where the norm corresponds to the common characteristics in a clone

group. Then, the set of anomalies or bugs (i.e., Block 2) is presented for manual

user inspection.

We extend such a clone-based anomaly detection system by incorporating in-

cremental user feedback through the feedback and refinement loop starting at Block

2 followed by Blocks 3, 4, and 5, and back to Block 2. At Blocks 3 and 4, a user

is presented with a few bug reports and is asked to provide feedbacks on whether

the reports are false or true positives. This feedback is then fed into our refinement

engine (i.e., Block 5) to update the original or intermediate lists of bug reports.

With user feedback, the refinement engine analyzes the characteristics of both

false positives and true positives labeled by users and hypothesizes about other false

positives and true positives in the list based on various classification and machine

learning techniques. The resulting hypotheses are then used to rearrange the re-

maining bug reports. It is possible that a true positive, that is originally ranked

low, is moved up in the list; a false positive, that is originally ranked high, may be

“downgraded” or pushed down in the list.

The active refinement process repeats and users are asked for more feedbacks.

With more iterations, more feedback is received, and a better hypothesis can be

made for the remaining unlabeled reports.

The ultimate goal of our refinement process is to produce a better ordering of

bug reports so that true positive reports are listed ahead of false positives, which we

refer to as the bug report ordering problem. With a better ordering, true positives can

be identified earlier without the need to investigate the entire report list. With fewer

false positives appearing early in the list, a developer can be encouraged to continue

investigating the rest of the reports and can find more bugs in a fixed period of time.

If all (or most) of the true positives appear early, a developer may stop analyzing

the anomaly reports once he or she finds many false positives.
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6.4 Refinement Engine

Input: Bug Report List

Feature Extraction From Source Code

Classification

Pre-Processing

Feature
Selection

Balancing

Reordered Input

Discriminative Model

2

3

4

1

5

6

Figure 6.5: Refinement engine

This section further elaborates our refinement engine. Our refinement engine

takes in a list of anomaly reports and refines it by reordering. Each anomaly report

is a set of code clones (i.e., a clone group) which contain inconsistencies among the

clones. Given a list of anomaly reports, ordered either arbitrarily or with some ad-

hoc criteria, and user-provided labels (i.e., true positives or false positives) for some

of the reports, our refinement process reorders unlabeled anomaly reports based on

the predicted likelihood of each of them being true positives. Figure 6.5 shows

our refinement engine that is composed of three main blocks: feature extraction,

pre-processing (including feature selection and data balancing), and classification.

The feature extraction aims to transform each clone group into a set of features;

each feature is a quantitative value that represents a certain property of the code. We

refer this set of features to as a data point. In our case, we apply feature extraction

to each inconsistent clone group reported by the clone anomaly detection tool and

collect a set of data points (a.k.a. a dataset) for all clone groups in the reported list.
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This feature set is then fed to the preprocessor, which analyzes the data points,

and may remove some features or data points from the dataset. Its goal is to smooth

over data “noise” as much as possible before classification.

The classifier then takes a preprocessed dataset to train a classification model

that can discriminate features belonging to one class from the other. In our setting,

the two classes are false positives and true positives. We use class labels (False

and True) to indicate whether a clone group is a false or true positive. This trained

model in turn is used to predict the class labels of the reported clone groups that

have received no user feedback. We also design our classification engine to provide

the degree of likelihood for a clone group to be in each of the two classes, which is

used as a key to sort unlabeled clone groups.

6.4.1 Feature Extraction

Our feature extraction component analyzes parse trees which are commonly used to

represent programs written in various languages. As a benefit, it is easier to adopt

our refinement engine to code written in different programming languages.

A parse tree node is labeled with information to represent various program con-

structs e.g., for, switch, etc. Each clone is reported as a sub-tree rooted in a par-

ticular node in a parse tree. The feature extraction constructs parse trees for every

reported inconsistent clone group and traverses the trees to collect features. More

specifically, it performs the following two steps:

1) Tree Construction: For each clone in the anomaly reports, we invoke a parser

on the source file containing the clone to construct a parse tree for the file; each

node in the tree contains a label indicating its type (e.g., for, if, assignment,

etc.). Then, we locate the root node of the subtree that corresponds to the clone.

We refer to this subtree as a clone tree. We also locate the scope of the clone which

is the first ancestor node of this subtree in the source file and refer to the subtree

rooted at this ancestor node as a clone ancestor tree.
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Clone ancestor trees correspond to more code than clone trees. They may con-

tain more useful information that helps in deciding whether an anomaly report is

false or true positive. Thus, we extract features from clone ancestor trees.

2) Representing Clone Ancestor Trees as Features: We define five sets of

features that could be extracted from a clone ancestor tree, namely: basic, pair,

proportional-basic, proportional-pair, and rich. Consider a clone group CG con-

taining a set of clones corresponding to a set of clone ancestor trees, the five sets of

features are defined in Definitions 6.4.1, 6.4.2, 6.4.3, 6.4.4, and 6.4.5. Rich features

belong to the most comprehensive feature set that is a superset of the other four

feature sets. Our engine would convert the clone ancestor trees into rich features.

Code clone 1:
...
decode_sattr3(p, &args->attrs)
...

Code clone 2:
...
decode_filename(p, &args->tname, &args->tlen)
...

Type Count

Call 2

Name 2

Expr-list 2

Expr 2

Basic

Type Count

Call / Name 2

Call / Expr-
list

2

Expr-list / 
Expr

2

Pair

Type Proportion

Call / Name 100%

Call / Expr-list 100%

Expr-list / Expr 100%

Prop-Pair

Type Proportion

Call 100%

Name 100%

Expr-list 100%

Expr 100%

Prop-Basic

Type Value

Num 2

Avg 5.5

Other

Call

Name
Expr-

list

Expr Expr

Call

Name
Expr-

list

Expr ExprExpr

Rich

Clone Group

Figure 6.6: Feature extraction

Definition 6.4.1 (Basic Features) The basic feature set (Basic) of a clone group

CG is the set of type-count pairs in which each pair contains a node type and the

number of parse trees in CG having that particular type. For example, considering

the trees in Figure 6.6, the basic feature set contains the following pairs: 〈Call, 2〉,

〈Name, 2〉, 〈Expr-list, 2〉, and 〈Expr, 2〉. Mathematically, Basic(CG) =
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∣∣∣∣∣∣∣
(t, |CS|), where

CS = {c ∈ CG | c has a node of type t} ∧ |CS| > 0

∣∣∣∣∣∣∣

Definition 6.4.2 (Pair Features) The pair feature set (Pair) of a clone group CG

is the set of type-count pairs in which each pair contains a pair of node types and

the number of parse trees in CG having that particular pair. For example, con-

sidering the trees in Figure 6.6, the pair feature set contains the following pairs:

〈Call/Name, 2〉, 〈Call/Expr-list, 2〉, and 〈Expr-list/Expr, 2〉. Mathematically,

Pair(CG) =

∣∣∣∣∣∣∣∣∣∣
((t1, t2), |CS|), where

CS = {c ∈ CG | ∃n1,n2∈c.n1 & n2 are connected ∧

n1 is of type t1 ∧ n2 is of type t2} ∧ |CS| > 0

∣∣∣∣∣∣∣∣∣∣

Definition 6.4.3 (Proportional Features—Basic)

The proportional-basic feature set (Prop-Basic) of a clone group CG is the set

of type-count pairs in which each pair contains a node type and the propor-

tion of parse trees in CG having that particular type. For example, considering

the trees in Figure 6.6, the Prop-Basic feature set contains the following pairs:

〈Call, 100%〉, 〈Name, 100%〉, 〈Expr-list, 100%〉, and 〈Expr, 100%〉. Mathemat-

ically, PrBasic(CG) =

∣∣∣∣∣∣∣
(t, |CS||CG|), where

CS = {c ∈ CG | c has a node of type t} ∧ |CS| > 0

∣∣∣∣∣∣∣
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Definition 6.4.4 (Proportional Features—Pair)

The proportional-pair feature set (Prop-Pair) of a clone group CG is the set of

type-count pairs in which each pair contains a pair of node types and the pro-

portion of parse trees of CG having that particular pair. For example, consider-

ing the trees in Figure 6.6, the Prop-Pair feature set contains the following pairs:

〈Call/Name, 100%〉, 〈Call/Expr-list, 100%〉, and 〈Expr-List/Expr, 100%〉.

Mathematically, PrPair(CG) =

∣∣∣∣∣∣∣∣∣∣
((t1, t2), |CS||CG|), where

CS = {c ∈ CG |∃n1,n2∈c.n1 & n2 are connected ∧

n1 is of type t1 ∧ n2 is of type t2} ∧ |CS| > 0

∣∣∣∣∣∣∣∣∣∣

Definition 6.4.5 (Rich Features) The rich feature set (Rich) of a clone group CG is

the union of the Basic, Pair, Prop-Basic, Prop-Pair feature sets, plus two additional

features: the number of clones in CG (Num), and the average size of the clones

in CG (Avg). For example, considering the trees in Figure 6.6, the Rich feature

set is the union of other features sets plus two additional features: 〈Num, 2〉, and

〈Avg, 5.5〉. Mathematically, Rich(CG) =

Basic(CG) ∪ Pair(CG) ∪ PrBasic(CG) ∪

PrPair(CG) ∪ {(Num, |CG|), (Avg, Σc∈CG.|c|
|CG| )}

6.4.2 Preprocessing

We consider two pre-processing options: feature selection and dataset re-balancing.

Feature selection is to reduce the number of features by removing unimportant ones.

Unimportant features are noise and are good to be removed. In addition, as our
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clone anomaly report typically contains many more false positives than true posi-

tives, the false positive reports are more likely to get selected as training data. Our

classifier uses this training data to learn to discriminate the true positives from the

false positives. In order to make the classifier work effectively, we need to reduce

the number of false positives in the training data so that it is the same as the number

of true positives. By doing so, we produce a discriminative model that is not biased

towards always labeling unknown reports as false positives. We refer this process to

as dataset re-balancing.

1) Feature Selection: Various approaches have been proposed to select impor-

tant features. Information gain has been widely used to evaluate the usefulness of a

feature, e.g., [112]. If we use c to denote the class labels (true positive [+ve class]

vs. false positive [−ve class]), and use f to represent a feature, then the information

gain of f is defined as in Eq.(6.1).

IG(c|f) = H(c)−H(c|f) (6.1)

where H(c) = −
∑

ci∈{±ve} P (ci) logP (ci) is the entropy and H(c|f) =

−
∑
P (f)

∑
ci∈{±ve} P (ci|f) logP (ci|f) is the conditional entropy given the fea-

ture f .

We select important features based on information gain as implemented in the

Weka toolkit [140] using its default configuration.

2) Dataset Re-balancing: In our dataset, we can group our data into two classes

i.e., data that corresponds to true positive reports and data that corresponds to false

positive reports. To re-balance the dataset, we reduce the number of data points

in the larger class (e.g., false positives). We retain all data points in the smaller

class (e.g., true positives). For each data point in the smaller class, we find the most

similar data points in the larger class and retain it. We use cosine similarity [50]

to measure the similarity between two feature sets corresponding to the two data

points. Other data points in the larger class are dropped. This is motivated by the

nearest neighbor approach by Renieris and Reiss that localizes bugs by comparing
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the nearest faulty and correct executions [116]. In their setting, they also have the

issue of unbalanced dataset: correct executions are much more common than faulty

ones.

6.4.3 Classification

The classification block takes preprocessed datasets and learns a discriminative

model that discriminates true positives from false ones. We refer to the true and

false positives as class labels. The purpose of a discriminative model is to take an

unlabeled datapoint (i.e., a datapoint or an anomaly report that is not known to be

a true positive or a false positive) and assign a class label to it. To produce a dis-

criminative model, the classifier learns from a given labeled training data points. In

our case, the training data points are the clone reports that have been investigated

by developers to be true positives or false positives.

In this work, we use a variant of nearest neighbor classification scheme, namely

nearest neighbor with non-nested generalization (NNGe) [90]. Nearest neighbor

classification has been proved successful for various tasks, e.g., [133]. Also, this

technique matches our intuition: an instance similar to known false positives is

likely to be a false positive. Our initial study showed that NNGe performs no worse

than other common classification approaches.

As the name suggests, nearest neighbor classification labels unknown data with

the same label as its nearest neighbor. The time needed to build a model would be

small as it only involves index building and distance calculation [96].

The nearest neighbor approach can not generalize or group several data points

together, which potentially reduces its accuracy in classification. Salzberg [121] ex-

tends the approach with generalization. Rather than loading all data points into

memory, the training phase constructs multi-dimensional rectangles (i.e., hyper-

rectangles) that generalize a few data points in a multi-dimensional space. This

approach has poor performance on some settings due to nested generalization (i.e.,
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hyper-rectangles are contained inside other hyper-rectangles or overlap with one an-

other) [138]. Martin [90] addresses this issue by proposing nearest neighbor with

non-nested generalization, called NNGewhich we use in this work. In particular, we

use the implementation available in Weka [140] with its default distance function.

In this work, we extend NNGe to output the likelihood for a data point dp to be-

long to each of the two classes (i.e., true positives (T) and false positives (F)). Let’s

refer to the set of exemplars as D, the set of exemplars that refers to true positive re-

ports is denoted asDT , and the set of exemplars that refers to false positive reports is

denoted as DF . Also, considering an exemplar d, let sim(dp, d) = 1− dist(dp, d),

where dist(dp, d) is the distance between dp and the exemplar d which ranges from

0 to 1. The relative similarity of a data point to true positive class as compared to

false positive class (i.e., RS(dp)) is represented by the normalized similarity of the

data point dp to all data points in DT as compared to all data points in DF . We

compute RS(dp) as follows.

RS(dp) =
|
∑

dT∈DT
sim(dp, dT )|
|DT |

−
|
∑

dF∈DF
sim(dp, dF )|
|DF |

Based on this relative similarity, we measure the likelihood that an anomaly re-

port is a true positive (i.e., LH(dp)) and re-sort the bug reports in descending order

of this likelihood. Bug reports with higher likelihood are more likely to be true

positives and would be listed first. This likelihood is computed as follows:

LH(dp) = 0.5 +
RS(dp)

2

6.4.4 Concrete Refinement Process

Algorithm 1 is the pseudo-code of our refinement process. The inputs are the list

of bug reports (BR) from a bug detection tool, the initial number of bug reports to

be labeled (k), and the feedback pool size (p). The process would be bootstrapped
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by manually labeling the first k bug reports which are used to train an initial model

(Lines 1–5). The classification model is then used to re-sort the unlabeled bug

reports (Line 6). The next top p reports are presented for user feedback (Lines 7–8).

We only repeat the refinement process after p new feedback are obtained. Then, the

feedback is incorporated by learning a new discriminative model and applying it to

the remaining unlabeled bug reports in the refinement loop (Lines 3–14). When the

false positive rate goes too high, it is likely that there are no more true positives

among the remaining uninvestigated bug reports. The user can choose to stop the

refinement process (Lines 10–11).

With accumulated user feedback (Lines 8 and 13), the refinement process can

incrementally improve the classification and ranking accuracy of the discriminative

models so that true positives can be ranked higher.

Algorithm 1 Clone report refinement process
Input: BR: Bug Reports

k: Initial set of bug reports to be labeled
p: Feedback pool size

Output: Re-ordered Bug Reports

1: Let BK = Select the first k bug reports
2: Label all bug reports in BK (manual)
3: Let FK = Features extracted from BK
4: Perform pre-processing on FK
5: Let M = Classification model created from FK
6: Refine BR using M
7: Let BP = Select the new top p unlabeled bug reports
8: Ask for user feedback on bug reports in BP
9: Let FPRate = Compute false positive rate
10: If FPRate is too high (based on user feedback)
11: Stop
12: Else
13: Set BK = BK ∪ BP
14: Goto 3
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6.5 Evaluation Criteria

In this section we define a suitable metric to measure the quality of the re-sorted

bug reports to evaluate the effectiveness of our active refinement process.

Our refinement process is effective if it could re-sort the reports such that all

reports corresponding to true positives are listed first. As an illustration, consider

a scenario where our refinement process starts with a set of k labeled bug reports

and there are m true positive reports among the remaining unlabeled reports. The

ideal situation happens when all m other true positives are listed in the (k + 1)th to

(k +m)th positions after the refinement process. The worst case happens when the

true positives are listed as the last m reports after refinement.

To measure the quality of the refinement process, we adapt a measure proposed

in test case prioritization area—average percentage faults detected (APFD) [37].

There are a number of similarities between test case prioritization and our problem.

In test case prioritization, test cases need to be sorted (i.e., prioritized) in the order

of their likelihood to reveal program failures. Also, there is a need to measure and

compare the quality of different test case orderings.

In [37], a graph capturing the cumulative proportion of faults captured as more

test cases are run is plotted. APFD, defined as the area under this curve, measures

the rate of fault detection. In our work, we use the same concept and plot a graph

capturing the cumulative proportion of true positives found as more anomaly reports

are inspected by users. We refer to this graph as the cumulative true positives curve.

In the cumulative true positives curve, a larger area under the curve indicates that

more true positives are found by developers early, which means that the refinement

process effectively re-sorts the anomaly reports. Consider the sample graphs in

Figure 6.7 and assume that there are five true positives among 10 reports. Each

of the five increments in each of the two cumulative curves corresponds to when

each of the five true positives is found. The left curve shows the cumulative of true

positives that can be found using the original list. Using this list, the true positives
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are found at positions 1, 2, 3, 7, and 8, hence the developers can find the five true

positives by inspecting the first eight reports. The right curve shows the cumulative

of true positives that can be found using the refined list produced by the refinement

process. Using this list, the developers can find all five true positives by inspecting

only the first five reports i.e., the true positives are found at positions 1, 2, 3, 4, and 5.

Therefore, by performing the same number of inspections (which may correspond

to the time budget of a developer in real-world situations), the developer could find

more true positives using the refined report list than using the original list.

The idea of using APFD as the evaluation criteria for bug finding is also used by

Kremenek and Engler [77]. Following the same idea, we define average percentage

true positives found (APPF) as the area under the cumulative true positives curve.

Our goal is to improve the APPF score which measures the rate of true positives

found. We illustrate APPF improvement computation in Figure 6.7.

6.6 Empirical Evaluation

In this section, we describe our experimental settings, our evaluation results, and

the threats to validity.
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6.6.1 Settings and Results

1) Settings: We evaluate our approach on clone-based anomaly reports for three

real programs written in different programming languages: the Linux kernel (C

program), Eclipse and ArgoUML (Java programs). We analyze the reports gener-

ated by Jiang et al. [64]. We choose these reports as they contain a large number of

false positives. There are more than 800 anomaly reports (i.e., clone groups) for the

Linux kernel, and only 57 of them are true positives or programming style issues.

There are more than 400 anomaly reports for Eclipse, and only 38 of them are true

positive. There are more than 50 anomaly reports for ArgoUML, and only 15 of

them are true positive.

Finding a few true positives on the large number of false positives is a challeng-

ing task that would stress test the usability of our approach. Jiang et al. [64] have

manually labeled all the reported inconsistent clone groups from the Linux kernel

and Eclipse as either true positives or false positives. We manually label the reported

inconsistent clone groups from ArgoUML. We use these clone groups and their la-

bels to simulate initial and incremental user feedbacks as inputs to our refinement

engine.

The tool of Jiang et al. [64] returns the list of anomalies in a particular order.

We take the ordering returned by the tool and refine it. Following the steps in

Section 6.4, we initially take the first k labeled clone groups. We set k to 50 for

Eclipse since there is only one true positive among the first 50 bug reports. We also

use k = 50 for the Linux kernel. Since there are only 50 inconsistent clone groups

reported for ArgoUML, we set its k to 10. We set the feedback pool size (i.e., p) to

1. We thus iteratively refine the bug reports when each feedback is received. Inthis

work, we repeat the refinement process until all anomaly reports are inspected.

2) Evaluation Results: We improve APPF by 11%, 87%, and 86% for the Linux

kernel, Eclipse, and ArgoUML bug reports respectively. These measures mean that

within a limited period of time, a developer may find more true positives in the
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System Top-5 Re-orderings
Linux 694 7→ 18, 672 7→ 64, 760 7→ 131, 770 7→ 179,

792 7→ 206
Eclipse 373 7→ 4, 348 7→ 11, 394 7→ 29, 388 7→ 43, 370 7→ 49
ArgoUML 40 7→ 12, 35 7→ 15, 34 7→ 11, 29 7→ 9, 23 7→ 8

Table 6.2: Top-5 re-orderings. x 7→ y means that a report of a true positive at
position x is reordered to position y.

Top Feature Info. Gain
1 extdefP 0.015941
2 extdef 1P 0.015941
3 program##extdefsP 0.015941

Table 6.3: Top 3 features based on their Information Gain: Linux kernel. The ##
symbol is the separator between two features for a pair feature set. The P superscript
denotes a proportional feature.

Linux kernel, Eclipse, and ArgoUML. The improvement for the Linux kernel is not

as great as Eclipse and ArgoUML. The bugs in the Linux kernel often involves iden-

tifier changes (e.g., variations in variable names, function names, type names, etc.)

which are not well captured by our feature sets. Our feature sets are mostly based

on syntactical node types which perform well in capturing the bugs in Eclipse and

ArgoUML that often involve conditionals. In future, we plan to add more features

to construct better discriminative models for Linux and more programs.

The top-5 successful re-orderings for the Linux kernel, Eclipse and ArgoUML

are shown in Table 6.6.1. We highlight sample bugs that are successfully reordered.

Figure 6.8 shows a buggy clone group in Linux that is reordered from position 694

to 18. The bug is related to an early unlock of a variable. Figure 6.9 shows a

bug from Eclipse that is successfully reordered from position 373 to 4. The bug

is similar to the bug in Figure 6.2; it misses a null-check in code fragment 2, and

was reported to developers and fixed. For ArgoUML, a bug shown in Figure 6.10 is

reordered from position 40 to 12. This bug is related to a missing validation before

a variable is used in the next statement.

To further investigate which program elements (i.e., features as described in

Section 6.4.1) may be better bug indicators, we compute the information gain [95]
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Top Feature Info. Gain
1 BOOL OR TKP 0.01898
2 conditional or expression ## 0.01898

conditional or expressionP

3 BOOL OR TKB 0.01898

Table 6.4: Top 3 features based on their Information Gain: Eclipse. The B super-
script denotes a basic feature while P superscript denotes a proportional feature

Top Feature Info. Gain
1 local variable declaration statementB 0.145772
2 variable initializerB 0.145772
3 block statement ## 0.145772

local variable declaration statementB

Table 6.5: Top 3 features based on their Information Gain: ArgoUML

of each feature in Linux and Eclipse bug reports. Information gain is frequently

used to find important features that differentiate two contrasting datasets (i.e., in our

case, true positives and false positives), e.g., [112].

The top 3 features for Linux kernel, Eclipse, and ArgoUML are shown in Ta-

ble 6.6.1, 6.4, and 6.5. We notice that the individual features have low information

gain. Thus, a single feature may not be able to distinguish true positives from false

positives, composing them into a discriminative model is however more effective in

improving true positives rate.

Based on the list of the top features, one could intuitively infer that if a clone

from Eclipse involves inconsistent changes related to conditionals, it is more likely

to be buggy. For ArgoUML, the inconsistent changes that involve variable decla-

ration and initialization are more likely to be buggy, e.g., a declared variable being

used without further validation (e.g., null checking), inappropriate type of a vari-

able, etc. Discriminative features using information gain could mean that the fea-

tures are either highly related to buggy clones or highly related to non-buggy clones.

In the Linux kernel, if a clone involves inconsistent changes related to global defi-

nitions (e.g., extdef), it is more likely not a bug. Overall, the features used in our

approach can be useful to discriminate the anomaly reports that contain bugs from

those that are false positives.
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6.6.2 Threats to Validity

Threat to construct validity corresponds to the suitableness of our evaluation metric.

In this study we have adapted a measure commonly used in test case prioritization,

which also needs to re-sorts (i.e., prioritize) test cases. Their goal is to find an

optimal ordering of test cases that would identify the failures early. They measure

the quality of an ordering using average percentage faults detected (APFD). We

propose a similar measure referred to as average percentage of true positives found

(APPF). Like APFD that measures the rate of fault detection, APPF measures the

rate of true positives found. We believe that this measure is relevant in measuring

the performance of a refinement framework. A higher APPF score indicates that

within the same period of time a developer can find more true positives.

Threat to internal validity corresponds to the ability of our experiments to cor-

relate the independent and dependent variables. The threat could be manifested due

to experimental or human errors. The labels of the bug reports are manually de-

cided by Jiang et al. [64] which might be prone to errors. Still, the authors have

taken some precautions to prevent these from happenning – at least two people are

assigned to label each inconsistent clone group; for any discrepancy, a third person

would break the tie.

Threat to external validity corresponds to the generalizability of our result. We

have performed a study on three large real systems that are written in two most

popular programming languages: C and Java. Although these help, there is still a

threat to external validity. In the future, we plan to investigate more systems written

in various programming languages.

6.7 Conclusion

Code clones have been widely studied in the literature. Various techniques have

been proposed to recover clones from a code base. One important usage of clones is
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to find bugs by detecting inconsistencies among members of the same clone group.

These correspond to bugs that might arise due to inconsistent updates among paral-

lel code fragments or violations of a common programming practice.

Past techniques, e.g., [64], have demonstrated the ability of clone-based bug

detection tools to detect true positives in large systems. However, the tools also

return a substantial number of false positives. This could affect the usability of such

a system as a developer could spend a lot of time in performing a debugging activity.

The system might be futile in the end, if the reported anomaly turns out to be a false

alarm.

Our work addresses this issue by proposing an approach to automatically re-

fine bug reports by incorporating user feedback. Rather than having a static sorted

list of bug reports, our bug report list is dynamic. As a user investigates the top

few bug reports and feedback to the system, the system automatically re-sorts the

remaining uninvestigated bug reports, and thus refines it accordingly. This refine-

ment process is performed multiple times when more feedback is available. For

each refinement, we perform feature extraction, pre-processing (feature selection

and dataset re-balancing), and discriminative model learning.

We evaluate the quality of a list of ordered bug reports using average percentage

of true positives found (APPF) that measures the rate of true positives. We evaluate

our refinement process on three sets of clone-based anomaly reports from three

large real programs: the Linux kernel (C), Eclipse, and ArgoUML (Java). A clone-

based anomaly detection tool is used to produce the clone anomaly reports of the

programs. The results show that, compared to the original ordering of bug reports,

our approach can improve APPF by 11%, 87%, and 86% for Linux kernel, Eclipse,

and ArgoUML respectively.
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Chapter 7

Conclusion

7.1 Summary of Contributions

We summarize our contributions as follows:

1. Many fault localization techniques have been proposed to facilitate debugging

activities. Most of them attempt to pinpoint the location of bugs (i.e., localize

bugs) based on a set of failing and correct executions and expect developers to

investigate a certain number of located program elements to find faults. These

techniques thus assume that faults are localizable, i.e., only one or a few lines

of code that are close to one another are responsible for each fault. However,

in reality, are faults localizable?

This dissertation has investigated hundreds of real faults in several software

systems, and has found that a number of faults that often involve a few lines

of code or a few methods. However, a substantial number of faults (i.e., 30%

of the faults) still manifest in a single line of code and more than 60% of the

faults are localizable within one method.

2. To localize faults in programs, spectrum-based fault localization is a promis-

ing approach to automatically locate root causes of failures quickly. Two well-

known spectrum-based fault localization techniques, Tarantula and Ochiai,
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measure how likely a program element is a root cause of failures based on

profiles of correct and failed program executions. These techniques are con-

ceptually similar to association measures that have been proposed in statistics,

data mining, and have been utilized to quantify the relationship strength be-

tween two variables of interest (e.g., the use of a medicine and the rate of

recovery).

This dissertation has viewed fault localization as a measurement of the re-

lationship strength between the execution of program elements and program

failures. This dissertation has investigated the effectiveness of 40 association

measures from the literature in localizing faults for single-bug and multiple-

bug programs. This dissertation has found that there is no best single mea-

sure for all cases. Klosgen and Ochiai outperform other measures in localiz-

ing faults in single-bug programs. On average, Added Value could localize

the faults in multiple-bug programs with the smallest percentage of code in-

spected, whereas a number of other measures have similar performance. As

developers need to inspect more elements in multiple-bug programs, the ac-

curacy of the measures in localizing multi-bug programs is expected to be

lower than localizing faults in single-bug programs, which provokes future

research.

3. For various bugs, the best techniques to localize the bugs may differ due to

the characteristics of the buggy programs and their program spectra. This

dissertation has leveraged the diversity of existing spectrum-based fault lo-

calization techniques to better localize bugs using data fusion methods. Our

proposed approach consists of three steps: score normalization, technique

selection, and data fusion. This dissertation has investigated two score nor-

malization methods, two technique selection methods, and five data fusion

methods resulting in twenty variants of Fusion Localizer. Our approach is

bug specific in which the set of techniques to be fused are adaptively selected
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for each buggy program based on its spectra. Also, it requires no training

data, i.e., execution traces of the past buggy programs. Our evaluation have

demonstrated that our approach can significantly improve the effectiveness

of existing state-of-the-art fault localization techniques. Compared to these

state-of-the-art techniques, the best variants of Fusion Localizer can statisti-

cally significantly reduce the amount of code to be inspected to find all bugs,

increase the proportion of bugs localized when developers only inspect the

top 10% most suspicious program elements by more than 10%, and increase

the number of bugs that can be successfully localized when developers only

inspect up to 10 program blocks by more than 20%.

4. To complement spectrum-based fault localization for cases in which test cases

or program spectra are not available to be analyzed to locate faults in pro-

grams, this dissertation have proposed an approach to re-rank anomaly re-

ports produced by a clone-based anomaly detection technique. A clone-based

anomaly detection tool extracts clone groups, finds a piece of code in the

group that are different from the rest, and flags it as an anomaly. Although

clone-based anomaly detection can find real bugs on large systems, the num-

ber of false positives is often very high. The excessive number of false pos-

itives could easily impede broad adoption of clone-based bug detection ap-

proaches.

This dissertation has improved the true positive rate found when a devel-

oper analyzes clone anomaly reports. The idea is to control the number of

anomaly reports a user can see at a time and actively incorporate user feed-

back to continually refine the anomaly reports. Our system first presents the

top few anomaly reports from a list of reports generated by a tool in its de-

fault ordering. Users then either accept or reject each of the reports. Based

on the feedback, our system automatically and iteratively refines a classifica-

tion model for anomalies and reorders the rest of the reports. The goal is to
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present the true positives to the users earlier than the default ordering. The

rationale of the idea is based on our observation that false positives among

the inconsistent clone groups could share common features (in terms of code

structure, programming patterns, etc.), and these features can be learned from

the incremental user feedback.

This dissertation has evaluated the proposed refinement process on three

sets of clone-based anomaly reports from three large real programs: the

Linux Kernel (C), Eclipse, and ArgoUML (Java), extracted by a clone-based

anomaly detection tool. As compared to the original ordering of bug reports,

our approach can improve the rate of true positives found (i.e., true positives

are found faster) by 11%, 87%, and 86% for Linux kernel, Eclipse, and Ar-

goUML, respectively.

7.2 Future Work

Based on our findings in this dissertation, several issues remains worthy for

investigation. This dissertation has shown that a substantial proportion of faults can

be localizable within a few line of code, while others spread across a larger number

of lines of code. Localizing the bugs that are not localizable within a few lines

of code is challenging. Studying the relationships among the faulty lines could be

useful to better localize bugs that manifest in multiple lines of code. Designing

techniques that can help developers locate faults that are not localizable within a

few lines of code will benefit software debugging task.

Assuming that faults are localizable within a few line of code, we have pro-

posed association measures to be used in locating faults. Our empirical study have

demonstrated that the accuracy of these association measures as well as two well-

known spectrum-based fault localization techniques in localizing multiple bugs in a

program is lower than their accuracy in localizing a single bug in a program. The
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program spectra collected from a program that contains multiple bugs could not dis-

tinguish the effect of one bug from the other. Future research is required to improve

the ability of fault localization approaches in localizing multiple bugs in programs.

One possibility is to rerun a fault localization approach every time a bug is found

and analyze the new ranked list to find the next bug.

In addition, fault localization techniques that we have proposed assume that

developers could locate the bugs by inspecting the list of most suspicious code

recommended by the fault localization techniques. As pointed out by Parnin and

Orso [106], showing the right contexts for developers to understand the root causes

of a bug would be useful to guide developers to find the bugs. Therefore, we plan

to extend our approach by providing additional information to developers to guide

them to locate bugs in programs. Information about how faulty codes relate to one

another and the way developers locate the bugs (e.g., information or logic used by

developers to locate bugs) could be helpful in providing useful guidance for devel-

opers to locate the faulty lines. A user study will be needed to investigate to what

extent this additional information helps developers in finding faulty code.

Many software systems developed today are written in multiple programming

languages, e.g., Java, JavaScript, etc. In this work, we only evaluate the effective-

ness of our approach in localizing faults for software written in one language, i.e.,

C or Java. In the future, we want to consider software that are written in multiple

programming languages. We also plan to integrate our fault localization techniques

into popular IDEs and debugging tools such as Eclipse and Visual Studio.Net for

wider adoption.

The effectiveness of our approach to refine anomaly reports is affected by the

features being used to discriminate the true positive from false positive reports. In

order to be more effective in refining the anomaly reports, we need to incorporate

more features that can capture wider range of bugs. Also, it would be advantageous

to extend our refinement engine by providing developers with information about

how likely additional true positives remain in the unchecked anomaly reports. By
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providing this information, developers could have better idea when to stop investi-

gating the reports and they could save more time and effort.

Our active refinement approach can help in refining anomaly reports produced

by clone detection tools. It would be interesting to extend our approach to refine

other anomaly reports such as those produced by various bug finding tools, e.g.,

FindBugs, PMD, JLint, etc. Hence, we could potentially improve the adoption of

these tools by reducing the rate of false positives.
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